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Preface

The fourth volume of the fourth edition of the Mechanical Engineers’ Handbook comprises
32 chapters divided into two parts, the first on energy and the second on power. Part 1 begins
with a chapter on thermophysical properties of fluids, then proceeds to cover fundamentals
of mechanics of incompressible fluids, thermodynamics (including a chapter on exergy and
entropy generation minimization), heat transfer, and temperature and heat flux measurements.
Additional heat transfer topics in this volume include heat exchangers, heat pipes, air heating,
and electronic equipment cooling. There are chapters on refrigeration and cryogenic engineer-
ing. One chapter deals with environmental issues: indoor environmental control. A chapter on
thermal systems optimization rounds out this part of this volume.

Part 2 opens with a chapter on combustion. This part also includes chapters on conven-
tional energy sources—gaseous and liquid fuels and coal (one chapter on properties of coals,
lignite, and peat and a second chapter on clean power generation from coal)—and alternative
energy sources—biofuels, solar, geothermal and fuel cells. There are, in addition, chapters on
cogeneration and hydrogen energy. There are six chapters on power machinery: one on fans,
blowers, compressors, and pumps; one each on gas, wind, and steam turbines; one on internal
combustion engines and one on fluid power.

Two chapters—on cryogenic engineering and steam turbines—replace the old versions
of the chapters on these important topics. To provide greater emphasis on sustainability than
in earlier editions, I have included four chapters—on clean power generation from coal, wind
power generation, cogeneration, and hydrogen energy—from my book, Environmentally Con-
scious Alternative Energy Production (chapters updated as contributors found necessary) and
one chapter on biofuels from Environmentally Conscious Transportation. I have also included
three chapters—on temperature, heat flux, and solar energy measurements—from my Hand-
book of Measurement in Science and Engineering and one on mechanics of incompressible
fluids from the current edition of Eshbach’s Handbook of Engineering Fundamentals, which I
edited. Inclusion of these chapters enriches this handbook. All told, more than half the chapters
in this volume contain material new to this handbook.
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Vision for the Fourth Edition

Basic engineering disciplines are not static, no matter how old and well established they are.
The field of mechanical engineering is no exception. Movement within this broadly based disci-
pline is multidimensional. Even the classic subjects, on which the discipline was founded, such
as mechanics of materials and heat transfer, keep evolving. Mechanical engineers continue to
be heavily involved with disciplines allied to mechanical engineering, such as industrial and
manufacturing engineering, which are also constantly evolving. Advances in other major dis-
ciplines, such as electrical and electronics engineering, have significant impact on the work
of mechanical engineers. New subject areas, such as neural networks, suddenly become all
the rage.

In response to this exciting, dynamic atmosphere, the Mechanical Engineers’ Handbook
expanded dramatically, from one to four volumes for the third edition, published in November
2005. It not only incorporated updates and revisions to chapters in the second edition, pub-
lished seven years earlier, but also added 24 chapters on entirely new subjects, with updates
and revisions to chapters in the Handbook of Materials Selection, published in 2002, as well as
to chapters in Instrumentation and Control, edited by Chester Nachtigal and published in 1990,
but never updated by him.

The fourth edition retains the four-volume format, but there are several additional major
changes. The second part of Volume I is now devoted entirely to topics in engineering mechan-
ics, with the addition of five practical chapters on measurements from the Handbook of Mea-
surement in Science and Engineering, published in 2013, and a chapter from the fifth edition of
Eshbach’s Handbook of Engineering Fundamentals, published in 2009. Chapters on mechani-
cal design have been moved from Volume I to Volumes II and III. They have been augmented
with four chapters (updated as needed) from Environmentally Conscious Mechanical Design,
published in 2007. These chapters, together with five chapters (updated as needed, three from
Environmentally Conscious Manufacturing, published in 2007, and two from Environmentally
Conscious Materials Handling, published in 2009 ) in the beefed-up manufacturing section of
Volume III, give the handbook greater and practical emphasis on the vital issue of sustainability.

Prefaces to the handbook’s individual volumes provide further details on chapter additions,
updates and replacements. The four volumes of the fourth edition are arranged as follows:

Volume 1: Materials and Engineering Mechanics—27 chapters

Part 1. Materials—15 chapters

Part 2. Engineering Mechanics—12 chapters

Volume 2: Design, Instrumentation and Controls—25 chapters

Part 1. Mechanical Design—14 chapters

Part 2. Instrumentation, Systems, Controls, and MEMS —11 chapters

Volume 3: Manufacturing and Management—28 chapters

Part 1. Manufacturing—16 chapters

Part 2. Management, Finance, Quality, Law, and Research—12 chapters

xi



xii Vision for the Fourth Edition

Volume 4: Energy and Power—35 chapters

Part 1: Energy—16 chapters

Part 2: Power—19 chapters

The mechanical engineering literature is extensive and has been so for a considerable
period of time. Many textbooks, reference works, and manuals as well as a substantial num-
ber of journals exist. Numerous commercial publishers and professional societies, particularly
in the United States and Europe, distribute these materials. The literature grows continuously,
as applied mechanical engineering research finds new ways of designing, controlling, mea-
suring, making, and maintaining things, as well as monitoring and evaluating technologies,
infrastructures, and systems.

Most professional-level mechanical engineering publications tend to be specialized,
directed to the specific needs of particular groups of practitioners. Overall, however, the
mechanical engineering audience is broad and multidisciplinary. Practitioners work in a
variety of organizations, including institutions of higher learning, design, manufacturing, and
consulting firms, as well as federal, state, and local government agencies. A rationale for a
general mechanical engineering handbook is that every practitioner, researcher, and bureaucrat
cannot be an expert on every topic, especially in so broad and multidisciplinary a field, and
may need an authoritative professional summary of a subject with which he or she is not
intimately familiar.

Starting with the first edition, published in 1986, my intention has always been that the
Mechanical Engineers’ Handbook stand at the intersection of textbooks, research papers, and
design manuals. For example, I want the handbook to help young engineers move from the
college classroom to the professional office and laboratory where they may have to deal with
issues and problems in areas they have not studied extensively in school.

With this fourth edition, I have continued to produce a practical reference for the mechan-
ical engineer who is seeking to answer a question, solve a problem, reduce a cost, or improve
a system or facility. The handbook is not a research monograph. Its chapters offer design tech-
niques, illustrate successful applications, or provide guidelines to improving performance, life
expectancy, effectiveness, or usefulness of parts, assemblies, and systems. The purpose is to
show readers what options are available in a particular situation and which option they might
choose to solve problems at hand.

The aim of this handbook is to serve as a source of practical advice to readers. I hope that
the handbook will be the first information resource a practicing engineer consults when faced
with a new problem or opportunity—even before turning to other print sources, even officially
sanctioned ones, or to sites on the Internet. In each chapter, the reader should feel that he or she
is in the hands of an experienced consultant who is providing sensible advice that can lead to
beneficial action and results.

Can a single handbook, even spread out over four volumes, cover this broad, interdisci-
plinary field? I have designed the Mechanical Engineers’ Handbook as if it were serving as a
core for an Internet-based information source. Many chapters in the handbook point readers
to information sources on the Web dealing with the subjects addressed. Furthermore, where
appropriate, enough analytical techniques and data are provided to allow the reader to employ
a preliminary approach to solving problems.

The contributors have written, to the extent their backgrounds and capabilities make pos-
sible, in a style that reflects practical discussion informed by real-world experience. I would
like readers to feel that they are in the presence of experienced teachers and consultants who
know about the multiplicity of technical issues that impinge on any topic within mechanical
engineering. At the same time, the level is such that students and recent graduates can find the
handbook as accessible as experienced engineers.
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CHAPTER 1
THERMOPHYSICAL PROPERTIES OF FLUIDS

Peter E. Liley
Purdue University
West Lafayette, Indiana
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4 Thermophysical Properties of Fluids

In this chapter, information is usually presented in the System International des Unités, called in
English the International System of Units and abbreviated SI. Various tables of conversion fac-
tors from other unit systems into the SI system and vice versa are available. The following table
is intended to enable rapid conversion to be made with moderate, that is, five significant figure,
accuracy, usually acceptable in most engineering calculations. The references listed should be
consulted for more exact conversions and definitions.

Table 1 Conversion Factors

Density: 1 kg/m3 = 0.06243 lbm/ft
3 = 0.01002 lbm/U.K. gallon= 8.3454 × 10−3 lbm/U.S. gallon= 1.9403

× 10−3 slug/ft3 = 10−3 g/cm3

Energy: 1 kJ= 737.56 ft ⋅ lbf = 239.01 calth = 0.94783 Btu= 3.7251 × 10−4 hp h= 2.7778 × 10−4 kWh
Specific energy: 1 kJ/kg= 334.54 ft ⋅ lbf/lbm = 0.4299 Btu/lbm = 0.2388 cal/g
Specific energy per degree: 1 kJ/kg ⋅K= 0.23901 Btuth/lb ⋅

∘F= 0.23901 calth/g ⋅
∘C

Mass: 1 kg= 2.20462 lbm = 0.06852 slug= 1.1023 × 10−3 U.S. ton= 10−3 tonne= 9.8421 × 10−4 U.K.
ton

Pressure: 1 bar= 105 N/m2 = 105 Pa= 750.06mm Hg at 0∘C= 401.47 in. H2O at 32∘F= 29.530 in. Hg
at 0∘C= 14.504 lb/in.2 = 14.504 psia= 1.01972 kg/cm2 = 0.98692 atm= 0.1MPa

Temperature: T(K)=T(∘C) + 273.15= [T(∘F) + 459.69]/1.8=T(∘R)/1.8
Temperature difference: ΔT(K)=ΔT(∘C)=ΔT(∘F)/1.8=ΔT(∘R)/1.8
Thermal conductivity: 1W/m ⋅K= 0.8604 kcal/m ⋅ h ⋅ ∘C= 0.5782
Btu/ft ⋅ h ⋅ ∘F= 0.01W/cm ⋅K= 2.390 × 10−3 cal/cm ⋅ s ⋅ ∘C

Thermal diffusivity: 1m2/s= 38,750 ft2/h= 3600m2/h= 10.764 ft2/s
Viscosity, dynamic: 1N ⋅ s/m2 = 1 Pa ⋅ s= 107 𝜇P= 2419.1 lbm/ft ⋅ h= 103 cP= 75.188
slug/ft ⋅ h= 10 P= 0.6720 lbm/ft ⋅ s= 0.02089 lbf ⋅ s/ft

2

Viscosity, kinematic (see thermal diffusivity)

Source: E. Lange, L. F. Sokol, and V. Antoine, Information on the Metric System and Related Fields, 6th ed., G. C. Mar-
shall Space Flight Center, AL (exhaustive bibliography); B. N. Taylor, The International System of Units, NBS S.P. 330,
Washington, D.C., 2001; E. A. Mechtly, The International System of Units. Physical Constants and Conversion Factors,
NASA S.P. 9012, 1973. numerous revisions periodically appear: see, for example, Pure Appl. Chem., 51, 1–41 (1979) and
later issues.

Table 2 Phase Transition Data for Elementsa

Name Symbol Formula Weight Tm (K) Δhfus (kJ/kg) Tb (K) Tc (K)

Actinium Ac 227.028 1323 63 3,475
Aluminum Al 26.9815 933.5 398 2,750 7,850
Antimony Sb 121.75 903.9 163 1,905 5,700
Argon Ar 39.948 83 30 87.2 151
Arsenic As 74.9216 885 — — 2,100
Barium Ba 137.33 1,002 55.8 — 4,450
Beryllium Be 9.01218 1,560 1,355 2,750 6,200
Bismuth Bi 208.980 544.6 54.0 1,838 4,450
Boron B 10.81 2,320 1,933 4,000 3,300
Bromine Br 159.808 266 66.0 332 584
Cadmium Cd 112.41 594 55.1 1,040 2,690
Calcium Ca 40.08 1,112 213.1 1,763 4,300
Carbon C 12.011 3,810 — 4,275 7,200
Cerium Ce 140.12 1,072 390 — 9,750
Cesium Cs 132.905 301.8 16.4 951 2,015
Chlorine Cl2 70.906 172 180.7 239 417
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Table 2 (Continued)

Name Symbol Formula Weight Tm (K) Δhfus (kJ/kg) Tb (K) Tc (K)

Chromium Cr 51.996 2,133 325.6 2,950 5,500
Cobalt Co 58.9332 1,766 274.7 3,185 6,300
Copper Cu 63.546 1,357 206.8 2,845 8,280
Dysprosium Dy 162.50 1,670 68.1 2,855 6,925
Erbium Er 167.26 1,795 119.1 3,135 7,250
Europium Eu 151.96 1,092 60.6 1,850 4,350
Fluorine F2 37.997 53.5 13.4 85.0 144
Gadolinium Gd 157.25 1,585 63.8 3,540 8,670
Gallium Ga 69.72 303 80.1 2,500 7,125
Germanium Ge 72.59 1,211 508.9 3,110 8,900
Gold Au 196.967 1,337 62.8 3,130 7,250
Hafnium Hf 178.49 2,485 134.8 4,885 10,400
Helium He 4.00260 3.5 2.1 4.22 5.2
Holmium Ho 164.930 1,744 73.8 2,968 7,575
Hydrogen H2 2.0159 14.0 — 20.4 —
Indium In 114.82 430 28.5 2,346 6,150
Iodine I2 253.809 387 125.0 457 785
Iridium Ir 192.22 2,718 13.7 4,740 7,800
Iron Fe 55.847 1,811 247.3 3,136 8,500
Krypton Kr 83.80 115.8 19.6 119.8 209.4
Lanthanum La 138.906 1,194 44.6 3,715 10,500
Lead Pb 207.2 601 23.2 2,025 5,500
Lithium Li 6.941 454 432.2 1,607 3,700
Lutetium Lu 174.967 1,937 106.6 3,668 —
Magnesium Mg 24.305 922 368.4 1,364 3,850
Manganese Mn 54.9380 1,518 219.3 2,334 4,325
Mercury Hg 200.59 234.6 11.4 630 1,720
Molybdenum Mo 95.94 2,892 290.0 4,900 1,450
Neodymium Nd 144.24 1,290 49.6 3,341 7,900
Neon Ne 20.179 24.5 16.4 27.1 44.5
Neptunium Np 237.048 910 — 4,160 12,000
Nickel Ni 58.70 1,728 297.6 3,190 8,000
Niobium Nb 92.9064 2,740 283.7 5,020 12,500
Nitrogen N2 28.013 63.2 25.7 77.3 126.2
Osmium Os 190.2 3,310 150.0 5,300 12,700
Oxygen O2 31.9988 54.4 13.8 90.2 154.8
Palladium Pd 106.4 1,826 165.0 3,240 7,700
Phosphorus P 30.9738 317 — 553 995
Platinum Pt 195.09 2,045 101 4,100 10,700
Plutonium Pu 244 913 11.7 3,505 10,500
Potassium K 39.0983 336.4 60.1 1,032 2,210
Praseodymium Pr 140.908 1,205 49 3,785 8,900
Promethium Pm 145 1,353 — 2,730 —
Protactinium Pa 231 1,500 64.8 4,300 —
Radium Ra 226.025 973 — 1,900 —
Radon Rn 222 202 12.3 211 377
Rhenium Re 186.207 3,453 177.8 5,920 18,900
Rhodium Rh 102.906 2,236 209.4 3,980 7,000
Rubidium Rb 85.4678 312.6 26.4 964 2,070
Ruthenium Ru 101.07 2,525 256.3 4,430 9,600
Samarium Sm 150.4 1,345 57.3 2,064 5,050
Scandium Sc 44.9559 1,813 313.6 3,550 6,410

(continued)



6 Thermophysical Properties of Fluids

Table 2 (Continued)

Name Symbol Formula Weight Tm (K) Δhfus (kJ/kg) Tb (K) Tc (K)

Selenium Se 78.96 494 66.2 958 1,810
Silicon Si 28.0855 1,684 1802 3,540 5,160
Silver Ag 107.868 1,234 104.8 2,435 6,400
Sodium Na 22.9898 371 113.1 1,155 2,500
Strontium Sr 87.62 1,043 1042 1,650 4,275
Sulfur S 32.06 388 53.4 718 1,210
Tantalum Ta 180.948 3,252 173.5 5,640 16,500
Technetium Tc 98 2,447 232 4,550 11,500
Tellurium Te 127.60 723 137.1 1,261 2,330
Terbium Tb 158.925 1,631 67.9 3,500 8,470
Thallium Tl 204.37 577 20.1 1,745 4,550
Thorium Th 232.038 2,028 69.4 5,067 14,400
Thulium Tm 168.934 1,819 99.6 2,220 6,450
Tin Sn 118.69 505 58.9 2,890 7,700
Titanium Ti 47.90 1,943 323.6 3,565 5,850
Tungsten W 183.85 3,660 192.5 5,890 15,500
Uranium U 238.029 1,406 35.8 4,422 12,500
Vanadium V 50.9415 2,191 410.7 3,680 11,300
Xenon Xe 131.30 161.3 17.5 164.9 290
Ytterbium Yb 173.04 1,098 44.2 1,467 4,080
Yttrium Y 88.9059 1,775 128.2 3,610 8,950
Zinc Zn 65.38 692.7 113.0 1,182
Zirconium Zr 91.22 2125 185.3 4,681 10,500

aTm = normal melting point; Δhfus = enthalpy of fusion; Tb = normal boiling point; Tc = critical temperature.

Table 3 Phase Transition Data for Compoundsa

Substance Tm (K) Δhm (kJ/kg) Tb (K) Δhv (kJ/kg) Tc (K) Pc (bars)

Acetaldehyde 149.7 73.2 293.4 584 461 55.4
Acetic acid 289.9 195.3 391.7 405 594 57.9
Acetone 178.6 98 329.5 501 508 47
Acetylene — 96.4 189.2 687 309 61.3
Air 60 — — — 133 37.7
Ammonia 195.4 331.9 239.7 1368 405.6 112.8
Aniline 267.2 113.3 457.6 485 699 53.1
Benzene 267.7 125.9 353.3 394 562 49
n-Butane 134.8 80.2 261.5 366 425.2 38
Butanol 188 125.2 391.2 593 563 44.1
Carbon dioxide 216.6 184 194.7 573 304.2 73.8
Carbon disulfide 161 57.7 319.6 352 552 79
Carbon monoxide 68.1 29.8 81.6 215 133 35
Carbon tetrachloride 250.3 173.9 349.9 195 556 45.6
Carbon tetrafluoride 89.5 — 145.2 138 227.9 37.4
Chlorobenzene 228 — 405 325 632.4 45.2
Chloroform 210 77.1 334.4 249 536.6 54.7
m-Cresol 285.1 — 475.9 421 705 45.5
Cyclohexane 279.6 31.7 356 357 554.2 40.7
Cyclopropane 145.5 129.4 240.3 477 397.8 54.9
n-Decane 243.2 202.1 447.3 276 617 21
Ethane 89.9 94.3 184.6 488 305.4 48.8
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Table 3 (Continued)

Substance Tm (K) Δhm (kJ/kg) Tb (K) Δhv (kJ/kg) Tc (K) Pc (bars)

Ethanol 158.6 109 351.5 840 516 63.8
Ethyl acetate 190.8 119 350.2 366 523.3 38.3
Ethylene 104 119.5 169.5 480 283.1 51.2
Ethylene oxide 161.5 117.6 283.9 580 469 71.9
Formic acid 281.4 246.4 373.9 502 576 34.6
Heptane 182.6 140.2 371.6 316 540 27.4
Hexane 177.8 151.2 341.9 335 507 29.7
Hydrazine 274.7 395 386.7 1207 653 147
Hydrogen peroxide 271.2 310 431 1263 — —
Isobutane 113.6 78.1 272.7 386 408.1 36.5
Methane 90.7 58.7 111.5 512 191.1 46.4
Methanol 175.4 99.2 337.7 1104 513.2 79.5
Methyl acetate 174.8 — 330.2 410 507 46.9
Methyl bromide 180 62.9 277.7 252 464 71.2
Methyl chloride 178.5 127.4 249.3 429 416.3 66.8
Methyl formate 173.4 125.5 305 481 487.2 60
Methylene chloride 176.4 54.4 312.7 328 510.2 60.8
Naphthalene 353.2 148.1 491 341 747 39.5
Nitric oxide 111 76.6 121.4 460 180.3 65.5
Octane 216.4 180.6 398.9 303 569.4 25
Pentane 143.7 116.6 309.2 357 469.8 33.7
Propane 86 80 231.1 426 370 42.5
Propanol 147 86.5 370.4 696 537 51.7
Propylene 87.9 71.4 225.5 438 365 46.2
Refrigerant 12 115 34.3 243.4 165 385 41.2
Refrigerant 13 92 — 191.8 148 302.1 38.7
Refrigerant 13B1 105.4 — 215.4 119 340 39.6
Refrigerant 21 138 282.1 242 451.7 51.7
Refrigerant 22 113 47.6 232.4 234 369 49.8
Steam/water 273.2 334 373.2 2257 647.3 221.2
Sulfuric acid 283.7 100.7 v v v v
Sulfur dioxide 197.7 115.5 268.4 386 430.7 78.8
Toluene 178.2 — 383.8 339 594 41

av= variable; Tm = normal melting point; Δhm = enthalpy of fusion; Tb = normal boiling point; Δhv = enthalpy of vapor-
ization; Tc = critical temperature; Pc = critical pressure.

Table 4 Thermodynamic Properties of Liquid and Saturated Vapor Aira

T (K)
Pf

(MPa)
Pg

(MPa)
vf

(m3/kg)
vg

(m3/kg)
hf

(kJ/kg)
hg

(kJ/kg)
sf

(kJ/kg ⋅K)
sg

(kJ/kg ⋅K)

60 0.0066 0.0025 0.001027 6.876 −144.9 59.7 2.726 6.315
65 0.0159 0.0077 0.001078 2.415 −144.8 64.5 2.727 6.070
70 0.0340 0.0195 0.001103 1.021 −144.0 69.1 2.798 5.875
75 0.0658 0.0424 0.001130 0.4966 −132.8 73.5 2.896 5.714
80 0.1172 0.0826 0.001160 0.2685 −124.4 77.5 3.004 5.580
85 0.1954 0.1469 0.001193 0.1574 −115.2 81.0 3.114 5.464
90 0.3079 0.2434 0.001229 0.0983 −105.5 84.1 3.223 5.363
95 0.4629 0.3805 0.001269 0.0644 −95.4 86.5 3.331 5.272
100 0.6687 0.5675 0.001315 0.0439 −84.8 88.2 3.436 5.189

(continued)
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Table 4 (Continued)

T (K)
Pf

(MPa)
Pg

(MPa)
vf

(m3/kg)
vg

(m3/kg)
hf

(kJ/kg)
hg

(kJ/kg)
sf

(kJ/kg ⋅K)
sg

(kJ/kg ⋅K)

105 0.9334 0.8139 0.001368 0.0308 −73.8 89.1 3.540 5.110
110 1.2651 1.1293 0.001432 0.0220 −62.2 89.1 3.644 5.033
115 1.6714 1.5238 0.001512 0.0160 −49.7 87.7 3.750 4.955
120 2.1596 2.0081 0.001619 0.0116 −35.9 84.5 3.861 4.872
125 2.743 2.614 0.001760 0.0081 −19.7 78.0 3.985 4.770
132.5b 3.770 3.770 0.00309 0.0031 33.6 33.6 4.38 4.38

av= specific volume; h= specific enthalpy; s= specific entropy; f= saturated liquid; g= saturated vapor. 1MPa= 10 bars.
bApproximate critical point. Air is a multicomponent mixture.

Table 5 Ideal Gas Thermophysical Properties of Aira

T (K)
v

(m3/kg)
h

(kJ/kg)
s

(kJ/kg ⋅K)
cp

(kJ/kg ⋅K) 𝛾

vs
(m/s)

𝜂

(N ⋅ s/m2)
𝜆

(W/m ⋅K) Pr

200 0.5666 −103.0 6.4591 1.008 1.398 283.3 l.33.−5b 0.0183 0.734
210 0.5949 −92.9 6.5082 1.007 1.399 290.4 1.39.−5 0.0191 0.732
220 0.6232 −82.8 6.5550 1.006 1.399 297.3 1.44.−5 0.0199 0.730
230 0.6516 −72.8 6.5998 1.006 1.400 304.0 1.50.−5 0.0207 0.728
240 0.6799 −62.7 6.6425 1.005 1.400 310.5 1.55.−5 0.0215 0.726
250 0.7082 −52.7 6.6836 1.005 1.400 317.0 1.60.−5 0.0222 0.725
260 0.7366 −42.6 6.7230 1.005 1.400 323.3 1.65.−5 0.0230 0.723
270 0.7649 −32.6 6.7609 1.004 1.400 329.4 1.70.−5 0.0237 0.722
280 0.7932 −22.5 6.7974 1.004 1.400 335.5 1.75.−5 0.0245 0.721
290 0.8216 −12.5 6.8326 1.005 1.400 341.4 1.80.−5 0.0252 0.720
300 0.8499 −2.4 6.8667 1.005 1.400 347.2 1.85.−5 0.0259 0.719
310 0.8782 7.6 6.8997 1.005 1.400 352.9 1.90.−5 0.0265 0.719
320 0.9065 17.7 6.9316 1.006 1.399 358.5 1.94.−5 0.0272 0.719
330 0.9348 27.7 6.9625 1.006 1.399 364.0 1.99.−5 0.0279 0.719
340 0.9632 37.8 6.9926 1.007 1.399 369.5 2.04.−5 0.0285 0.719
350 0.9916 47.9 7.0218 1.008 1.398 374.8 2.08.−5 0.0292 0.719
360 1.0199 57.9 7.0502 1.009 1.398 380.0 2.12.−5 0.0298 0.719
370 1.0482 68.0 7.0778 1.010 1.397 385.2 2.17.−5 0.0304 0.719
380 1.0765 78.1 7.1048 1.011 1.397 390.3 2.21.−5 0.0311 0.719
390 1.1049 88.3 7.1311 1.012 1.396 395.3 2.25.−5 0.0317 0.719
400 1.1332 98.4 7.1567 1.013 1.395 400.3 2.29.−5 0.0323 0.719
410 1.1615 108.5 7.1817 1.015 1.395 405.1 2.34.−5 0.0330 0.719
420 1.1898 118.7 7.2062 1.016 1.394 409.9 2.38.−5 0.0336 0.719
430 1.2181 128.8 7.2301 1.018 1.393 414.6 2.42.−5 0.0342 0.718
440 1.2465 139.0 7.2535 1.019 1.392 419.3 2.46.−5 0.0348 0.718
450 1.2748 149.2 7.2765 1.021 1.391 423.9 2.50.−5 0.0355 0.718
460 1.3032 159.4 7.2989 1.022 1.390 428.3 2.53.−5 0.0361 0.718
470 1.3315 169.7 7.3209 1.024 1.389 433.0 2.57.−5 0.0367 0.718
480 1.3598 179.9 7.3425 1.026 1.389 437.4 2.61.−5 0.0373 0.718
490 1.3882 190.2 7.3637 1.028 1.388 441.8 2.65.−5 0.0379 0.718
500 1.4165 200.5 7.3845 1.030 1.387 446.1 2.69.−5 0.0385 0.718
520 1.473 221.1 7.4249 1.034 1.385 454.6 2.76.−5 0.0398 0.718
540 1.530 241.8 7.4640 1.038 1.382 462.9 2.83.−5 0.0410 0.718
560 1.586 262.6 7.5018 1.042 1.380 471.0 2.91.−5 0.0422 0.718
580 1.643 283.5 7.5385 1.047 1.378 479.0 2.98.−5 0.0434 0.718
600 1.700 304.5 7.5740 1.051 1.376 486.8 3.04.−5 0.0446 0.718
620 1.756 325.6 7.6086 1.056 1.374 494.4 3.11.−5 0.0458 0.718
640 1.813 346.7 7.6422 1.060 1.371 501.9 3.18.−5 0.0470 0.718
660 1.870 368.0 7.6749 1.065 1.369 509.3 3.25.−5 0.0482 0.717
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Table 5 (Continued)

T (K)
v

(m3/kg)
h

(kJ/kg)
s

(kJ/kg ⋅K)
cp

(kJ/kg ⋅K) 𝛾

vs
(m/s)

𝜂

(N ⋅ s/m2)
𝜆

(W/m ⋅K) Pr

680 1.926 389.3 7.7067 1.070 1.367 516.5 3.32.−5 0.0495 0.717
700 1.983 410.8 7.7378 1.075 1.364 523.6 3.38.−5 0.0507 0.717
720 2.040 432.3 7.7682 1.080 1.362 530.6 3.45.−5 0.0519 0.716
740 2.096 453.9 7.7978 1.084 1.360 537.5 3.51.−5 0.0531 0.716
760 2.153 475.7 7.8268 1.089 1.358 544.3 3.57.−5 0.0544 0.716
780 2.210 497.5 7.8551 1.094 1.356 551.0 3.64.−5 0.0556 0.716
800 2.266 519.4 7.8829 1.099 1.354 557.6 3.70.−5 0.0568 0.716
820 2.323 541.5 7.9101 1.103 1.352 564.1 3.76.−5 0.0580 0.715
840 2.380 563.6 7.9367 1.108 1.350 570.6 3.82.−5 0.0592 0.715
860 2.436 585.8 7.9628 1.112 1.348 576.8 3.88.−5 0.0603 0.715
880 2.493 608.1 7.9885 1.117 1.346 583.1 3.94.−5 0.0615 0.715
900 2.550 630.4 8.0136 1.121 1.344 589.3 4.00.−5 0.0627 0.715
920 2.606 652.9 8.0383 1.125 1.342 595.4 4.05.−5 0.0639 0.715
940 2.663 675.5 8.0625 1.129 1.341 601.5 4.11.−5 0.0650 0.714
960 2.720 698.1 8.0864 1.133 1.339 607.5 4.17.−5 0.0662 0.714
980 2.776 720.8 8.1098 1.137 1.338 613.4 4.23.−5 0.0673 0.714
1000 2.833 743.6 8.1328 1.141 1.336 619.3 4.28.−5 0.0684 0.714
1050 2.975 800.8 8.1887 1.150 1.333 633.8 4.42.−5 0.0711 0.714
1100 3.116 858.5 8.2423 1.158 1.330 648.0 4.55.−5 0.0738 0.715
1150 3.258 916.6 8.2939 1.165 1.327 661.8 4.68.−5 0.0764 0.715
1200 3.400 975.0 8.3437 1.173 1.324 675.4 4.81.−5 0.0789 0.715
1250 3.541 1033.8 8.3917 1.180 1.322 688.6 4.94.−5 0.0814 0.716
1300 3.683 1093.0 8.4381 1.186 1.319 701.6 5.06.−5 0.0839 0.716
1350 3.825 1152.3 8.4830 1.193 1.317 714.4 5.19.−5 0.0863 0.717
1400 3.966 1212.2 8.5265 1.199 1.315 726.9 5.31.−5 0.0887 0.717
1450 4.108 1272.3 8.5686 1.204 1.313 739.2 5.42.−5 0.0911 0.717
1500 4.249 1332.7 8.6096 1.210 1.311 751.3 5.54.−5 0.0934 0.718
1550 4.391 1393.3 8.6493 1.215 1.309 763.2 5.66.−5 0.0958 0.718
1600 4.533 1454.2 8.6880 1.220 1.308 775.0 5.77.−5 0.0981 0.717
1650 4.674 1515.3 8.7256 1.225 1.306 786.5 5.88.−5 0.1004 0.717
1700 4.816 1576.7 8.7622 1.229 1.305 797.9 5.99.−5 0.1027 0.717
1750 4.958 1638.2 8.7979 1.233 1.303 809.1 6.10.−5 0.1050 0.717
1800 5.099 1700.0 8.8327 1.237 1.302 820.2 6.21.−5 0.1072 0.717
1850 5.241 1762.0 8.8667 1.241 1.301 831.1 6.32.−5 0.1094 0.717
1900 5.383 1824.1 8.8998 1.245 1.300 841.9 6.43.−5 0.1116 0.717
1950 5.524 1886.4 8.9322 1.248 1.299 852.6 6.53.−5 0.1138 0.717
2000 5.666 1948.9 8.9638 1.252 1.298 863.1 6.64.−5 0.1159 0.717
2050 5.808 2011.6 8.9948 1.255 1.297 873.5 6.74.−5 0.1180 0.717
2100 5.949 2074.4 9.0251 1.258 1.296 883.8 6.84.−5 0.1200 0.717
2150 6.091 2137.3 9.0547 1.260 1.295 894.0 6.95.−5 0.1220 0.717
2200 6.232 2200.4 9.0837 1.263 1.294 904.0 7.05.−5 0.1240 0.718
2250 6.374 2263.6 9.1121 1.265 1.293 914.0 7.15.−5 0.1260 0.718
2300 6.516 2327.0 9.1399 1.268 1.293 923.8 7.25.−5 0.1279 0.718
2350 6.657 2390.5 9.1672 1.270 1.292 933.5 7.35.−5 0.1298 0.719
2400 6.800 2454.0 9.1940 1.273 1.291 943.2 7.44.−5 0.1317 0.719
2450 6.940 2517.7 9.2203 1.275 1.291 952.7 7.54.−5 0.1336 0.720
2500 7.082 2581.5 9.2460 1.277 1.290 962.2 7.64.−5 0.1354 0.720

av= specific volume; h= specific enthalpy; s= specific entropy; cp = specific heat at constant pressure; 𝛾 = specific heat ratio, cp/cv (dimension-
less); vs = velocity of sound; 𝜂 = dynamic viscosity; 𝜆= thermal conductivity; Pr= Prandtl number (dimensionless). Condensed from S. Gordon,
Thermodynamic and Transport Combustion Properties of Hydrocarbons with Air, NASA Technical Paper 1906, 1982, Vol. 1. These properties are
based on constant gaseous composition. The reader is reminded that at the higher temperatures the influence of pressure can affect the composition
and the thermodynamic properties.
bThe notation 1.33.−5 signifies 1.33 × 10−5.
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Table 6 Thermophysical Properties of U.S. Standard Atmospherea

Z (m) H (m) T (K) P (bars) 𝜌 (kg/m3) g (m/s2) vs (m/s)

0 0 288.15 1.0133 1.2250 9.8067 340.3
1,000 1,000 281.65 0.8988 1.1117 9.8036 336.4
2,000 1,999 275.15 0.7950 1.0066 9.8005 332.5
3,000 2,999 268.66 0.7012 0.9093 9.7974 328.6
4,000 3,997 262.17 0.6166 0.8194 9.7943 324.6
5,000 4,996 255.68 0.5405 0.7364 9.7912 320.6
6,000 5,994 249.19 0.4722 0.6601 9.7882 316.5
7,000 6,992 242.70 0.4111 0.5900 9.7851 312.3
8,000 7,990 236.22 0.3565 0.5258 9.7820 308.1
9,000 8,987 229.73 0.3080 0.4671 9.7789 303.9
10,000 9,984 223.25 0.2650 0.4135 9.7759 299.5
11,000 10,981 216.77 0.2270 0.3648 9.7728 295.2
12,000 11,977 216.65 0.1940 0.3119 9.7697 295.1
13,000 12,973 216.65 0.1658 0.2667 9.7667 295.1
14,000 13,969 216.65 0.1417 0.2279 9.7636 295.1
15,000 14,965 216.65 0.1211 0.1948 9.7605 295.1
16,000 15,960 216.65 0.1035 0.1665 9.7575 295.1
17,000 16,954 216.65 0.0885 0.1423 9.7544 295.1
18,000 17,949 216.65 0.0756 0.1217 9.7513 295.1
19,000 18,943 216.65 0.0647 0.1040 9.7483 295.1
20,000 19,937 216.65 0.0553 0.0889 9.7452 295.1
22,000 21,924 218.57 0.0405 0.0645 9.7391 296.4
24,000 23,910 220.56 0.0297 0.0469 9.7330 297.7
26,000 25,894 222.54 0.0219 0.0343 9.7269 299.1
28,000 27,877 224.53 0.0162 0.0251 9.7208 300.4
30,000 29,859 226.51 0.0120 0.0184 9.7147 301.7
32,000 31,840 228.49 0.00889 0.01356 9.7087 303.0
34,000 33,819 233.74 0.00663 0.00989 9.7026 306.5
36,000 35,797 239.28 0.00499 0.00726 9.6965 310.1
38,000 37,774 244.82 0.00377 0.00537 9.6904 313.7
40,000 39,750 250.35 0.00287 0.00400 9.6844 317.2
42,000 41,724 255.88 0.00220 0.00299 9.6783 320.7
44,000 43,698 261.40 0.00169 0.00259 9.6723 324.1
46,000 45,669 266.93 0.00131 0.00171 9.6662 327.5
48,000 47,640 270.65 0.00102 0.00132 9.6602 329.8
50,000 49,610 270.65 0.00080 0.00103 9.6542 329.8

aZ= geometric attitude; H= geopotential attitude; 𝜌= density; g= acceleration of gravity; vs = velocity of sound. Con-
densed and in some cases converted from U.S. Standard Atmosphere 1976, National Oceanic and Atmospheric Adminis-
tration and National Aeronautics and Space Administration, Washington, DC. Also available as NOAA-S/T 76-1562 and
Government Printing Office Stock No. 003-017-00323-0.
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Figure 1 Enthalpy–log pressure diagram for carbon dioxide.
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Table 9 Thermodynamic Properties of Saturated Mercurya

T (K) P (bars) v (m3/kg) h (kJ/kg) s (kJ/kg ⋅K) cp (kJ/kg ⋅K)

0 6.873.−5b 0 0 0
20 6.875.−5 0.466 0.0380 0.0513
40 6.884.−5 1.918 0.0868 0.0894
60 6.897.−5 3.897 0.1267 0.1067
80 6.911.−5 6.129 0.1588 0.1156
100 6.926.−5 8.497 0.1852 0.1209
120 6.942.−5 10.956 0.2076 0.1248
140 6.958.−5 13.482 0.2270 0.1278
160 6.975.−5 16.063 0.2443 0.1304
180 6.993.−5 18.697 0.2598 0.1330
200 7.013.−5 21.386 0.2739 0.1360
220 7.034.−5 24.139 0.2870 0.1394
234.3 7.330.–10 7.050.−5 26.148 0.2959 0.1420

234.3 7.330.–10 7.304.−5 37.585 0.3447 0.1422
240 1.668.–9 7.311.−5 38.395 0.3481 0.1420
260 6.925.–8 7.339.−5 41.224 0.3595 0.1409
280 5.296.–7 7.365.−5 44.034 0.3699 0.1401
300 3.075.–6 7.387.−5 46.829 0.3795 0.1393
320 1.428.−5 7.413.−5 49.609 0.3885 0.1386
340 5.516.−5 7.439.−5 52.375 0.3969 0.1380
360 1.829.–4 7.472.−5 55.130 0.4048 0.1375
380 5.289.–4 7.499.−5 57.874 0.4122 0.1370
400 1.394.–3 7.526.−5 60.609 0.4192 0.1366
450 0.01053 7.595.−5 67.414 0.4352 0.1357
500 0.05261 7.664.−5 74.188 0.4495 0.1353
550 0.1949 7.735.−5 80.949 0.4624 0.1352
600 0.5776 7.807.−5 87.716 0.4742 0.1356
650 1.4425 7.881.−5 94.508 0.4850 0.1360
700 3.153 7.957.−5 101.343 0.4951 0.1372
750 6.197 8.036.−5 108.242 0.5046 0.1382
800 11.181 8.118.−5 115.23 0.5136 0.1398
850 18.816 8.203.−5 122.31 0.5221 0.1416
900 29.88 8.292.−5 129.53 0.5302 0.1439
950 45.23 8.385.−5 137.16 0.5381 0.1464
1000 65.74 8.482.−5 144.41 0.5456 0.1492

av= specific volume; h= specific enthalpy; s= specific entropy, cp = specific heat at constant pressure. Properties above
the solid line are for the solid; below they are for the liquid. Condensed, converted, and interpolated from the tables of M.
P. Vukalovich, A. I. Ivanov, L. R. Fokin, and A. T. Yakovlev, Thermophysical Properties of Mercury, Standartov, Moscow,
USSR, 1971.
bThe notation 6.873.−5 signifies 6.873 × 10−5.
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Figure 2 Enthalpy–log pressure diagram for mercury.
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Table 10 Thermodynamic Properties of Saturated Methanea

T (K)
P

(bars)
vf

(m3/kg)
vg

(m3/kg)
hf

(kJ/kg)
hg

(kJ/kg)
sf

(kJ/kg ⋅K)
Sg

(kJ/kg ⋅K)
cpf

(kJ/kg ⋅K)
vs

(m/s)

90.68 0.117 2.215.–3b 3.976 216.4 759.9 4.231 10.225 3.288 1576
92 0.139 2.226.–3 3.410 220.6 762.4 4.279 10.168 3.294 1564
96 0.223 2.250.–3 2.203 233.2 769.5 4.419 10.006 3.326 1523
100 0.345 2.278.–3 1.479 246.3 776.9 4.556 9.862 3.369 1480
104 0.515 2.307.–3 1.026 259.6 784.0 4.689 9.731 3.415 1437
108 0.743 2.337.–3 0.732 273.2 791.0 4.818 9.612 3.458 1393
112 1.044 2.369.–3 0.536 287.0 797.7 4.944 9.504 3.497 1351
116 1.431 2.403.–3 0.401 301.1 804.2 5.068 9.405 3.534 1308
120 1.919 2.438.–3 0.306 315.3 810.8 5.187 9.313 3.570 1266
124 2.523 2.475.–3 0.238 329.7 816.2 5.305 9.228 3.609 1224
128 3.258 2.515.–3 0.187 344.3 821.6 5.419 9.148 3.654 1181
132 4.142 2.558.–3 0.150 359.1 826.5 5.531 9.072 3.708 1138
136 5.191 2.603.–3 0.121 374.2 831.0 5.642 9.001 3.772 1093
140 6.422 2.652.–3 0.0984 389.5 834.8 5.751 8.931 3.849 1047
144 7.853 2.704.–3 0.0809 405.2 838.0 5.858 8.864 3.939 999
148 9.502 2.761.–3 0.0670 421.3 840.6 5.965 8.798 4.044 951
152 11.387 2.824.–3 0.0558 437.7 842.2 6.072 8.733 4.164 902
156 13.526 2.893.–3 0.0467 454.7 843.2 6.177 8.667 4.303 852
160 15.939 2.971.–3 0.0392 472.1 843.0 6.283 8.601 4.470 802
164 18.647 3.059.–3 0.0326 490.1 841.6 6.390 8.533 4.684 749
168 21.671 3.160.–3 0.0278 508.9 839.0 6.497 8.462 4.968 695
172 25.034 3.281.–3 0.0234 528.6 834.6 6.606 8.385 5.390 637
176 28.761 3.428.–3 0.0196 549.7 827.9 6.720 8.301 6.091 570
180 32.863 3.619.–3 0.0162 572.9 818.1 6.843 8.205 7.275 500
184 37.435 3.890.–3 0.0131 599.7 802.9 6.980 8.084 9.831 421
188 42.471 4.361.–3 0.0101 634.0 776.4 7.154 7.912 19.66 327
190.56 45.988 6.233.–3 0.0062 704.4 704.4 7.516 7.516

av= specific volume; h= specific enthalpy; s= specific entropy; cp = specific heat at constant pressure; vs = velocity of sound; f= saturated liquid;
g= saturated vapor. Condensed and converted from R. D. Goodwin, N.B.S. Technical Note 653, 1974.
bThe notation 2.215.–3 signifies 2.215 × 10−3.

Table 11 Thermophysical Properties of Methane at Atmospheric Pressurea

Temperature (K)

250 300 350 400 450 500 550 600 650 700

v 1.275 1.532 1.789 2.045 2.301 2.557 2.813 3.068 3.324 3.580
h 1090 1200 1315 1437 1569 1709 1857 2016 2183 2359
s 11.22 11.62 11.98 12.30 12.61 12.91 13.19 13.46 13.73 14.00
cp 2.04 2.13 2.26 2.43 2.60 2.78 2.96 3.16 3.35 3.51
Z 0.997 0.998 0.999 1.000 1.000 1.000 1.000 1.000 1.000 1.000
vs 413 450 482 511 537 562 585 607 629 650
𝜆 0.0276 0.0342 0.0417 0.0486 0.0571 0.0675 0.0768 0.0863 0.0956 0.1052
𝜂 0.095 0.112 0.126 0.141 0.154 0.168 0.180 0.192 0.202 0.214
Pr 0.701 0.696 0.683 0.687 0.690 0.693 0.696 0.700 0.706 0.714

av= specific volume (m3/kg); h= specific enthalpy (kJ/kg); s= specific entropy (kJ/kg ⋅K); cp = specific heat at constant
pressure (kJ/kg ⋅K); Z= compressibility factor=Pv/RT; vs = velocity of sound (m/s); 𝜆= thermal conductivity (W/m ⋅K);
𝜂= viscosity 10−4 N ⋅ s/m2 (thus, at 250 K the viscosity is 0.095 × 10−4 N ⋅ s/m2 = 0.0000095 Pa ⋅ s); Pr= Prandtl number.
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Table 12 Thermophysical Properties of Saturated Refrigerant 22a

v (m3/kg) h (kJ/kg) s (kJ/kg ⋅K)

T (K)
P

(bars) Liquid Vapor Liquid Vapor Liquid Vapor
cp

(Liquid)
𝜂

(Liquid)
𝜆

(Liquid)
𝜏

(Liquid)

150 0.0017 6.209.−4b 83.40 268.2 547.3 3.355 5.215 1.059 0.161
160 0.0054 6.293.−4 28.20 278.2 552.1 3.430 5.141 1.058 0.156
170 0.0150 6.381.−4 10.85 288.3 557.0 3.494 5.075 1.057 0.770 0.151
180 0.0369 6.474.−4 4.673 298.7 561.9 3.551 5.013 1.058 0.647 0.146
190 0.0821 6.573.−4 2.225 308.6 566.8 3.605 4.963 1.060 0.554 0.141
200 0.1662 6.680.−4 1.145 318.8 571.6 3.657 4.921 1.065 0.481 0.136 0.024
210 0.3116 6.794.−4 0.6370 329.1 576.5 3.707 4.885 1.071 0.424 0.131 0.022
220 0.5470 6.917.−4 0.3772 339.7 581.2 3.756 4.854 1.080 0.378 0.126 0.021
230 0.9076 7.050.−4 0.2352 350.6 585.9 3.804 4.828 1.091 0.340 0.121 0.019
240 1.4346 7.195.−4 0.1532 361.7 590.5 3.852 4.805 1.105 0.309 0.117 0.0172
250 2.174 7.351.−4 0.1037 373.0 594.9 3.898 4.785 1.122 0.282 0.112 0.0155
260 3.177 7.523.−4 0.07237 384.5 599.0 3.942 4.768 1.143 0.260 0.107 0.0138
270 4.497 7.733.−4 0.05187 396.3 603.0 3.986 4.752 1.169 0.241 0.102 0.0121
280 6.192 7.923.−4 0.03803 408.2 606.6 4.029 4.738 1.193 0.225 0.097 0.0104
290 8.324 8.158.−4 0.02838 420.4 610.0 4.071 4.725 1.220 0.211 0.092 0.0087
300 10.956 8.426.−4 0.02148 432.7 612.8 4.113 4.713 1.257 0.198 0.087 0.0071
310 14.17 8.734.−4 0.01643 445.5 615.1 4.153 4.701 1.305 0.186 0.082 0.0055
320 18.02 9.096.−4 0.01265 458.6 616.7 4.194 4.688 1.372 0.176 0.077 0.0040
330 22.61 9.535.−4 9.753.−3 472.4 617.3 4.235 4.674 1.460 0.167 0.072 0.0026
340 28.03 1.010.−3 7.479.−3 487.2 616.5 4.278 4.658 1.573 0.151 0.067 0.0014
350 34.41 1.086.−3 5.613.−3 503.7 613.3 4.324 4.637 1.718 0.130 0.062 0.0008
360 41.86 1.212.−3 4.036.−3 523.7 605.5 4.378 4.605 1.897 0.106
369.3 49.89 2.015.−3 2.015.−3 570.0 570.0 4.501 4.501 ∝ — — 0

acp in units of kJ/kg ⋅K; 𝜂= viscosity (10−4 Pa ⋅ s); 𝜆= thermal conductivity (W/m ⋅K); T= surface tension (N/m). Sources: P, v, T, h, s interpolated
and extrapolated from I. I. Perelshteyn, Tables and Diagrams of the Thermodynamic Properties of Freons 12, 13, 22, Moscow, USSR, 1971. cp, 𝜂,
𝜆 interpolated and converted from Thermophysical Properties of Refrigerants, ASHRAE, New York, 1976. T calculated from V. A. Gruzdev et al.,
Fluid Mech. Sov. Res., 3, 172 (1974).
bThe notation 6.209.−4 signifies 6.209 × 10−4.

Table 13 Thermophysical Properties of Refrigerant 22 at Atmospheric Pressurea

Temperature (K)

250 300 350 400 450 500

v 0.2315 0.2802 0.3289 0.3773 0.4252 0.4723
h 597.8 630.0 664.5 702.5 740.8 782.3
s 4.8671 4.9840 5.0905 5.1892 5.2782 5.3562
cp 0.587 0.647 0.704 0.757 0.806 0.848
Z 0.976 0.984 0.990 0.994 0.995 0.996
vs 166.4 182.2 196.2 209.4 220.0 233.6
𝜆 0.0080 0.0110 0.0140 0.0170 0.0200 0.0230
𝜂 0.109 0.130 0.151 0.171 0.190 0.209
Pr 0.800 0.765 0.759 0.761 0.766 0.771

av= specific volume (m3/kg); h= specific enthalpy (kJ/kg); s= specific entropy (kJ/kg ⋅K); cp = specific heat at constant

pressure (kJ/kg ⋅K); Z= compressibility factor=Pv/RT; vs = velocity of sound (m/s); 𝜆= thermal conductivity (W/m ⋅K);
𝜂= viscosity 10−4 N ⋅ s/m2 (thus, at 250 K the viscosity is 0.109 × 10−4 N ⋅ s/m2 = 0.0000109 Pa ⋅ s); Pr= Prandtl number.
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Figure 3 Enthalpy–log pressure diagram for Refrigerant 22.
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Table 14 Thermodynamic Properties of Saturated Refrigerant 134aa

P
(bars)

t
(∘C)

vf
(m3/kg)

vg
(m3/kg)

hf
(kJ/kg)

hg
(kJ/kg)

sf
(kJ/kg ⋅K)

sg
(kJ/kg ⋅K)

cpf
(kJ/kg ⋅K)

cpg
(kJ/kg ⋅K)

0.5 −40.69 0.000707 0.3690 −0.9 225.5 −0.0036 0.9698 1.2538 0.7476
0.6 −36.94 0.000712 0.3109 3.3 227.5 0.0165 0.9645 1.2600 0.7584
0.7 −33.93 0.000716 0.2692 7.7 229.4 0.0324 0.9607 1.2654 0.7680
0.8 −31.12 0.000720 0.2375 11.2 231.2 0.0472 0.9572 1.2707 0.7771
0.9 −28.65 0.000724 0.2126 14.4 233.0 0.0601 0.9545 1.2755 0.7854
1 −26.52 0.000729 0.1926 16.8 234.2 0.0720 0.9519 1.2799 0.7931
1.5 −17.26 0.000742 0.1314 28.6 240.0 0.1194 0.9455 1.2992 0.8264
2 −10.18 0.000754 0.1001 37.8 243.6 0.1547 0.9379 1.3153 0.8540
2.5 −4.38 0.000764 0.0809 45.5 247.3 0.1834 0.9340 1.3297 0.8782
3 0.59 0.000774 0.0679 52.1 250.1 0.2077 0.9312 1.3428 0.9002
4 8.86 0.000791 0.0514 63.3 254.9 0.2478 0.9270 1.3670 0.9400
5 15.68 0.000806 0.0413 72.8 258.8 0.2804 0.9241 1.3894 0.9761
6 21.54 0.000820 0.0344 81.0 262.1 0.3082 0.9219 1.4108 0.9914
8 31.35 0.000846 0.0257 95.0 267.1 0.3542 0.9185 1.4526 1.0750
10 39.41 0.000871 0.0204 106.9 270.9 0.3921 0.9157 1.4948 1.1391
12 46.36 0.000894 0.01672 117.5 273.9 0.4246 0.9132 1.539 1.205
14 52.48 0.000918 0.01411 127.0 276.2 0.4533 0.9107 1.586 1.276
16 57.96 0.000941 0.01258 135.7 277.9 0.4794 0.9081 1.637 1.353
18 62.94 0.000965 0.01056 143.9 279.3 0.5031 0.9052 1.695 1.439
20 67.52 0.000990 0.00929 151.4 280.1 0.5254 0.9021 1.761 1.539
22.5 72.74 0.001023 0.00800 160.9 280.8 0.5512 0.8976 1.859 1.800
25 77.63 0.001058 0.00694 169.8 280.8 0.5756 0.8925 1.983 1.883
27.5 82.04 0.001096 0.00605 178.2 280.3 0.5989 0.8865 2.151 2.149
30 86.20 0.001141 0.00528 186.5 279.4 0.6216 0.8812 2.388 2.527
35 93.72 0.001263 0.00397 203.7 274.1 0.6671 0.8589 3.484 4.292
40 100.34 0.001580 0.00256 227.4 257.2 0.7292 0.8090 26.33 37.63
40.59 101.06 0.001953 0.00195 241.5 241.5 0.7665 0.7665

aConverted and reproduced fromR. Tillner-Roth andH.D. Baehr, J. Phys. Chem. Ref. Data, 23 (5), 657–730 (1994). hf = sf = 0 at 233.15K=−40∘C.
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Table 15 Thermophysical Properties of Refrigerant 134a

P (bars)

t (∘C) Property 1 2.5 5 7.5 10 12.5 15 Sat. Vapor

cp (kJ/kg ⋅K) 0.8197 0.8740 0.8975
0 𝜇 (10−6 Pa ⋅ s) 11.00 10.95 10.94

k (W/m ⋅K) 0.0119 0.0120 0.0120
Pr 0.763 0.798 0.809
cp (kJ/kg ⋅K) 0.8324 0.8815 0.9408

10 𝜇 (10−6 Pa ⋅ s) 11.38 11.42 11.42
k (W/m ⋅K) 0.0126 0.0127 0.0129
Pr 0.753 0.786 0.821
cp (kJ/kg ⋅K) 0.8458 0.8726 0.9642 0.9864

20 𝜇 (10−6 Pa ⋅ s) 11.78 11.83 11.91 11.93
k (W/m ⋅K) 0.0134 0.0135 0.0138 0.0139
Pr 0.747 0.774 0.830 0.838
cp (kJ/kg ⋅K) 0.8602 0.8900 0.9587 1.044 1.048

30 𝜇 (10−6 Pa ⋅ s) 12.27 12.28 12.29 12.36 12.37
k (W/m ⋅K) 0.0141 0.0143 0.0145 0.0150 0.0150
Pr 0.743 0.764 0.805 0.857 0.859
cp (kJ/kg ⋅K) 0.8747 0.8998 0.9547 1.027 1.134 1.145

40 𝜇 (10−6 Pa ⋅ s) 12.57 12.61 12.66 12.75 12.88 12.89
k (W/m ⋅K) 0.0148 0.0150 0.0153 0.0156 0.0161 0.0161
Pr 0.740 0.757 0.789 0.839 0.907 0.916
cp (kJ/kg ⋅K) 0.8891 0.9112 0.9555 1.017 1.120 1.213 1.246

50 𝜇 (10−6 Pa ⋅ s) 12.96 13.00 13.05 13.14 13.23 13.33 13.47
k (W/m ⋅K) 0.0156 0.0158 0.0160 0.0163 0.0167 0.0171 0.0173
Pr 0.739 0.752 0.778 0.820 0.887 0.946 0.960
cp (kJ/kg ⋅K) 0.9045 0.9230 0.9589 1.003 1.060 1.151 1.248 1.387

60 𝜇 (10−6 Pa ⋅ s) 13.35 13.39 13.44 13.51 13.60 13.75 13.96 14.16
k (W/m ⋅K) 0.0164 0.0165 0.0167 0.0170 0.0173 0.0178 0.0184 0.0185
Pr 0.739 0.750 0.772 0.801 0.829 0.889 0.935 1.059
cp (kJ/kg ⋅K) 0.9201 0.9359 0.9652 0.9972 1.046 1.100 1.175 1.606

70 𝜇 (10−6 Pa ⋅ s) 13.74 13.77 13.82 13.89 13.97 14.10 14.27 15.04
k (W/m ⋅K) 0.0171 0.0172 0.0174 0.0176 0.0179 0.0183 0.0189 0.0197
Pr 0.739 0.750 0.759 0.787 0.813 0.848 0.886 1.226
cp (kJ/kg ⋅K) 0.9359 0.9520 0.9715 0.9992 1.038 1.222 1.313 2.026

80 𝜇 (10−6 Pa ⋅ s) 14.11 14.14 14.19 14.25 14.33 14.43 14.59 16.31
k (W/m ⋅K) 0.0178 0.0179 0.0180 0.0182 0.0185 0.0188 0.0193 0.0205
Pr 0.741 0.752 0.757 0.782 0.804 0.938 0.993 1.612
cp (kJ/kg ⋅K) 0.7931 0.8782 0.9761 1.059 1.139 1.223 1.314

Sat. vapor 𝜇 (10−6 Pa ⋅ s) — — 11.72 12.34 12.86 13.34 13.81
k (W/m ⋅K) — — 0.0136 0.0149 0.0161 0.0173 0.0184
Pr — — 0.841 0.877 0.910 0.943 0.986

aNote: At 0∘ C, 1 bar the viscosity is 11 × 10−6 Pa ⋅ s.; Pr= Prandtl number.
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Figure 4 Compressibility factor of Refrigerant 134a.



22 Thermophysical Properties of Fluids

Figure 5 Enthalpy–log pressure diagram for Refrigerant 134a.
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Table 16 Thermodynamic Properties of Saturated Sodiuma

T(K) P (bars) vf vg hf hg sf sg Cpf cpg

380 2.55.−10b 1.081.−3 5.277.+9 0.219 4.723 2.853 14.705 1.384 0.988
400 1.36.−9 1.086.−3 2.173.+9 0.247 4.740 2.924 14.158 1.374 1.023
420 6.16.−9 1.092.−3 2.410.+8 0.274 4.757 2.991 13.665 1.364 1.066
440 2.43.−8 1.097.−3 6.398.+7 0.301 4.773 3.054 13.219 1.355 1.117
460 8.49.−8 1.103.−3 1.912.+7 0.328 4.790 3.114 12.814 1.346 1.176
480 2.67.−7 1.109.−3 6.341.+6 0.355 4.806 3.171 12.443 1.338 1.243
500 7.64.−7 1.114.−3 2.304.+6 0.382 4.820 3.226 12.104 1.330 1.317
550 7.54.−6 1.129.−3 2.558.+5 0.448 4.856 3.352 11.367 1.313 1.523
600 5.05.−5 1.145.−3 41511 0.513 4.887 3.465 10.756 1.299 1.745
650 2.51.−4 1.160.−3 9001 0.578 4.915 3.569 10.241 1.287 1.963
700 9.87−4 1.177.−3 2449 0.642 4.939 3.664 9.802 1.278 2.160
750 0.00322 1.194.−3 794 0.705 4.959 3.752 9.424 1.270 2.325
800 0.00904 1.211.−3 301 0.769 4.978 3.834 9.095 1.264 2.452
850 0.02241 1.229.−3 128.1 0.832 4.995 3.910 8.808 1.260 2.542
900 0.05010 1.247.−3 60.17 0.895 5.011 3.982 8.556 1.258 2.597
1000 0.1955 1.289.−3 16.84 1.021 5.043 4.115 8.137 1.259 2.624
1200 1.482 1.372.−3 2.571 1.274 5.109 4.346 7.542 1.281 2.515
1400 6.203 1.469.−3 0.688 1.535 5.175 4.546 7.146 1.330 2.391
1600 17.98 1.581.−3 0.258 1.809 5.225 4.728 6.863 1.406 2.301
1800 40.87 1.709.−3 0.120 2.102 5.255 4.898 6.649 1.516 2.261
2000 78.51 1.864.−3 0.0634 2.422 5.256 5.064 6.480 1.702 2.482
2200 133.5 2.076.−3 0.0362 2.794 5.207 5.235 6.332 2.101 3.307
2400 207.6 2.480.−3 0.0196 3.299 5.025 5.447 6.166 3.686 8.476
2500 251.9 3.323.−3 0.0100 3.850 4.633 5.666 5.980

av= specific volume (m3/kg); h= specific enthalpy (MJ/kg); s= specific entropy (kJ/kg ⋅K); cp = specific heat at constant pressure (kJ/kg ⋅K);
f= saturated liquid; g= saturated vapor. Converted from the tables of J. K. Fink, Argonne Nat. Lab. rept. ANL-CEN-RSD-82-4, 1982.
bThe notation 2.55.−10 signifies 2.55 × 10−10.

Table 17 Thermodynamic Properties of Ice/Watera

T(K) P(bars) v(m3/kg) h(kJ/kg) s(kJ/kg ⋅K) cp(kJ/kg ⋅K)

150 6.30.−11b 0.001073 94.7 1.328 1.224
160 7.72.−10 0.001074 107.3 1.409 1.291
170 7.29.−9 0.001076 120.6 1.489 1.357
180 5.38.–8 0.001077 134.5 1.569 1.426
190 3.23.−7 0.001078 149.1 1.648 1.495
200 1.62.−6 0.001079 164.4 1.726 1.566
210 7.01.−6 0.001081 180.4 1.805 1.638
220 2.65.−5 0.001082 197.1 1.882 1.711
230 8.91.−5 0.001084 214.6 1.960 1.785
240 2.73.−4 0.001085 232.8 2.038 1.860
250 7.59.−4 0.001087 251.8 2.115 1.936
260 0.00196 0.001088 271.5 2.192 2.013
270 0.00469 0.001090 292.0 2.270 2.091
273.15 0.00611 0.001091 298.7 2.294 2.116
273.15 0.00611 0.001000 632.2 3.515 4.217
280 0.00990 0.001000 661.0 3.619 4.198
290 0.01917 0.001001 702.9 3.766 4.184
300 0.03531 0.001003 744.7 3.908 4.179

av= specific volume; h= specific enthalpy; s= specific entropy; cp = specific heat at constant pressure. Properties above the solid line are for the
solid; below they are for the liquid. Ice values (T ≤ 273.15 K) converted and rounded off from S. Gordon, NASA Tech. Paper 1906, 1982.
bThe notation 6.30.−11 signifies 6.30 × 10−11.
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Table 18 Thermophysical Properties of Saturated Steam/Watera

P (bars) T(K) vf vg hf hg 𝜂g 𝜆f 𝜆g Prf Prg

1.0 372.78 1.0434.−3b 1.6937 417.5 2675.4 0.1202 0.6805 0.0244 1.735 1.009
1.5 384.52 1.0530.−3 1.1590 467.1 2693.4 0.1247 0.6847 0.0259 1.538 1.000
2.0 393.38 1.0608.−3 0.8854 504.7 2706.3 0.1280 0.6866 0.0268 1.419 1.013
2.5 400.58 1.0676.−3 0.7184 535.3 2716.4 0.1307 0.6876 0.0275 1.335 1.027
3.0 406.69 1.0735.−3 0.6056 561.4 2724.7 0.1329 0.6879 0.0281 1.273 1.040
3.5 412.02 1.0789.−3 0.5240 584.3 2731.6 0.1349 0.6878 0.0287 1.224 1.050
4.0 416.77 1.0839.−3 0.4622 604.7 2737.6 0.1367 0.6875 0.0293 1.185 1.057
4.5 421.07 1.0885.−3 0.4138 623.2 2742.9 0.1382 0.6869 0.0298 1.152 1.066
5 424.99 1.0928.−3 0.3747 640.1 2747.5 0.1396 0.6863 0.0303 1.124 1.073
6 432.00 1.1009.−3 0.3155 670.4 2755.5 0.1421 0.6847 0.0311 1.079 1.091
7 438.11 1.1082.−3 0.2727 697.1 2762.0 0.1443 0.6828 0.0319 1.044 1.105
8 445.57 1.1150.−3 0.2403 720.9 2767.5 0.1462 0.6809 0.0327 1.016 1.115
9 448.51 1.1214.−3 0.2148 742.6 2772.1 0.1479 0.6788 0.0334 0.992 1.127
10 453.03 1.1274.−3 0.1943 762.6 2776.1 0.1495 0.6767 0.0341 0.973 1.137
12 461.11 1.1386.−3 0.1632 798.4 2782.7 0.1523 0.6723 0.0354 0.943 1.156
14 468.19 1.1489.−3 0.1407 830.1 2787.8 0.1548 0.6680 0.0366 0.920 1.175
16 474.52 1.1586.−3 0.1237 858.6 2791.8 0.1569 0.6636 0.0377 0.902 1.191
18 480.26 1.1678.−3 0.1103 884.6 2794.8 0.1589 0.6593 0.0388 0.889 1.206
20 485.53 1.1766.−3 0.0995 908.6 2797.2 0.1608 0.6550 0.0399 0.877 1.229
25 497.09 1.1972.−3 0.0799 962.0 2800.9 0.1648 0.6447 0.0424 0.859 1.251
30 506.99 1.2163.−3 0.0666 1008.4 2802.3 0.1684 0.6347 0.0449 0.849 1.278
35 515.69 1.2345.−3 0.0570 1049.8 2802.0 0.1716 0.6250 0.0472 0.845 1.306
40 523.48 1.2521.−3 0.0497 1087.4 2800.3 0.1746 0.6158 0.0496 0.845 1.331
45 530.56 1.2691.−3 0.0440 1122.1 2797.7 0.1775 0.6068 0.0519 0.849 1.358
50 537.06 1.2858.−3 0.0394 1154.5 2794.2 0.1802 0.5981 0.0542 0.855 1.386
60 548.70 1.3187.−3 0.0324 1213.7 2785.0 0.1854 0.5813 0.0589 0.874 1.442
70 558.94 1.3515.−3 0.0274 1267.4 2773.5 0.1904 0.5653 0.0638 0.901 1.503
80 568.12 1.3843.−3 0.0235 1317.1 2759.9 0.1954 0.5499 0.0688 0.936 1.573
90 576.46 1.4179.−3 0.0205 1363.7 2744.6 0.2005 0.5352 0.0741 0.978 1.651
100 584.11 1.4526.−3 0.0180 1408.0 2727.7 0.2057 0.5209 0.0798 1.029 1.737
110 591.20 1.4887.−3 0.0160 1450.6 2709.3 0.2110 0.5071 0.0859 1.090 1.837
120 597.80 1.5268.−3 0.0143 1491.8 2689.2 0.2166 0.4936 0.0925 1.163 1.963
130 603.98 1.5672.−3 0.0128 1532.0 2667.0 0.2224 0.4806 0.0998 1.252 2.126
140 609.79 1.6106.−3 0.0115 1571.6 2642.4 0.2286 0.4678 0.1080 1.362 2.343
150 615.28 1.6579.−3 0.0103 1611.0 2615.0 0.2373 0.4554 0.1172 1.502 2.571
160 620.48 1.7103.−3 0.0093 1650.5 2584.9 0.2497 0.4433 0.1280 1.688 3.041
170 625.41 1.7696.−3 0.0084 1691.7 2551.6 0.2627 0.4315 0.1404 2.098 3.344
180 630.11 1.8399.−3 0.0075 1734.8 2513.9 0.2766 0.4200 0.1557 2.360 3.807
190 634.58 1.9260.−3 0.0067 1778.7 2470.6 0.2920 0.4087 0.1749 2.951 8.021
200 638.85 2.0370.−3 0.0059 1826.5 2410.4 0.3094 0.3976 0.2007 4.202 12.16
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Table 18 (Continued)

P (bars) sf sg cpf cpg 𝜂f 𝛾 ′f 𝛾g v′s f v′s g 𝜏

1.0 1.3027 7.3598 4.222 2.048 2.801 1.136 1.321 438.74 472.98 0.0589
1.5 1.4336 7.2234 4.231 2.077 2.490 1.139 1.318 445.05 478.73 0.0566
2.0 1.5301 7.1268 4.245 2.121 2.295 1.141 1.316 449.51 482.78 0.0548
2.5 1.6071 7.0520 4.258 2.161 2.156 1.142 1.314 452.92 485.88 0.0534
3.0 1.6716 6.9909 4.271 2.198 2.051 1.143 1.313 455.65 488.36 0.0521
3.5 1.7273 6.9392 4.282 2.233 1.966 1.143 1.311 457.91 490.43 0.0510
4.0 1.7764 6.8943 4.294 2.266 1.897 1.144 1.310 459.82 492.18 0.0500
4.5 1.8204 6.8547 4.305 2.298 1.838 1.144 1.309 461.46 493.69 0.0491
5 1.8604 6.8192 4.315 2.329 1.787 1.144 1.308 462.88 495.01 0.0483
6 1.9308 6.7575 4.335 2.387 1.704 1.144 1.306 465.23 497.22 0.0468
7 1.9918 6.7052 4.354 2.442 1.637 1.143 1.304 467.08 498.99 0.0455
8 2.0457 6.6596 4.372 2.495 1.581 1.142 1.303 468.57 500.55 0.0444
9 2.0941 6.6192 4.390 2.546 1.534 1.142 1.302 469.78 501.64 0.0433
10 2.1382 6.5821 4.407 2.594 1.494 1.141 1.300 470.76 502.64 0.0423
12 2.2161 6.5194 4.440 2.688 1.427 1.139 1.298 472.23 504.21 0.0405
14 2.2837 6.4651 4.472 2.777 1.373 1.137 1.296 473.18 505.33 0.0389
16 2.3436 6.4175 4.504 2.862 1.329 1.134 1.294 473.78 506.12 0.0375
18 2.3976 6.3751 4.534 2.944 1.291 1.132 1.293 474.09 506.65 0.0362
20 2.4469 6.3367 4.564 3.025 1.259 1.129 1.291 474.18 506.98 0.0350
25 2.5543 6.2536 4.640 3.219 1.193 1.123 1.288 473.71 507.16 0.0323
30 2.6455 6.1837 4.716 3.407 1.143 1.117 1.284 472.51 506.65 0.0300
35 2.7253 6.1229 4.792 3.593 1.102 1.111 1.281 470.80 505.66 0.0280
40 2.7965 6.0685 4.870 3.781 1.069 1.104 1.278 468.72 504.29 0.0261
45 2.8612 6.0191 4.951 3.972 1.040 1.097 1.275 466.31 502.68 0.0244
50 2.9206 5.9735 5.034 4.168 1.016 1.091 1.272 463.67 500.73 0.0229
60 3.0273 5.8908 5.211 4.582 0.975 1.077 1.266 457.77 496.33 0.0201
70 3.1219 5.8162 5.405 5.035 0.942 1.063 1.260 451.21 491.31 0.0177
80 3.2076 5.7471 5.621 5.588 0.915 1.048 1.254 444.12 485.80 0.0156
90 3.2867 5.6820 5.865 6.100 0.892 1.033 1.249 436.50 479.90 0.0136
100 3.3606 5.6198 6.142 6.738 0.872 1.016 1.244 428.24 473.67 0.0119
110 3.4304 5.5595 6.463 7.480 0.855 0.998 1.239 419.20 467.13 0.0103
120 3.4972 5.5002 6.838 8.384 0.840 0.978 1.236 409.38 460.25 0.0089
130 3.5616 5.4408 7.286 9.539 0.826 0.956 1.234 398.90 453.00 0.0076
140 3.6243 5.3803 7.834 11.07 0.813 0.935 1.232 388.00 445.34 0.0064
150 3.6859 5.3178 8.529 13.06 0.802 0.916 1.233 377.00 437.29 0.0053
160 3.7471 5.2531 9.456 15.59 0.792 0.901 1.235 366.24 428.89 0.0043
170 3.8197 5.1855 11.30 17.87 0.782 0.867 1.240 351.19 420.07 0.0034
180 3.8765 5.1128 12.82 21.43 0.773 0.838 1.248 336.35 410.39 0.0026
190 3.9429 5.0332 15.76 27.47 0.765 0.808 1.260 320.20 399.87 0.0018
200 4.0149 4.9412 22.05 39.31 0.758 0.756 1.280 298.10 387.81 0.0011

av= specific volume (m3/kg); h= specific enthalpy (kJ/kg); s= specific entropy (kJ/kg ⋅K); cp = specific heat at constant pressure (kJ/kg ⋅K);

𝜂 = viscosity (10−4 Pa ⋅ s);𝜆= thermal conductivity (W/m ⋅K); Pr=Prandtl number; 𝛾 = cp/cv ratio; vs = velocity of sound (m/s); T= surface tension
(N/m); f′ =wet saturated vapor; g= saturated vapor. Rounded off from values of C. M. Tseng, T. A. Hamp, and E. O. Moeck, Atomic Energy of
Canada Report AECL-5910, 1977.
bThe notation 1.0434.−3 signifies 1.0434 × 10−3.
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Table 19 Thermophysical Properties of Miscellaneous Substances at Atmospheric Pressurea

Temperature (K)

250 300 350 400 450 500

n-Butane
v 0.0016 0.411 0.485 0.558 0.630 0.701
h 236.6 718.9 810.7 913.1 1026 1149
s 3.564 5.334 5.616 5.889 6.155 6.414
cp 2.21 1.73 1.94 2.15 2.36 2.56
Z 0.005 0.969 0.982 0.988 0.992 0.993
vs 1161 211 229 245 259 273
𝜆 0.0979 0.0161 0.0220 0.0270 0.0327 0.0390
𝜂 2.545 0.076 0.088 0.101 0.111 0.124
Pr 5.75 0.84 0.82 0.81 0.80 0.80
Ethane
v 0.672 0.812 0.950 1.088 1.225 1.362
h 948.7 1068 1162 1265 1380 1505
s 7.330 7.634 7.854 8.198 8.467 8.730
cp 1.58 1.76 1.97 2.18 2.39 2.60
Z 0.986 0.992 0.995 0.997 0.998 0.998
vs 287 312 334 355 374 392
𝜆 0.0103 0.0157 0.0219 0.0288 0.0361 0.0438
𝜂 0.079 0.094 0.109 0.123 0.135 0.148
Pr 1.214 1.056 0.978 0.932 0.900 0.878
Ethylene
v 0.734 0.884 1.034 1.183 1.332 1.482
h 966.8 1039 1122 1215 1316 1415
s 7.556 7.832 8.085 8.331 8.568 8.800
cp 1.40 1.57 1.75 1.93 2.10 2.26
Z 0.991 0.994 0.997 0.998 0.999 1.000
vs 306 330 353 374 394 403
𝜆 0.0149 0.0206 0.0271 0.0344 0.0425 0.0506
𝜂 0.087 0.103 0.119 0.134 0.148 0.162
Pr 0.816 0.785 0.767 0.751 0.735 0.721
n-Hydrogen
v 10.183 12.218 14.253 16.289 18.324 20.359
h 3517 4227 4945 5669 6393 7118
s 67.98 70.58 72.79 74.72 76.43 77.96
cp 14.04 14.31 14.43 14.48 14.50 14.51
Z 1.000 1.000 1.000 1.000 1.000 1.000
vs 1209 1319 1423 1520 1611 1698
𝜆 0.162 0.187 0.210 0.230 0.250 0.269
𝜂 0.079 0.089 0.099 0.109 0.118 0.127
Pr 0.685 0.685 0.685 0.684 0.684 0.684
Nitrogen
v 0.7317 0.8786 1.025 1.171 1.319 1.465
h 259.1 311.2 363.3 415.4 467.8 520.4
s 6.650 6.840 7.001 7.140 7.263 7.374
cp 1.042 1.041 1.042 1.045 1.050 1.056
Z 0.9992 0.9998 0.9998 0.9999 1.0000 1.0002
vs 322 353 382 407 432 455
𝜆 0.0223 0.0259 0.0292 0.0324 0.0366 0.0386
𝜂 0.155 0.178 0.200 0.220 0.240 0.258
Pr 0.724 0.715 0.713 0.710 0.708 0.706
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Table 19 (Continued)

Temperature (K)

250 300 350 400 450 500

Oxygen
v 0.6402 0.7688 0.9790 1.025 1.154 1.282
h 226.9 272.7 318.9 365.7 413.1 461.3
s 6.247 6.414 6.557 6.682 6.793 6.895
cp 0.915 0.920 0.929 0.942 0.956 0.972
Z 0.9987 0.9994 0.9996 0.9998 1.0000 1.0000
Vs 301 330 356 379 401 421
𝜆 0.0226 0.0266 0.0305 0.0343 0.0380 0.0416
𝜂 0.179 0.207 0.234 0.258 0.281 0.303
Pr 0.725 0.716 0.713 0.710 0.708 0.707
Propane
v 0.451 0.548 0.644 0.738 0.832 0.926
h 877.2 957.0 1048 1149 1261 1384
s 5.840 6.131 6.409 6.680 6.944 7.202
cp 1.50 1.70 1.96 2.14 2.35 2.55
Z 0.970 0.982 0.988 0.992 0.994 0.996
vs 227 248 268 285 302 317
𝜆 0.0128 0.0182 0.0247 0.0296 0.0362 0.0423
𝜂 0.070 0.082 0.096 0.108 0.119 0.131
Pr 0.820 0.772 0.761 0.765 0.773 0.793
Propylene
v 0.482 0.585 0.686 0.786 0.884 0.972
h 891.8 957.6 1040 1131 1235 1338
s 6.074 6.354 6.606 6.851 7.095 7.338
cp 1.44 1.55 1.73 1.91 2.09 2.27
Z 0.976 0.987 0.992 0.994 0.995 0.996
vs 247 257 278 298 315 333
𝜆 0.0127 0.0177 0.0233 0.0296 0.0363 0.0438
𝜂 0.072 0.087 0.101 0.115 0.128 0.141
Pr 0.814 0.769 0.754 0.742 0.731 0.728

av= specific volume (m3/kg); h= specific enthalpy (kJ/kg); s= specific entropy (kJ/kg ⋅K); cp = specific heat at constant

pressure (kJ/kg ⋅K); Z= compressibility factor=Pv/RT; vs = velocity of sound (m/s); 𝜆= thermal conductivity (W/m ⋅K);
𝜂= viscosity (10−4)(N ⋅ s/m2) (thus, at 250 K for n-butane the viscosity is 2.545 × 10−4 N ⋅ s/m2 = 0.0002545 Pa ⋅ s);
Pr= Prandtl number.

Table 20 Physical Properties of Numbered Refrigerantsa

Number
Formula, Composition,
Synonym

Molecular
Weight

n.b.p.
(∘C)

Crit. P
(bar)

Crit. T
(∘C)

4 R-32/125/134a/143a (10/33/21/36) 94.50 −49.4 40.1 77.5
10 CCl4 (carbon tetrachloride) 153.8 76.8 45.6 283.2
CFC-11 CCl3F 137.37 23.8 44.1 198.0
11B1 CBrCl2F 181.82 52
11B2 CBr2ClF 226.27 80
11B3 CBr3F 270.72 107
CFC-12 CCl2F2 120.91 −29.8 41.1 112.0

(continued)
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Table 20 (Continued)

Number
Formula, Composition,
Synonym

Molecular
Weight

n.b.p.
(∘C)

Crit. P
(bar)

Crit. T
(∘C)

12B1 CBrClF2 165.36 −2.5 42.5 153.0
12B2 CF2Br2 209.81 24.5 40.7 204.9
CFC-13 CClF3 104.46 −81.4 38.7 28.8
BFC-13B1 CBrF3 (Halon 1301) 148.91 −57.8 39.6 67.0
FC-14 CF4 (carbon tetrafluoride) 88.00 −127.9 37.5 −45.7
20 CHCl3 (chloroform) 119.38 61.2 54.5 263.4
21 CHCl2F 102.92 8.9 51.7 178.5
HCFC-22 CHClF2 86.47 −40.8 49.9 96.2
HFC-23 CHF3 70.01 −82.1 48.7 26.3
HCC-30 CH2Cl2 (methylene chloride) 84.93 40.2 60.8 237.0
31 CH2ClF 68.47 −9.1 56.2 153.8
HFC-32 CH2F2 52.02 −51.7 58.0 78.2
33 R-22/124/152a (40/43/17) 96.62 −28.8
40 CH3Cl (methyl chloride) 50.49 −12.4 66.7 143.1
FX-40 R-32/125/143a (10/45/45) 90.70 −48.4 40.5 72.0
HFC-41 CH3F (methyl fluoride) 34.03 −78.4 58.8 44.3
50 CH4 (methane) 16.04 −161.5 46.4 −82.5
FX-57 R-22/124/142b (65/25/10) 96.70 −35.2 47.0 105.0
110 CCl3CCl3 236.8 185 33.4 401.8
111 CCl3CCl2F 220.2 137
112 CCl2FCCl2F 203.8 92.8 33.4 278
CFC-113 CClF2CCl2F 187.38 47.6 34.4 214.1
113a CCl3CF3 187.36 47.5
CFC-114 CClF2CClF2 170.92 3.8 32.5 145.7
114a CF3CCl2F 170.92 3.0 33.0 145.5
CFC-115 CClF2CF3 154.47 −39.1 31.5 79.9
FC-116 CF3CF3 (perfluoroethane) 138.01 −78.2 30.4 19.9
120 CHCl2CCl3 202.3 162 34.8 373
121 CHCl2CCl2F 185.84 116.6
122 CClF2CHCl2 131.39 72.0
HCFC-123 CHCl2CF3 152.93 27.9 36.7 183.7
HCFC-123a CHClFCClF2 152.93 28.0 44.7 188.5
HCFC-124 CHClFCF3 136.48 −12.0 36.4 122.5
E-125 CHF2OCF2 136.02 −41.9 33.3 80.4
HFC-125 CHF2CF3 120.02 −48.1 36.3 66.3
131 CHCl2CHClF 151.4 102.5
132 CHClFCHClF 134.93 58.5
133 CHClFCHF2 118.5 17.0
E-134 CHF2OCHF2 118.03 6.2 42.3 153.5
HFC-134 CHF2CHF2 102.03 −23.0 46.2 118.7
HFC-134a CH2FCF3 102.03 −26.1 40.6 101.1
141 CH2ClCHClF 116.95 76
141a CHCl2CH2F 116.95
HCFC-141b CH3CCl2F 116.95 32.2 42.5 204.4
142 CHF2CH2Cl 100.49 35.1
142a CHClFCH2F 100.49
HCFC-142b CH3CClF2 100.50 −9.8 41.2 137.2
143 CHF2CH2F 84.04 5.
E-143a CH3OCF3 100.04 −24.1 35.9 104.9
HFC-143a CH3CF3 84.04 −47.4 38.3 73.6
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Table 20 (Continued)

Number
Formula, Composition,
Synonym

Molecular
Weight

n.b.p.
(∘C)

Crit. P
(bar)

Crit. T
(∘C)

151 CH2FCH2Cl 82.50 53.2
152 CH2FCH2F 66.05 10.5 43.4 171.8
HFC-152a CH3CHF2 66.05 −24.0 45.2 113.3
HCC-160 CH3CH2Cl 64.51 12.4 52.4 186.6
HFC-161 CH3CH2F 48.06 −37.1 47.0 102.2
E-170 CH3OCH3 (dimethyl ether) 46.07 −24.8 53.2 128.8
HC-170 CH3CH3 (ethane) 30.07 −88.8 48.9 32.2
216 C3Cl2F6 220.93 35.7 27.5 180.0
FC-218 CF3CF2CF3 188.02 −36.7 26.8 71.9
HFC-227ca CHF2CF2CF3 170.03 −17.0 28.7 106.3
HFC-227ea CF3CHFCF3 170.03 −18.3 29.5 103.5
234da CF3CHClCHClF 114.03 70.1
235ca CF3CF2CH2Cl 156.46 28.1
HFC-236ca CHF2CF2CHF2 152.04 5.1 34.1 153.2
HFC-236cb CH2FCF2CF3 152.04 −1.4 31.2 130.2
HFC-236ea CHF2CHFCF3 152.04 6.6 35.3 141.2
HFC-235fa CF3CH2CF3 152.04 −1.1 31.8 130.7
HFC-245ca CH2FCF2CHF2 134.05 25.5 38.6 178.5
E-245cb CHF2OCH2CF3 150.05 34.0 185.2
HFC-245cb CH3CF2CF3 134.05 −18.3 32.6 108.5
E-245fa CHF2OCH2CF3 150.05 29.2 37.3 170.9
HFC-245fa CHF2CH2CF3 134.05 15.3 36.4 157.6
HFC-254cb CH3CF2CHF2 116.06 −0.8 37.5 146.2
HC-290 CH3CH2CH3 (propane) 44.10 −42.1 42.5 96.8
RC-318 cyclo-CF2CF2CF2CF2 200.04 −5.8 27.8 115.4
400 R-12/114
R-401a R-22/124/152a (53/34/13) 94.44 −33.1 46.0 108.0
R-401b R-22/124/152a (61/28/11) 92.84 −34.7 46.8 106.1
R-401c R-22/124/152a (33/52/15) 101.04 −28.4 43.7 112.7
R-402a R-22/125/290 (38/60/2) 101.55 −49.2 41.3 75.5
R-402b R-22/125/290 (60/38/2) 94.71 −47.4 44.5 82.6
R-403a R-22/218/290 (75/20/5) 91.06 −50.0 50.8 93.3
R-403b R-22/218/290 (56/39/5) 102.06 −49.5 50.9 90.0
R-404a R-125/134a/143a (44/4/52) 97.60 −46.5 37.3 72.1
R-405a R-22/142b/152a/C318 (45/5/ 7/43) 116.00 −27.3 42.6 106.1
R-406a R-22/142b/600a (55/41/4) 89.85 −30.0 47.4 123.0
R-407a R-32/125/134a (20/40/40) 90.10 −45.5 45.4 82.8
R-407b R-32/125/134a (10/70/20) 102.94 −47.3 41.6 75.8
R-407c R-32/125/134a (23/25/52) 86.20 −43.6 46.2 86.7
R-408a R-22/125/143a (47/7/46) 87.02 −43.5 43.4 83.5
R-409a R-22/124/142b (60/25/15) 97.45 −34.2 45.0 107.0
R-410a R-32/125 (50/50) 72.56 −50.5 49.6 72.5
R-410b R-32/125 (45/55)
R-411a R-22/152a/1270 (88/11/2)
R-411b R-22/152a/1270 (94/3/3)
R-412a R-22/142b/218 (70/25/5)
R-500 R-12/152a (74/26) 99.31 −33.5 44.2 105.5
R-501 R-12/22 (25/75)
R-502 R-22/115 (49/51) 111.64 −45.4 40.8 82.2
R-503 R-13/23 (60/40) 87.28 −87.8 43.6 19.5

(continued)
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Table 20 (Continued)

Number
Formula, Composition,
Synonym

Molecular
Weight

n.b.p.
(∘C)

Crit. P
(bar)

Crit. T
(∘C)

R-504 R-32/115 (48/52) 79.2 −57.2 47.6 66.4
R-505 R-12/31 (78/22) 103.5 −30
R-506 R-31/114 (55/45) 93.7 −12
R-507 R-125/143a (50/50) 98.90 −46.7 37.9 70.9
R-508 R-23/116 (39/61) 100.10 −85.7 23.1
R-509 R-22/218 (44/56) 124.0 −47
R-600 CH3CH2CH2CH3 (butane) 58.13 −0.4 38.0 152.0
R-600a CH3CH3CH3CH (isobutane) 58.13 −11.7 36.5 135.0
R-610 C4H10O (ethyl ether) 74.12 −116.3 36.0 194.0
R-611 C2H4O2 (methyl formate) 60.05 31.8 59.9 204
630 CH3NH (methyl amine) 31.06 −6.7 74.6 156.9
631 C2H5NH2 (ethyl amine) 45.08 16.6 56.2 183.0
702 H2 (hydrogen) 2.016 −252.8 13.2 −239.9
702p Parahydrogen 2.016 −252.9 12.9 −240.2
704 He (helium) 4.003 −268.9 2.3 −267.9
717 NH3 (ammonia) 17.03 −33.3 114.2 133.0
718 H2O (water) 18.02 100.0 221.0 374.2
720 Ne (neon) 20.18 −246.1 34.0 −228.7
728 N2 (nitrogen) 28.01 −198.8 34.0 −146.9
728a CO (carbon monoxide) 28.01 −191.6 35.0 −140.3
729 — (air) 28.97 −194.3 37.6 −140.6
732 O2 (oxygen) 32.00 −182.9 50.8 −118.4
740 A (argon) 39.95 −185.9 49.0 −122.3
744 CO2 (carbon dioxide) 44.01 −78.4 73.7 31.1
744a N2O (nitrous oxide) 44.02 −89.5 72.2 36.5
R-764 SO2 (sulfur dioxide) 64.07 −10.0 78.8 157.5
1113 C2ClF3 116.47 −27.9 40.5 106
1114 C2F4 100.02 −76.0 39.4 33.3
1120 CHClCCl2 131.39 87.2 50.2 271.1
1130 CHClCHCl 96.95 47.8 54.8 243.3
1132a C2H2F2 64.03 −85.7 44.6 29.7
1141 C2H3F (vinyl fluoride) 46.04 −72.2 52.4 54.7
1150 C2H4 (ethylene) 28.05 −103.7 51.1 9.3
1270 C3H6 (propylene) 42.09 −185 46.2 91.8
R-7146 SF6 (sulfur hexafluoride) 146.05 −63.8 37.6 45.6

aRefrigerant numbers in some cases are tentative and subject to revision. Compositions rounded to nearest weight percent.
Based on data supplied byM. O.McLinden, NIST, Boulder, CO, PCR Chemicals, Gainesville, FL, G. H. Thomson, DIPPR,
Bartlesville, OK, and literature sources.
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Table 26 Thermochemical Properties at 1.013 Bars, 298.15 K

Substance Formula
ΔH∘

f

(kJ/kg ⋅mol)
ΔG∘f

(kJ/kg ⋅mol)
S∘

(kJ/kg ⋅mol ⋅K)

Acetaldehyde C2H4O(g) −166,000 −132,900 265.2
Acetic acid C2H4O2(g) −436,200 +315,500 282.5
Acetone C3H6O(l) −248,000 −155,300 200.2
Acetylene C2H2(g) +266,740 +209,190 200.8
Ammonia NH3(g) −46,190 −16,590 192.6
Aniline C6H7N(l) +35,300 + 153,200 191.6
Benzene C6H6(l) +49,030 + 117,000 172.8
Butanol C4H10O(l) −332,400 −168,300 227.6
n-Butane C4H10(l) −105,900
n-Butane C4H10(g) − 126,200 −17,100 310.1
Carbon dioxide CO2(g) −393,510 −394,390 213.7
Carbon disulfide CS2(g) − 109,200 237.8
Carbon monoxide CO(g) −110,520 −137,160 197.6
Carbon tetrachloride CCl4(g) − 103,000 −66,100 311.3
Carbon tetrafluoride CF4(g) −921,300 − 878,200 261.5
Chloroform CHCl3(g) − 104,000 −70,500 295.6
Cyclohexane C6H12(g) −123,100 +31,800 298.2
Cyclopropane C3H6(g) +53,300 +104,300 237.7
n-Decane C10H22(l) −332,600 −17,500 425.5
Diphenyl C12H10(g) −172,800 −283,900 348.5
Ethane C2H6(g) −84,670 −32,900 229.5
Ethanol C2H6O(g) −235,200 −168,700 282.7
Ethanol C2H6O(l) −277,600 −174,600 160.7
Ethyl acetate C4H8O2(g) −432,700 −325,800 376.8
Ethyl chloride C2H5Cl(g) −107,600 −55,500 274.8
Ethyl ether C4H10O(g) −250,800 −118,400 352.5
Ethylene C2H4(g) +52,280 +68,130 219.4
Ethylene oxide C2H4O(g) −38,500 −11,600 242.9
Heptane C7H16(g) −187,800 −427,800 166.0
Hexane C6H18(g) −208,400 16,500 270.7
Hydrazine N2H4(l) −50,600 −149,200 121.2
Hydrazine N2H4(g) +95,400 +159,300 238.4
Hydrogen peroxide H2O2(l) −187,500 −120,400 109.6
Isobutane C4H10(g) −134,500 −20,900 294.6
Isopentane C5H12(g) −154,500 −14,600 343.6
Methane CH4(g) −74,840 −50,790 186.2
Methanol CH4O(l) −238,600 −126,800 81.8
Methanol CH4O(g) −200,900 −162,100 247.9
Methyl acetate C3H6O2(l) −444,300
Methyl bromide CH3Br(g) −36,200 −25,900 246.1
Methyl chloride CH3Cl(g) −86,300 −63,000 234.2
Methyl formate C2H4O2(g) −335,100 −301,000 292.8
Methylene chloride CH2Cl2(g) −94,000 −67,000 270.2
Naphthalene C10H8(g) −151,500 −224,200 336.5
Nitric oxide NO(g) +90,300 86,600 210.6
Nitrogen peroxide NO2(g) +33,300 240.0
Nitrous oxide N2O(g) +82,000 +104,000 219.9
Octane C8H18(l) −250,000 6,610 360.8
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Table 26 (Continued)

Substance Formula
ΔH∘

f
(kJ/kg ⋅mol)

ΔG∘f
(kJ/kg ⋅mol)

S∘
(kJ/kg ⋅mol ⋅K)

Octane C8H18(g) −208,400 16,500 466.7
n-Pentane C5H12(g) −146,400 −8,370 348.9
Propane C3H8O(g) −103,800 −107,200 269.9
Propanol C3H8(g) −258,800 −164,100 322.6
Propylene C3H6(g) +20,400 +62,700 267.0
R11 CFCl3(g) −284,500 −238,000 309.8
R12 CCl2F2(g) −468,600 −439,300 300.9
R13 CClF3(g) −715,500 −674,900 285.6
R13B1 CF3Br(g) −642,700 −616,300 297.6
R23 CHF3(g) −682,000 −654,900 259.6
Sulfur dioxide SO2(g) −296,900 −300,200 248.1
Sulfur hexafluoride SF6(g) −1,207,900 −1,105,000 291.7
Toluene C7H8(g) −50,000 −122,300 320.2
Water H2O(l) −285,830 −237,210 70.0
Water H2O(g) −241,820 −228,600 188.7

Table 27 Ideal Gas Sensible Enthalpies (kJ/kg ⋅mol) of Common Products of Combustiona,b

Substance

T (K) CO CO2 H2O(g) NO NO2 N2 O2 SO2

200 −2,858 −3,414 −3,280 −2,950 −3,494 −2,855 −2,860 −3,736
220 −2,276 −2,757 −2,613 −2,345 −2,803 −2,270 −2,279 −3,008
240 −1,692 −2,080 −1,945 −1,749 −2,102 −1,685 −1,698 −2,266
260 −1,110 −1,384 −1,277 −1,148 −1,390 −1,105 −1,113 −1,508
280 −529 −667 −608 −547 −668 −525 −529 −719
300 54 67 63 54 67 55 60 75
320 638 822 736 652 813 636 650 882
340 1,221 1,594 1,411 1,248 1,573 1,217 1,238 1,702
360 1,805 2,383 2,088 1,847 2,344 1,800 1,832 2,541
380 2,389 3,187 2,768 2,444 3,130 2,383 2,429 3,387
400 2,,975 4,008 3,452 3,042 3,929 2,967 3,029 4,251
420 3,562 4,841 4,138 3,641 4,739 3,554 3,633 5,123
440 4,152 5,689 4,828 4,247 5,560 4,147 4,241 6,014
460 4,642 6,550 5,522 4,849 6,395 4,737 4,853 6,923
480 5,334 7,424 6,221 5,054 7,243 5,329 5,468 7,827
500 5,929 8,314 6,920 6,058 8,100 5,921 6,088 8,749
550 7,427 10,580 8,695 7,589 10,295 7,401 7,655 11,180
600 8,941 12,915 10,500 9,146 12,555 8,902 9,247 13,545
650 10,475 15,310 12,325 10,720 14,875 10,415 10,865 16,015
700 12,020 17,760 14,185 12,310 17,250 11,945 12,500 18,550
750 13,590 20,270 16,075 13,890 19,675 13,490 14,160 21,150
800 15,175 22,820 17,990 15,550 22,140 15,050 15,840 23,720
850 16,780 25,410 19,945 17,200 24,640 16,630 17,535 26,390

(continued)
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Table 27 (Continued)

Substance

T (K) CO CO2 H2O(g) NO NO2 N2 O2 SO2

900 18,400 28,040 21,920 18,860 27,180 18,220 19,245 29,020
950 20030 30,700 23,940 20,540 29,740 19,835 20,970 31,700
1,000 21,690 33,410 25,980 22,230 32,340 21,460 22,710 34,430
1,050 23,350 36,140 28,060 23,940 34,950 23,100 24,460 37,180
1,100 25,030 38,890 30,170 25,650 37,610 24,750 26,180 39,920
1150 26,720 41,680 32,310 27,380 40,260 26,430 27,990 42,690
1200 28,430 44,480 34,480 29,120 42,950 28,110 29,770 45,460
1250 30,140 47,130 36,680 30,870 45,650 29,810 31,560 48,270
1300 31,870 50,160 38,900 32,630 48,350 31,510 33,350 51,070
1350 33,600 53,030 41,130 34,400 51,090 33,220 35,160 53,900
1400 35,340 55,910 43,450 36,170 53,810 34,940 36,970 56,720
1450 37,090 58,810 45,770 37,950 56,560 36,670 38,790 59,560
1500 38,850 61,710 48,100 39,730 59,310 38,410 40,610 62,400
1550 40,610 64,800 50,460 41,520 62,070 40,160 42,440 65,260
1,600 42,380 67,580 52,840 43,320 64,850 41,910 44,280 68,120
1,650 44,156 70,530 55,240 45,120 67,640 43,670 46,120 71,000
1,700 45,940 73,490 57,680 46,930 70,420 45,440 47,970 73,870
1,750 47,727 76,460 60130 48,740 73,220 47,210 49,830 76,760
1,800 49,520 79,440 62,610 50,560 76,010 49,000 51,690 79,640
1,850 51,320 82,430 65,100 52,380 78,810 50,780 53,560 82,540
1,900 53,120 85,430 67,610 54,200 81,630 52,,570 55,440 85,440
1,950 54,930 88,440 70,140 56,020 84,450 54,370 57,310 88,350
2,000 56,740 91,450 72,690 57,860 87,260 56,160 59,200 91,250
2,100 60,380 97,500 77,830 61,530 92,910 59,760 62,990 97,080
2,200 64,020 103,570 83,040 65,220 98,580 63,380 66,800 102,930
2,300 67,680 109,670 88,290 68,910 104,260 67,010 70,630 108,790
2,400 71,350 115,790 93,600 72,610 109,950 70,660 74,490 114,670
2,500 75,020 121,930 98,960 76,320 115,650 74,320 78,370 120,560
2,600 78,710 128,080 104,370 80,040 121,360 77,990 82,270 126,460
2,700 82,410 134,260 109,810 83,760 127,080 81,660 86,200 132,380
2,800 86,120 140,440 115,290 87,490 132,800 85,360 90,140 138,300
2,900 89,830 146,650 120,810 91,230 138,540 89,050 94,110 144,240
3,000 93,540 152,860 126,360 94,980 144,270 92,750 98,100 150,180

aConverted and usually rounded off from JANAF Thermochemical Tables, NSRDS-NBS-37, 1971.
bTo illustrate the term sensible enthalpy,which is the difference between the actual enthalpy and the enthalpy at the reference
temperature, 298.15 K (=25∘C= 77∘F= 537∘R), the magnitude of the heat transfer, in kJ/kg ⋅mol fuel and in kJ/kg fuel,
will be calculated for the steady-state combustion of acetylene in excess oxygen, the reactants entering at 298.15 K and the
products leaving at 2000 K. All substances are in the gaseous phase.
The basic equation is

Q +W =
∑

P

ni (Δh
∘
f + Δhs)i −

∑

R

ni(Δh
∘
f + Δhs)i

where P signifies products and R reactants, Δhs signifies sensible enthalpy, and the Δhs are looked up in the table for the
appropriate temperatures.
If the actual reaction was

C2H2 + 11∕2O2 → 2CO2 + H2O + 3O2

then W= 0 and Q= 2(−393,510 + 91,450) + 1(−241,810 + 72,690) + 3(0 + 59,200) − (226,740 + 0) − 11∕2(0 +
0)=−604,120 + (−169,120) + 177,600 − 226,740=−822,380 kJ/mg mol. C2H2 =−31,584 kJ/kg C2H2. Had the fuel
been burnt in air one would write the equation with an additional 3.76(5.5) N2 on each side of the equation. In the above,
the enthalpy of formation of the stable elements at 298.15 K has been set equal to zero. For further information, most
undergraduate engineering thermodynamics texts may be consulted.



39

Figure 6 Psychrometric chart. (ASHRAE chart No. 1, 1981. Prepared at the Center for Applied Thermodynamic Studies, University of Idaho, Moscow, ID.
Republished with permission of ASHRAE, from The ASHRAE Fundamentals Handbook 1981; permission conveyed through Copyright Clearance Center, Inc.)
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1 INTRODUCTION

We experience and interact with fluids, such as air, water, oil, and gas, in many aspects of our
daily life. These fluids can be categorized in different ways depending on the level of analysis
required. An obvious first categorization is that they can be viewed as liquid or gas; but they

41
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can be classified depending on their behavior in a particular application as well. Some common
fluid classifications are viscous or inviscid, compressible or incompressible, laminar or turbu-
lent, Newtonian or non-Newtonian, and steady or unsteady. These classifications are sometimes
idealizations (approximations) and sometimes exact descriptions. Overall, they offer informa-
tion on fluid properties and characteristics, the state of the flow field, and how to approach an
engineering solution to the relevant flow problem. This chapter will cover the basics on many
of these classifications but will primarily restrict a bulk of the discussion to the category of
Newtonian incompressible fluids.

All substances are compressible to some extent and fluids are no exception. However, in
many cases, fluids may be treated as incompressible without introducing unacceptable inac-
curacies in either computations or measurements. In the case of liquids, the vast majority of
problems may be addressed as incompressible flow problems. Even in situations where pressure
changes are significant enough to cause small changes in density (water hammer), incompress-
ible flow techniques are applied to solve problems. For gases where flow velocities are low
compared to the local speed of sound (low Mach number) or where density changes in the
system are small, incompressible flow theory may be used to good approximation.

1.1 Definition of a Fluid

A fluid, which can be a liquid or gas, is defined as a collection of molecules of a substance
(or several substances) that cannot support a shearing stress of any size (magnitude) without
undergoing permanent and continual angular deformation. Even though the fluid is a collection
of molecules, it is generally considered to be a continuous substance without voids, referred
to as a continuum (typical liquid has on the order of 1021 molecules/mm3). Newtonian flu-
ids are those whose rate of angular deformation is linear with respect to the magnitude of the
deforming shear stress. Most common liquids and gases are Newtonian fluids (e.g., air, water,
oil). Non-Newtonian fluids are those whose rate of angular deformation bears a nonlinear rela-
tionship to the applied shear stress. Examples of non-Newtonian fluids are blood, paints, and
suspensions.

1.2 System of Units and Dimension

The scientific world is in the midst of a conversion from various systems of units to SI (Système
International d’Unités) units. However, the English FSS (foot–slug–second) system is still in
widespread use throughout the United States. Hence, this work will use both the English system
of units as well as the SI equivalent in the text, tables, and numerical examples. Table 1 provides
the units used to identify the basic dimensional quantities in each system, and Table 2 gives a
conversion table for fluid properties and other commonly used quantities.

2 FLUID PROPERTIES

Properties of fluids generally encountered in engineering practice are presented in tables and
figures in this section. Included are the commonly used properties of density, specific gravity,
bulk modulus (compressibility), viscosity, surface tension, and vapor pressure.

2.1 Density, Specific Weight, and Specific Gravity

Density is defined as the mass per unit volume 𝜌. Table 3 provides values for a selection of
liquids at standard atmospheric pressure (14.7 lb∕in.2 or 101,325 Pa), and Table 4 provides
properties of some common gases. Density varies with temperature and pressure, but for liquids,
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Table 1 Basic Dimensions and Abbreviations in English and SI Units

Abbreviations

BTU =British thermal unit
cfs = cubic feet per second

fps; ft∕s = feet per second
ft = foot

gpm = gallons per minute
hp = horsepower
h = hour

Hz = hertz
in. = inch

J = joule = N-m
kg = kilogram = 103 grams
lb = pound force

m = meter (SI) = mile (FSS)
mb = millibar = 10−3 bar

mm = millimeter = 10−3 meter
mm2 = square millimeter
mph = miles per hour

mps; m∕s = meters per second
N = newton

Pa = pascal = N∕m2

psi = pounds per square inch
sec s = second

W = watt = J∕s

Units

Quantity SI Unit Name (Symbol) FSS Unit Name (Symbol)

Basic Units
Length Meter (m) Foot (ft)
Mass Kilogram (kg) Slug (slug)
Time Second (s) Second (sec)
Temperature Kelvin (K) Rankine (∘R)

Celsius (∘C) Fahrenheit (∘F)
Derived Units

Energy Joule (J) Foot-pound (ft-lb)
Force Newton (N) Pound (lb)
Frequency Hertz (Hz) Hertz (Hz)
Power Watt (W) Horsepower (hp)
Pressure Pascal (Pa) —

Source: From Ref. 1.

variation with pressure is generally negligible. Also included in these tables are the specific
weight 𝛾, which is the density multiplied by the gravitational acceleration, which produces a
measure of weight per unit volume (pounds per cubic feet or newtons per cubic meter).

For a gas, the density depends heavily on the pressure and temperature. Most gases closely
follow the ideal gas equation of state

𝜌 =
p

RT
(1)

where p is the absolute pressure, T is the absolute temperature, and R is the specific gas con-
stant. This equation should be used with discretion under conditions of very high temperature
or very low pressure or when the gas approaches a liquid. Because all gases at the same tem-
perature and pressure contain the same number of molecules per unit volume (Avogadro’s
law), the specific gas constant can be calculated to good accuracy by dividing the univer-
sal gas constant, 8314 J/mol-K, by the molecular weight of the gas. For example, oxygen
has the molecular weight of 32 kg/mol. The specific gas constant of oxygen is calculated as
R = 8314∕32 = 258 J/kg-K (compare with Table 4).

Another widely used fluid property is the specific gravity, SG, which is defined as the ratio
of the fluid density to the density of water at a specified temperature (typically 32∘F, or 4∘C,
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Table 2 Conversion Factors for English FSS and SI Units

Absolute viscosity: 1 slug∕ft-s = 1 lb-s∕ft2 = 47.88 N-s∕m2 = 47.88 kg∕m-s = 478.8 P
Acceleration due to gravity: 32.174 ft∕s2 = 80665 m∕s2

Area: 1 ft2 = 0.0929 m2

Area: 1 in.2 = 645.2 mm2

Density: 1 slug∕ft3 = 515.4 kg∕m3

Energy: 1 ft-lb = 1.356 J = 1.356 Nm = 3.77 × 10−7kWh
Energy: 1 Btu = 778.2 ft-lb = 1055 J = 2.93 × 10−4kWh
Flow rate: 1 ft3∕s = 0.02832 m3∕s = 28.32 liters∕s
Flow rate: 1 mgd = 1.55 cfs = 0.0438 m3∕s = 43.8 liters∕s
Force: 1 lb = 4.448 N
Frequency: 1 cycle∕s = 1 Hz
Kinematic viscosity: 1 ft2∕s = 0.0929 m2∕s = 929 stokes
Length: 1 in. = 25.4 mm
Length: 1 ft = 0.3048 m
Length: 1 mile = 1.609 km
Mass: 1 slug = 14.59 kg
Power: 1 ft-lb∕s = 1.356 W = 1.356 J∕s
Power: 1 hp = 550 ft-lb∕s = 745.7 W

Pressure: 1 psi = 6895 N∕m2 = 6895 Pa 1 atm = 14.70 psi (1)

Pressure: 1 in. Hg = 25.4 mm Hg = 3386 N∕m2 = 29.92 in. Hg = 760 mm Hg (2)

Pressure: 1 in. H2O = 249.1 N∕m2 = 101.325 kN∕m2 (3)

Pressure: 1 lb∕ft2 = 47.88 N∕m2 = 47.88 Pa = 0.4788 mb 1 bar = 14.504 psi
= 105 N∕m2 = 100 kN∕m2 (4)

Specific heat, engineering gas constant: 1 ft-lb∕slug ∘R = 0.1672 Nm∕kg K
Specific weight: 1 lb∕ft3 = 157.1 N∕m3

Temperature: 1∘C = 1 K = 1.8∘F = 1.8∘R
Velocity: 1 fps = 0.3048 mps = 0.3048 m∕s
Velocity: 1 mph = 1.609 km∕h = 0.447 m∕s
Velocity: 1 knot = 1.152 mph = 1.689 fps = 0.5155 m∕s
Volume: 1 ft3 = 0.02832 m3

Volume: 1 U.S. gallon = 0.1337 ft3 = 0.003785 m3 = 3.785 liters

Source: From Ref. 1.

which gives a density of water as 1.94 slugs∕ft3 or 1000 kg∕m3). So the specific gravity can be
found from

SG = 𝜌

𝜌water
(2)

This provides a direct measure of whether the fluid is less dense or more dense than water and
by what degree; for example, the specific gravity of mercury is 13.6, so it is 13.6 times denser
than water.

2.2 Compressibility

The compressibility of fluids is confined to their behavior in the mode of compression. The def-
inition of the bulk modulus of elasticity stems from the relative change in volume and provides
a measure of the compressibility of a fluid:

Ev = −
Δp

ΔV∕V
(3)
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where Δp is the pressure increment that causes a relative decrease in volume, ΔV∕V . The Ev
value has the dimensions of pressure, and it depends on the pressure and temperature of a liquid.
For a gas, the Ev value depends on the thermodynamic process governing the change in volume
resulting from the pressure increment. For example, if the process is isentropic, Ev = kp, where
k is the ratio of the specific heats given in Table 4. If the process is isothermal, Ev = p. Values
of Ev for a variety of liquids at standard temperature and pressure are given in Table 3.

As expected, the values of Ev for liquids are large, which indicates the fluid can be con-
sidered incompressible. Figure 1 is provided to demonstrate the variation of Ev with pressure
for pure water. Entrained gas in a liquid can drastically affect the Ev value; Fig. 2 illustrates the
effect of entrained air on the compressibility of water for relatively small amounts of air.

One of the common applications of the property of fluid compressibility is in the compu-
tation of the acoustic wave speed (speed of sound) in a fluid. The equation applicable to both
liquids and gases is

a =

√
Ev

𝜌
(4)

Figure 1 Bulk modulus of elasticity for pure water as function of temperature and pressure. Source:
By permission from H. Rouse, Fluid Mechanics for Hydraulic Engineers, McGraw-Hill, New York, 1938.
© McGraw-Hill Education.

Figure 2 Effect of entrained air on elasticity of water. © McGraw Hill-Education.
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where a is the acoustic wave speed. The value of Ev is obtained from a table (e.g., Table 3) or,
in the case of gases, computed using the isentropic thermodynamic process. For reference, the
speed of sound is much higher in water than in air.

2.3 Viscosity

Viscosity is a fluid’s resistance to angular deformation under action of a shearing stress. It is a
measure of how easy or difficult a fluid “flows.” For example, pancake syrup has a higher viscos-
ity than water. Viscosity is a property that changes according to the thermodynamic conditions;
thus, it strongly depends on temperature but is relatively unaffected by pressure.

In liquids, viscosity depends on the strength of cohesive forces between fluid molecules;
hence an increase in temperature results in a decrease in viscosity. For gases, viscosity depends
on the momentum exchange between layers of gas moving at different velocities. An increase
in temperature provides an increase in molecular activity and an increase in viscosity.

All real fluids have some level of viscosity. However, for certain types of flows or specific
regions of the flow field, it is sometimes reasonable to assume that the effects of viscosity are
negligible. In these cases, the flow is classified as inviscid and the viscosity is set to zero. If the
flow cannot be assumed inviscid, then you must account for the effects of viscosity.

A fundamental device for measuring fluid viscosity leads to the definition of viscosity.
Figure 3 illustrates the flow situation occurring when a moving plate, under the action of a
shearing force, slides over a fixed plate separated by a fluid. If the movement is sufficiently
slow so that the flow between the plates is laminar, the shear stress is related to the velocity
difference by the equation

𝜏 = 𝜇
du
dy

(5)

where 𝜏 is the shear stress, du/dy is the velocity gradient (or rate of angular strain), and 𝜇 is the
coefficient of viscosity.

In a more precise sense, 𝜇 is known as the absolute (or dynamic) viscosity and has the
units pound–seconds per foot squared in the English FSS system. The values of 𝜇 for various
fluids are listed in Tables 3 and 4. Because the viscosity shows up in many instances divided by
the density, the ratio 𝜈 = 𝜇∕𝜌 is defined as the kinematic viscosity with the English FSS units
square feet per second. In the metric system, absolute viscosity is commonly given in poises
(dyne-second per square centimeter) where 1 lb − s∕ft2 = 478.8 P. The metric equivalent of
kinematic viscosity is the stoke (square centimeters per second) where 1 ft2∕s = 929 stokes.
Figures 4 and 5 give absolute and kinematic viscosities for a wide range of liquids and gases.
The English FSS values may be converted to the SI values using the conversions

𝜇 = 1 lb − s∕ft2 = 47.88 N − s∕m2

𝜈 = 1 ft2∕s = 0.0929 m2∕s

Figure 3 Definition sketch for absolute viscosity.
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Figure 4 Dynamic viscosity versus temperature for common gases and liquids. (Courtesy of Hunter
Rouse, State University of Iowa, Iowa City.)

2.4 Surface Tension and Capillarity

Molecules of a liquid exert a mutual cohesive force that causes those molecules in the interior
of a liquid to be in a balanced state of cohesive forces that is attracted equally in all directions.
However, liquid molecules at a surface are attracted by the interior molecules but experience no
balancing attraction from above the surface. This imbalance of forces causes the liquid surface
to behave as though it were covered with an elastic membrane, hence the term surface tension.
This phenomenon is also apparent at the interface between immiscible liquids. This is why
surface tension values for a liquid must always specify what fluid lies across the interface.
As a result of its dependence on molecular cohesion, surface tension 𝜎 (in pounds per foot or
newtons per meter) decreases with increasing temperature. Table 3 gives values for a variety
of liquids.

Surface tension manifests itself in free liquid jets, bubbles, small waves, and capillary
action in small conduits. At the interface between two fluids, surface tension can sustain a pres-
sure discontinuity across the interface. The magnitude of the pressure difference is a function
of the surface curvature with the higher pressure on the concave side of the interface.



50 Mechanics of Incompressible Fluids

Figure 5 Dynamic viscosity versus temperature for typical grades of oil. (Courtesy of Hunter Rouse,
State University of Iowa, Iowa City.)

Capillary rise in a circular tube is an important application of surface tension (Fig. 6). The
equation for capillary rise h is

h = 2𝜎cos𝜃
𝛾r

(6)

The value of h depends heavily on the contact angle Θ, which in turn depends strongly on the
liquid and the tube material as well as the cleanliness of the tube surface. This equation should
not be used unless the capillary tube is small enough that the liquid surface is approximately
spherical in shape (constant curvature).

2.5 Vapor Pressure

A liquid exhibiting a free surface is continually ejecting and absorbing molecules of the liquid
across the free surface. Some of the molecules at the surface have enough energy due to local
collisions that they can break free of the intermolecular cohesive forces. If more molecules
leave than return, the liquid is said to be evaporating. In an equilibrium situation, the number of
molecules expelled equals the number returning. The molecules of the liquid in the overlying
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Figure 6 Capillary rise in a small circular tube. Source: By permission from J. K. Vennard and R. L.
Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

gaseous fluid exert a force on the liquid surface, in conjunction with the other gas molecules
bombarding the surface, to make up the total surface pressure. That portion of the surface pres-
sure generated by the vapor molecules from the liquid is called the partial pressure, or vapor
pressure, pv, of the liquid. An alternative view is if you started with a completely liquid-filled
container. You were then able to move one end of the container outward, which increased the
volume, but did not allow air to enter the container. The free space between the liquid and the
movable end would become filled with a vapor from the liquid and impose a pressure on the
liquid surface equal to the vapor pressure of the liquid. Table 3 provides values of the vapor
pressure pv for a variety of liquids.

The higher the liquid temperature, the more vigorous the molecular activity and the larger
the fraction of the total pressure contributed by the liquid vapor. When the liquid temperature
is elevated to a level where the vapor pressure is equal to the total pressure, boiling occurs
(formation of vapor bubbles in liquid). Boiling is also experienced when the total pressure is
reduced to the liquid vapor pressure, for example, in liquid cavitation in pumps, valves, and
propellers. Therefore, boiling can occur by either raising the temperature to increase the vapor
pressure to meet the local pressure or reducing the local pressure to meet the vapor pressure
at the current temperature. In fluid mechanics, the latter is the most common phenomenon;
flow conditions and geometry contribute to a significant reduction in local pressure. If the pres-
sure is low enough to reach the vapor pressure of the liquid, vapor bubbles will form. In some
instances, these vapor bubbles travel downstream and suddenly collapse due to higher pres-
sure regions, which causes cavitation to occur. Cavitation can have enough intensity to cause
structural damage to the system.

3 FLUID STATICS

3.1 Pressure Variation in a Fluid at Rest

By definition, a Newtonian fluid at rest has no internal shear stresses, only normal stresses. As a
consequence, pressure does not vary horizontally in a homogeneous fluid, only vertically. The
equation describing the vertical variation in pressure is

dp

dz
= −𝜌g = −𝛾 (7)
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Δh = z2 – z1

Figure 7 Notation for pressure variation in a fluid at rest. (From Ref. 2.)

where z is measured vertically upward as shown in Fig. 7. If a fluid has variable density, this
expression must be integrated to determine differences in pressure. However, for an incompress-
ible fluid (i.e., constant density), the commonly used form of this equation is the hydrostatic
pressure variation equation

Δp = 𝛾 Δh (8)

whereΔh is the difference in elevation between two points andΔp is the corresponding pressure
difference. Note that the pressure is increased linearly with increasing depth; the fluid at a lower
level needs to support all the fluid above it so the pressure is higher.

3.2 Basic Pressure-Measuring Devices

Pressure is generally measured from one of two data locations—absolute zero or the surround-
ing environment (gauge). Pressures measured above absolute zero, for example, barometric
pressure, are known as absolute pressure. Those measured above the local atmospheric pressure
are known as gauge pressures. Absolute pressure always equals gauge pressure plus atmo-
spheric pressure:

pabsolute = pgauge + patmospheric (9)

It is possible to have negative gauge pressure since it is measured with respect to a datum. But,
it is impossible to have negative absolute pressure since the minimum you can achieve is a
perfect vacuum, which is zero absolute pressure.

A fundamental pressure-measuring device, which is based on the hydrostatic pressure vari-
ation equation, is the manometer (Fig. 8). Because one end of this manometer is open to the
atmosphere, it is known as an open-end manometer. By making use of the fact that pressure

Figure 8 Simple manometer.
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Figure 9 Differential manometer.

Figure 10 Essential features of Bourdon gauge.

does not vary in the horizontal direction for a fluid at rest and making use of the hydrostatic
pressure equation at various points, the gauge pressure at A is calculated as

pA = 𝛾2y2 − 𝛾1y1 (10)

Figure 9 illustrates a differential manometer. The difference in pressure between A and B is
calculated as

pB − pA = 𝛾1y1 − 𝛾2y2 − 𝛾3(y3 − y2) (11)

Another commonly used mechanical device for measuring both gauge pressure and absolute
pressure is the Bourdon-type gauge (Fig. 10).

3.3 Fluid Forces on Plane Surfaces

The magnitude of the total fluid force exerted on a plane (flat) surface can be calculated with
the equation (refer to Fig. 11)

FR = pcA (12)

where pc is the pressure at the centroid of the surface and A is the total area of the surface. Note
that pressure always acts normal to the surface.

If the fluid is a liquid with a free surface open to the atmosphere,

pc = 𝛾hc (13)

where hc is the distance the centroid lies below the free surface. Locations of centroids of
variously shaped areas are shown in Table 5.
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Figure 11 Notation for pressure force calculation on submerged plane of arbitrary shape. (From Ref. 2.)

The location of the resultant of the pressure forces acting on a plane area is known as the
center of pressure. For a plane area lying below a liquid surface, the center-of-pressure location
is computed with the equation

yR − yc =
Ic
ycA

(14)

where yR is measured in the plane of the area (slant distance) from the free surface to the center
of pressure, yc is the distance (in the same plane) from the free surface to the centroid of the
area, and Ic is the second moment of the area about a horizontal axis through the centroid and
in the plane of the area. Values of Ic for common geometric shapes are given in Table 5.

Two special cases of this application are the horizontal-plane and the vertical-plane cases.
For a horizontal plane (𝜃 = 0∘ of inclination), the centroid of the surface and the center of
pressure coincide since the pressure distribution over the entire surface area is uniform. For the
vertical case (𝜃 = 90∘ of inclination), the center of pressure will always be below the centroid
of the surface since the pressure acting on the surface increases with depth. Note that for deeply
submerged plane areas, the center of pressure approaches the centroid of the area regardless of
the angle of inclination.

3.4 Fluid Forces on Curved Surfaces

Pressure forces exerted on curved surfaces vary in direction and must usually be divided into
horizontal and vertical components to facilitate calculation. The resultants of the horizontal and
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Table 5 Properties of Areas and Volumes

Sketch Area or Volume Location of Centroid I or Ic

Rectangle bh yc =
h
2

Ic =
bh2

12

Triangle
bh
2

yc =
h
3

Ic =
bh2

36

Circle
𝜋d2

4
yc =

d
2

Ic =
𝜋d4

64

Semicirclea
𝜋d2

8
yc =

4r
3𝜋

I = 𝜋d4

128

Ellipse
𝜋bh

4
yc =

h
2

Ic =
𝜋bh2

64

Semiellipse
𝜋bh

4
yc =

4h
3𝜋

I = 𝜋bh2

16

Parabola
2
3
bh yc =

3h
5

xc =
3b
8

I = 2bh2

7

Cylinder
𝜋d2h

4
yc =

h
2

Cone
1
3

(
𝜋d2h

4

)
yc =

h
4

Paraboloid of revolution
1
2

(
𝜋d2h

4

)
yc =

h
3

Sphere
𝜋d2

6
yc =

d
2

Hemisphere
𝜋d2

12
yc =

3r
8

aFor the quarter-circle, the respective values are 𝜋d2∕16, 4r∕3𝜋, and 𝜋d4∕256.
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Figure 12 Forces acting on curved surface. Source: By permission from J. K. Vennard and R. L. Street,
Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

vertical components of the pressure forces are determined with assistance from the equations
developed for plane surfaces. Figure 12 illustrates a common situation. The fluid mass ABC is
in equilibrium under the action of pressure forces; hence the vertical component of the resultant
of the pressure forces is equal to the weight of the fluid mass plus the force FAC exerted on the
upper surface of the fluid mass by the overlying fluid. The horizontal component of the resultant
of the pressure forces is equal to the force on a vertical projection of the curved surface. The
line of action and point of application (center of pressure) for the resultant force is determined
by taking moments of the contributing forces about an axis of convenience. The force FBC is
located using the formula for plane surfaces. The weight WABC is concentrated at the centroid
of the area ABC (see Table 5).

3.5 Buoyancy and Stability

An object floating or submerged in a fluid at rest experiences pressure forces from the surround-
ing fluid. Consider a square block of material that is submerged in a liquid; due to hydrostatic
pressure variation with depth, the pressure on the bottom surface will be greater than on the top
surface (pressure on the two sides is equal and opposite). The resultant of these pressure forces
is known as the buoyant force, which acts in the upward direction, and is equal in magnitude to
the weight of the displaced fluid. The line of action of the buoyant force is vertical through the
centroid of the volume of displaced fluid (center of buoyancy). The magnitude of the buoyant
force can be found from the following equation:

FB = 𝛾V (15)

where V is the volume of the displaced fluid. If the object is totally submerged in the fluid,
then the volume of the displaced fluid equals the volume of the object; otherwise, the displaced
volume equals only the volume of the submerged portion of the object.

The overturning stability (Fig. 13) of a floating or submerged body is affected by the rel-
ative position of the center of gravity (CG) of the body and the center of buoyancy. When the



3 Fluid Statics 57

Figure 13 Stable and unstable settings for totally submerged body. (From Ref. 2.)

center of gravity lies below the center of buoyancy, the body is always stable. If the center of
buoyancy is below the center of gravity, the body may or may not be stable in terms of over-
turning. If the geometric shape of the body is such that a rocking motion results in a shift of the
buoyancy center that in turn causes a righting action, the body is stable. For example, a 2 × 4
board floating on its side would be stable. However, the same board floating on its edge would
be unstable.

3.6 Accelerated Fluid Masses without Relative Motion

There are situations when a fluid body is accelerated with no relative motion among fluid par-
ticles (zero-shear stress). This is true only for constant accelerations. As in a fluid at rest, the
pressure will still vary linearly with elevation, but the pressure gradient will generally not equal
the specific weight. Further, there will be a variation in pressure in the horizontal plane in this
situation.

For horizontal acceleration of a container of liquid (Fig. 14), the free surface will tilt
just enough to provide the unbalanced hydrostatic force on the opposite sides of the container
required to impart a constant acceleration to the fluid mass. As shown in the figure, this will pro-
duce lines of constant pressure that are parallel to the titled free surface. Under these conditions
the slope of the free surface is given as

Slope =
ax
g

(16)

where ax is the constant horizontal acceleration.

Figure 14 Horizontal acceleration of liquid with free surface. (From Ref. 2.)
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Figure 15 Rotation of tank filled with liquid. (From Ref. 2.)

For vertical acceleration, the free surface remains horizontal, but the pressure variation
with depth is given by the equation

dp

dz
= −𝛾

(
1 +

az
g

)
(17)

Note that if az = −g (free fall), the pressure gradient throughout the fluid is zero.
Another situation occurs for a container of liquid undergoing a constant rotational angular

velocity (Fig. 15). When the relative motion between fluid particles ceases, the free surface
forms the shape of a parabola described by the equation

z = 𝜔2

2g
r2 (18)

where z is the elevation of the free surface at radius r above that at the center of rotation and
𝜔 is the angular velocity of rotation of the container. Pressure in the fluid varies parabolically
with radius,

p = po +
𝛾𝜔2

2g
r2 (19)

where p is the pressure at radius r in a horizontal plane and po is the pressure at the center
of rotation in the same horizontal plane. Because there is no vertical acceleration, pressure
variation in the vertical direction is the same as if the fluid were at rest.

4 IDEAL (INVISCID) FLUID DYNAMICS

An ideal fluid is a hypothetical substance exhibiting all the characteristics of a real fluid except
that it is a continuum (no molecular spaces), it has no viscosity (frictionless) or inviscid, and
it can accept pressures down to negative infinity. These characteristics greatly simplify the
mathematical treatment of fluid flow and, in many cases, give acceptable engineering results
for real fluid situations where viscous effects are not significant.

Although not restricted to ideal fluid flow, some definitions are common to all flow sit-
uations. Steady flow occurs when all conditions in the flow at any point do not change with
time. In turbulent flows, this definition is extended to include temporal mean values of all con-
ditions. Uniform flow is defined as the condition where the velocity is everywhere the same at a
given time. For one-dimensional flow, this definition refers to the average velocity at any cross
section of the flow. In nonuniform flow, the velocity varies with position in the flow domain at
any given time.
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Qualitative aspects of a fluid flow situation can be illustrated effectively through the use
of streamlines. For steady flow, streamlines are tracks of fluid particles that are everywhere
tangent to fluid velocity vectors. As a consequence, flow cannot occur across streamlines; so
a collection of streamlines defining a closed surface (a stream tube) would act like a conduit
within the flow. Further, regions of flow where streamlines are close together represent locally
high velocities (and low pressures). Regions where the streamlines are straight and parallel
identify situations where there is no acceleration normal to the flow; therefore, the pressure
variation normal to the flow is hydrostatic.

4.1 One-Dimensional Flow

Most real flows are three dimensional in nature. However, in order to simplify the analysis and
obtain solutions to engineering problems, some assumptions can be made. Some types of flows
have a dominant flow direction, with the remaining two spatial directions only contributing
secondary effects. Therefore, making the assumption that the flow is one dimensional can sim-
plify the analysis and provide reasonable results under certain conditions. The introduction of
the various conservation laws (mass, momentum, and energy) for fluid flow is also simplified
by using a one-dimensional analysis, which is given below.

Conservation of Mass (Continuity)
Conservation of mass is an analog of the conservation of energy. It states that in a fluid flow
accumulation of mass within a control volume (a volume whose boundaries are specified) is
equal to the difference of the net inflow and the net outflow of mass. For steady state, the
accumulation, by definition, is zero. Consequently, conservation of mass simplifies to a balance
of net inflow and net outflow of mass.

For one-dimensional flow, the control volume is generated by the cross-sectional area of
the conduit at two specified locations, where the streamlines are essentially straight and parallel
to each other and normal to the cross-sectional area, and the walls of the conduit between these
two locations (see Fig. 16).

For steady flow, the mass flow rate m̈ (slugs per second or kilograms per second) is a
constant along the conduit and is written

m̈ = 𝜌AV = 𝜌Q = const (20)

Figure 16 One-dimensional inviscid flow.
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where Q is the volume flow rate (cubic feet per second), A is the cross-sectional area of the
conduit, and V is the average velocity, Q/A. In cases where the flow enters the control volume
at section 1 and leaves at section 2 (see Fig. 16), conservation of mass states that the mass
inflow rate equals mass outflow rate, or

𝜌1A1V1 = 𝜌1A2V2 (21)

In the case of incompressible flow, the density will not vary and therefore will drop from
the above expression, yielding constant volume flow rate:

Q1 = Q2 (22)

Euler’s Equations
Application of Newton’s second law to a fluid particle gives Euler’s equations of motion, assum-
ing inviscid flow. Along a streamline (see Fig. 16)

dp

𝛾
+ v dv

g
+ dz = 0 (23)

where v is the local velocity. Normal to the streamline,

dp

𝛾
− v2

gr
dr + dz = 0 (24)

where r is the local radius of curvature of the streamline along which the fluid particle is moving.

Bernoulli Equation
Integration of the Euler equation along a streamline for constant density yields the Bernoulli
equation

p

𝛾
+ v2

2g
+ z = const (25)

If the integration is performed along a streamline between points a and b (Fig. 16), the Bernoulli
equation takes the form

za +
Pa

𝛾
+

v2
a

2g
= zb +

Pb

𝛾
+

v2
b

2g
(26)

Multiplying through by the specific weight, the Bernoulli equation can also be written as

pa + 1∕2 𝜌v2
a + 𝛾za = pb + 1∕2 𝜌v2

b + 𝛾zb (27)

This states that the combination of these three terms remains constant everywhere along the
streamline.

The Bernoulli equation can be “expanded” to apply to a full-sized one-dimensional flow
(as opposed to a single streamline) if the sections at 1 and 2 (Fig. 16) are regions where the
streamlines are essentially straight and parallel and the velocity profile uniform (irrotational
flow),

p1 + 1∕2 𝜌V2
1 + 𝛾z1 = p2 + 1∕2 𝜌V2

2 + 𝛾z2 (28)

where V is the average velocity. This is true because at a section where the streamlines are
straight and parallel the velocity is constant over the cross section and the pressure variation is
hydrostatic (z + p∕𝛾 = const). Hence the sum of the three terms on each side of the equation is
a constant regardless of the streamline selected. Because 1 and 2 are sections and not points,
the quantities z and p∕𝛾 (or 𝛾z and P) are usually evaluated at some arbitrary point in the cross
section, for example, at the centerline for a cylindrical pipe.
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A further conclusion extends from the uniform-flow section concept. If the sum of the
three terms is the same for all streamlines at the special cross section, the sum is everywhere
constant throughout the flow:

p1 + 1∕2 𝜌V2
1 + 𝛾z1 = const throughout flow field for irrotational flow (29)

Work–Energy Equation
An equation similar to the Bernoulli equation can be derived from work–energy principles.
However, the work–energy equation has broader application because it can include thermal
energy and heat transfer. Utilizing the principle that the work done on a fluid system is equal to
the change in energy of the system and applying this principle to the fluid in the control volume
of Fig. 16,

z1 +
p1

𝛾
+

V2
1

2g
= z2 +

p2

𝛾
+

V2
2

2g
(30)

This equation is identical to the Bernoulli equation; however, we have not considered other
energies beyond mechanical energies. Further, the terms in the work–energy equation have the
following meanings:

z = potential energy per pound of fluid flowing

V2∕(2g) = kinetic energy per pound of fluid flowing

p∕𝛾 = “flow work” done on fluid in control volume per pound of

fluid flowing (also known as “pressure energy”)
Based on the fact that we can obtain the Bernoulli equation from both Newton’s second law
and the conservation of energy, we can conclude that it is a very powerful equation, which is
also witnessed by its numerous applications in nature.

Momentum Equation
Linear Momentum. Newton’s second law was applied to a fluid particle moving along a
streamline to produce the Euler equations. If the second law is applied to a finite fluid mass
within a control volume (e.g., Fig. 16), another set of useful equations are derived. All internal
forces cancel so that only external forces due to pressure, shear (for real fluids), and gravity
need be considered. The resulting linear momentum equations are vector equations and are
written as ∑

Fext =
∑

(Q𝜌V)out −
∑

(Q𝜌V)in
where Fext is the external forces acting on the fluid in the control volume and summations are
used if there are multiple inlets and outlets. Again, the control volume is generally selected in
such a way that the sections where the momentum enters and leaves the control volume are
regions where the streamlines are straight and parallel.

In applying the linear momentum equations to a problem, it is customary to use the vector
component equations with the orthogonal axes chosen in a convenient orientation. For example,
the scalar equation in the x direction would be

∑
(Fx)ext =

∑
(Q𝜌Vx)out −

∑
(Q𝜌Vx)in (32)

It should be noted that this equation can be used to determine the resultant force but not
the distribution of that force. Also note that in the calculation of Q the velocity that is normal
to the cross section is used [also see explanation for Eq. 20], whereas the Vx term only refers
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to the component of that velocity in the x direction. Therefore, when dealing with the y and z
component of this equation, the Q term is always calculated with the velocity that is normal
to the cross section, and the Vy or Vz is calculated by considering the respective component of
velocity in those directions. When considering the component magnitudes, it is also important
to pay attention to the sign of the magnitudes as (+) or (−).

Moment of Momentum. In problems involving fluid flow through a conduit, the linear
momentum equation provides the necessary force information. However, for some problems
the moment of a force, or the torque, is important; for example, fluid flow through a rotary
water sprinkler. In these cases, a moment-of-momentum equation is needed that relates torque
to angular momentum.

For the derivation of this equation, a similar approach to that which resulted in the linear
momentum equation is used; but this time, the moments of the vectors are used instead. The
resultant moment-of-momentum equation is

∑
(r × F)ext =

∑
[Q𝜌(r × V)]out −

∑
[Q𝜌(r × V)]in (33)

where the terms in parentheses are vector cross products.
A more directly usable form of the equation is that applicable in two dimensions,

∑
(Mo)ext =

∑
(Q𝜌rVt)out −

∑
(Q𝜌rVt)in (34)

where Mo is the moments of the external forces about an axis through o and Vt is the value of
the velocity normal to a vector r extending from the moment center o to the location of the Vt.
This equation is vastly used in the design of turbomachinery such as pumps and turbines.

4.2 Two- and Three-Dimensional Flow*

The equations describing two- and three-dimensional ideal fluid flow are derived using a small
cubic fluid element or control volume of sides dx, dy, and dz.

Conservation of Mass (Continuity)
The continuity equation for an ideal fluid states that under steady-state conditions the net flow
rate into any small volume must be zero. In equation form

𝜕u
𝜕x

+ 𝜕v
𝜕y

+ 𝜕w
𝜕z

= 0 (35)

or in vector notation
∇ ⋅ V = 0 (36)

that is, the divergence of the velocity vector V is everywhere zero.

Euler’s Equation of Motion
Consideration of body and pressure forces on a fluid element and neglecting the viscous con-
tributions lead to the Euler equations:

X − 1
𝜌

𝜕p

𝜕x
= u

𝜕u
𝜕x

+ v
𝜕u
𝜕y

+ w
𝜕u
𝜕z

+ 𝜕u
𝜕t

(37)

Y − 1
𝜌

𝜕p

𝜕y
= u

𝜕v
𝜕x

+ v
𝜕v
𝜕y

+ w
𝜕v
𝜕z

+ 𝜕v
𝜕t

(38)

∗ Illustrations and material all or in part fromEshbach’s Handbook of Engineering Fundamentals (Hoboken,
NJ: Wiley).
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Z − 1
𝜌

𝜕p

𝜕z
= u

𝜕w
𝜕x

+ v
𝜕w
𝜕y

+ w
𝜕w
𝜕z

+ 𝜕w
𝜕t

(39)

where X, Y, Z are the components of the body (extraneous) forces per unit mass in the xyz direc-
tions, respectively; 𝜌 is the mass density; p is the pressure at a point (independent of direction);
and u, v, w are velocity components in the xyz directions at any point x, y, z. The terms on the
right-hand side of the equations are acceleration components, the first three of which are known
as the convective acceleration (account for fluid convecting in space) and the fourth as the local
acceleration (accounts for local unsteadiness).

Boundary Conditions
A kinematic boundary condition must be satisfied at every solid boundary. For real fluids (i.e.,
with viscosity), the widely known “no-slip” condition states that the fluid particles adjacent to
a solid boundary move with the same velocity as the boundary. Therefore, in the case of wind
over a stationary flat plate, for example, the air particles adjacent to the plate will not move,
while their fellow particles that are further into the air will move with the wind. Therefore,
both u and v components of the velocity at the solid boundary are zero according to the no-slip
condition for real fluids. However, the Euler equations are derived for inviscid cases, and so,
for Euler solutions to flow problems, there will be a slip velocity tangent to the solid boundary.
Therefore, the u component of the velocity, in the case of wind over a flat plate, will be equal to
the free-stream velocity, whereas the normal component of the velocity, v, of the air particles
at the solid boundary will be zero (since there is no suction or blowing from the surface and it
is not a porous surface).

Irrotational Flow-Velocity Potential
Rotation of a fluid element may be represented by a vector that has a length proportional to the
magnitude of the rotation (radians per second) and in a direction parallel to the instantaneous
axis of rotation. The right-handed rule is adopted; that is, the positive direction of the vector
is the direction a right-handed screw would progress when rotating in the same sense as the
element. In vector notation the curl of the velocity vector is twice the rotation vector, which is
called vorticity (𝛀):

∇ × V = 2𝜔 = Ω (40)

Scalar components of the rotation vector 𝜔x, 𝜔y, 𝜔z in the directions of the xyz axes may be
used in place of the vector itself. Defining a rotation component of an element about an axis
as the average angular velocity of two infinitesimal line segments through the point, mutually
perpendicular to themselves and the axis,

𝜔x =
1
2

(
𝜕w
𝜕y

− 𝜕v
𝜕z

)
(41)

𝜔y =
1
2

(
𝜕u
𝜕z

− 𝜕w
𝜕x

)
(42)

𝜔z =
1
2

(
𝜕v
𝜕x

− 𝜕u
𝜕y

)
(43)

For an irrotational flow, each of these rotational components must be zero, or

∇ ×V = 0 (44)

Then,
𝜕w
𝜕y

= 𝜕v
𝜕z

𝜕u
𝜕z

= 𝜕w
𝜕x

𝜕v
𝜕x

= 𝜕u
𝜕y

(45)
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A visual concept of irrotational flow may be obtained by considering as a free body a small
element of fluid in the form of a sphere. As the fluid is frictionless, no tangential stresses or
forces may be applied to its surface. The pressure forces act normal to its surface and hence
through its center. Extraneous, or body, forces act through its mass center, which is also its
geometric center for constant density. Hence, it is evident that no torque may be applied about
any diameter of the sphere. The angular acceleration of the sphere must always be zero. If the
sphere is initially at rest, it cannot be set in rotation by any means whatsoever; if it is initially
in rotation, there is no means of changing its rotation. As this applies to every point in the fluid,
one may visualize the fluid elements as being pushed around by boundary movements but not
being rotated if initially at rest. Rotation or lack of rotation of the fluid particles is a property
of the fluid itself and not its position in space.

The velocity potential Φ is a scalar function of space such that its rate of change with
respect to any direction is the velocity component in that direction. In vector notation

V = ∇Φ (46)

or in terms of Cartesian coordinates

u = 𝜕Φ
𝜕x

v = 𝜕Φ
𝜕y

w = 𝜕Φ
𝜕z

(47)

The assumption of irrotational flow is equivalent to the assumption of a velocity potential.

Laplace Equation
The Laplace equation results when the continuity equation is written in terms of the velocity
potential. By using Eqs. 36 and 46, we get

∇ ⋅V = ∇ ⋅ (∇Φ) = ∇2Φ = 0 (48)

𝜕2Φ
𝜕x2

+ 𝜕2Φ
𝜕y2

+ 𝜕2Φ
𝜕z2

= 0 (49)

For plane polar coordinates (r, 𝜃)
𝜕Φ
𝜕r

+ r
𝜕2Φ
𝜕r2

+ 1
r
𝜕2Φ
𝜕𝜃2

= 0 (50)

For spherical polar coordinates (r, 𝜃, 𝛾), where r is the distance from the origin, 𝜃 is the
polar angle and 𝛾 is the meridian angle,

𝜕

𝜕r

(
r2 𝜕Φ

𝜕r

)
+ 1

sin𝜃
𝜕

𝜕𝜃

(
sin𝜃

𝜕Φ
𝜕𝜃

)
+ 1

sin2𝜃

𝜕2Φ
𝜕y2

= 0 (51)

Once the velocity field is found by use of the potential function, the pressure distribution may
be found by the Bernoulli equation.

Two-Dimensional Flow
In two-dimensional flow all lines of motion are parallel to a fixed plane, say the xy plane, and
the flow patterns are identical in all planes to this plane. Application of this assumption to the
Laplace equation in Cartesian coordinates gives

∇2Φ = 𝜕2Φ
𝜕x2

+ 𝜕2Φ
𝜕y2

= 0 (52)

In addition to streamlines as a means of visualizing the flow, equipotential lines are also useful
in two dimensions. Equipotential lines are defined as the lines connecting the points in the flow
domain where the value of the potential function Φ remains constant. Both the streamlines and
the equipotential lines are utilized in the following sections of this chapter.
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q

ψ2

ψ1

Figure 17 Flow between two streamlines. (From Ref. 2).

Stream Function. A streamline is a continuous line drawn through the fluid in such a way that
at every point it is tangent to the velocity vector; therefore, there is no flow across a streamline.
The stream function 𝜓 is a scalar function of space whose value remains constant along a
streamline. The volume rate of flow between two streamlines is given by the difference in
values of the stream function along these streamlines, as shown in Fig. 17. So,

𝜓2 − 𝜓1 = q (53)

This notion of the stream function suggests that for the no-slip condition in real fluids the value
of the stream function is zero at the stationary solid boundary; as for Euler solutions where
viscous effects are neglected, the stream function will have a nonzero value proportional to the
slip velocity tangent to the solid boundary. However, the important point is not the actual value
used for the stream function at the surface but rather the difference in stream function values
between two streamlines, indicating the flow rate at that location.

The velocity components u, v in the x and y directions, respectively, can be expressed in
terms of stream function 𝜓 as

u = 𝜕𝜓

𝜕y
v = −𝜕𝜓

𝜕x
(54)

From the definition of the stream function, it is subject to addition of an arbitrary constant.
Substituting these values of u and v into the continuity equation for two-dimensional flow,

𝜕u
𝜕x

+ 𝜕v
𝜕y

= 𝜕

𝜕x

(
𝜕𝜓

𝜕y

)
+ 𝜕v

𝜕y

(
−𝜕𝜓

𝜕x

)
= 0 (55)

which exactly satisfies the conservation of mass.

Application of Complex Variables to Irrotational Flow. The idea of combining the stream
function and the velocity potential function into a single variable can be realized through the
use of complex variables. This method of expression provides simplicity in the formulations.

Let z = x + iy be a complex variable where x and y are real and i =
√
−1. Any function

of z
w = f (z) = f (x + iy) = 𝜙 + i𝜓 (56)

that is defined throughout a region and that has a derivative throughout the region gives rise to
two possible irrotational flow cases since it may be shown that

∇2w = ∇2𝜙 + i∇2𝜓 = 0 (57)

and hence ∇2𝜑 = 0 and ∇2𝜓 = 0. Here, w is termed the complex potential, 𝜑 is the real part
of w, and 𝜓 is the pure imaginary part of w. The complex velocity

dw
dz

= −u + iv (58)
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Figure 18 Flow net in w plane.

provides a simple method of finding velocity components from the complex potential. Stagna-
tion points occur at those points in the flow where the velocity is zero, that is,

dw
dz

= 0 (59)

Conformal Mapping. Each of the two complex variables w and z introduced in the preceding
paragraphs may be represented by plotting on a graph. The w plane is a graph having 𝜑 as
abscissa and 𝜓 as ordinate, showing values of 𝜑 = ± nc, 𝜓 = ± nc, where n is every integer
and c is a constant. Figure 18 is a flow net of the simplest form showing equipotential and
streamlines as series of parallel straight lines. The z plane is a plot of the equipotential and
streamlines of the w plane, with x as abscissa and y as ordinate. The particular flow net in the
z plane depends entirely on the functional relation between w and z, that is, w = f (z). Since

w = f (z) = 𝜙 + i𝜓z = x + iy (60)

where 𝜑, 𝜓, x, y are real,
𝜙 = 𝜙(x, y)𝜓 = 𝜓(x, y) (61)

The values of 𝜑 = const and 𝜓 = const can be plotted on the z plane from the functional rela-
tions of 𝜑 and 𝜓 with x, y.

Examples of Two-Dimensional Flow. Since the Laplace equation is linear in 𝜑, the sum of two
solutions is also a solution, and the product of a solution by a constant is a solution. Several of
the important solutions are given.

RECTILINEAR FLOW. Uniform straight-line flow is given by

w = Uz − iVz𝜙 = Ux + Vy𝜓 = −Vx + Uy (62)
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where the character of flow is easily seen from the complex velocity
dw
dz

= u + iv = U + iVu = Uv = V (63)

and U, V are the + x, y components of the velocity, respectively.

SOURCE OR SINK. A source in two-dimensional flow is a point from which fluid flows outward
uniformly in all directions. A sink is a negative source; that is, the flow is into the point:

𝜙 = −𝜇lnr𝜓 = −𝜃 (64)

where 2𝜋𝜇 is the outward flow from the line per unit length, known as the strength, with r and
Θ shown in Fig. 19. In this figure, streamlines are the radial lines and equipotential lines are
the concentric circles. When 𝜇 is negative, the equations become those for a sink.

VORTEX. A vortex defines a rotation around a point. The relevant equations for a vortex are

𝜙 = −𝜇𝜃𝜓 = 𝜇lnr (65)

Figure 20 is the flow net for a vortex with the radial lines now equipotential lines and the
concentric circles streamlines. The vortex causes circulation about itself. Circulation about any
closed curve is defined as the line integral of the velocity around the curve. The circulation

Figure 19 Streamline pattern for source (or sink). (From Ref. 2.)

Figure 20 Flow net for vortex. (From Ref. 2.)
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Figure 21 Depiction for (a) free vortex and (b) forced vortex. (From Ref. 2.)

about the vortex is 𝜅 = 2𝜋𝜇, considered positive in the counterclockwise direction around the
vortex.

Based on the radial variation of the strength of the rotation, two major types of vortices
are assumed: forced vortex and free vortex (Fig. 21). In the forced vortex, which is also known
as solid-body rotation, the angular velocity is the same at all points, and the tangential velocity
increases linearly with distance from the center of the vortex. In the free vortex, however, both
the angular velocity and the tangential velocity decay with distance from the vortex center.

Doublet
The doublet is defined as the limiting case of a source and a sink of equal strength that approach
each other such that the product of the strength by the distance between them remains a constant.
The constant 𝜇 is called the strength of the doublet:

𝜙 = 𝜇x

x2 + y2
𝜓 =

𝜇y

x2 + y2
(66)

Figure 22 shows the flow net. The axis of the doublet is in the direction from sink to source and
is parallel to the +x axis as given here. The equipotential lines are circles having their centers
on the x axis; the streamlines are circles having centers on the y axis.

Figure 22 Streamlines for doublet. (From Ref. 2.)
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Figure 23 Flow pattern for uniform flow around circular cylinder without circulation.

Flow around a Circular Cylinder
The superposition of a uniform flow in the−x direction on a doublet with axis in the+x direction
results in flow around a circular cylinder. Adding the two flows, taking 𝜇 = Ua2, where a is the
radius of the cylinder,

𝜙 = U

(
r + a2

r

)
cos 𝜃𝜓 = U

(
r − a2

r

)
sin 𝜃 (67)

The streamline 𝜓 = 0 is given by Θ = 0, 𝜋 and by r = a; hence the circle r = a may be taken
as a solid boundary and the flow pattern of Fig. 23 is obtained.

Three-Dimensional Flow
Three-dimensional flows in general are more difficult to handle than those in two dimensions,
primarily owing to a lack of methods comparable to the use of complex variables and confor-
mal mapping. A velocity potential must be found that satisfies the Laplace equation and the
boundary conditions. When the velocity potential is single valued, it may be shown that the
solution is unique. For a body moving through an infinite fluid, otherwise at rest, a necessary
condition is that the solution be such that the fluid at infinity remains at rest. Flow cases are
usually found by investigating solutions of the Laplace equation to determine the particular
boundary conditions that they satisfy.

Stokes’s Stream Function. The Stokes stream function is defined only for those three-
dimensional flow cases that have axial symmetry, that is, where the flow is in a series of planes
passing through a given line and where the flow pattern is identical in each of these planes.
The intersection of these planes is the axis of symmetry.

In any one of these planes through the axis of symmetry select two points A,P such that A
is fixed and P is variable. Draw a line connecting AP. The flow through the surface generated
by rotating AP about the axis of symmetry is a function of the position of P. Let this function be
2𝜋𝜓, x the axis the axis of symmetry, r the distance from the origin, and Θ the angle the radius
vector makes with the x axis. The meridian angle is not needed because of axial symmetry.
Then

vr = − 1
r2sin 𝜃

𝜕𝜓

𝜕𝜃
v𝜃 =

1
rsin 𝜃

𝜕𝜓

𝜕r
(68)

and
1

sin 𝜃

𝜕𝜓

𝜕𝜃
= r2 𝜕𝜙

𝜕r
𝜕𝜓

𝜕r
= −sin 𝜃

𝜕𝜙

𝜕𝜃
(69)

The surfaces 𝜓 = const are stream surfaces. Since A is an arbitrary point, the stream function
is always subject to the addition of an arbitrary constant. These equations are useful in dealing
with flow about spheres, ellipsoids, and disks and through apertures. Stokes’s stream function
has the dimensions volume per unit time.
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Examples of Three-Dimensional Flow. Two examples of three-dimensional flow with axial
symmetry follow.

SOURCE IN A UNIFORM STREAM.. A point source is a point from which fluid issues at a uniform
rate in all directions. Its strength m is the flow rate from the point, and the velocity potential
and stream function for a source at the origin are

𝜙 = m
4𝜋r

𝜓 = Ur2

2
sin2𝜃 (70)

The flow net is shown in Fig. 24. Superposing a uniform flow on a point source results in a
half-body, with the flow equations

𝜙 = m
4𝜋r

+ Urcos 𝜃 𝜓 = m
4𝜋

cos 𝜃 + Ur2

2
sin2𝜃 (71)

The resulting flow net is shown in Fig. 25. The body extends to infinity in the downstream
direction and has the asymptotic cylinder whose radius is

Rasymp =
√

m
𝜋U

(72)

The equation of the half-body is

r = 1
2

√
m
𝜋U

sec
𝜃

2
(73)

Figure 24 Streamlines and equipotential lines for source.

Figure 25 Streamlines and equipotential lines for half-body.
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The pressure on the half-body is given by

p = 𝜌

2
U2

(
3m2

16𝜋2r4U2
− m

2𝜋r2U

)
(74)

showing that the dynamic pressure drops to zero at great distances downstream along the body.

FLOW AROUND A SPHERE. A doublet is defined as the limiting case as a source and sink approach
each other such that the product of their strength by the distance between them remains a con-
stant. The doublet has directional properties. Its axis is positive from the sink toward the source.
For a doublet at the origin with axis in the +x direction

𝜙 = 𝜇

r2
cos 𝜃𝜓 = −𝜇

r
sin2 𝜃 (75)

where 𝜇 is the strength of the doublet.
Superposing a uniform flow, u = − U, on the doublet results in flow around a sphere:

𝜙 = Ua3

2r2
cos 𝜃 +Urcos 𝜃

𝜓 = −Ua3

2r
sin2𝜃 + Ur2

2
sin2𝜃 (76)

where 𝜇 = Ua3∕2. This is shown to be the case since the streamline 𝜓 = 0 is satisfied by
Θ = 0, 𝜋 and r = a.

The flow net is shown in Fig. 26.

5 VISCOUS FLUID DYNAMICS

The additional consideration of viscosity in the flow of fluids greatly complicates analysis and
understanding of flow situations. In the fundamental sense, viscosity only introduces the possi-
bility of shear stress into the flow process. However, the effects are far-reaching and for many
years have caused researchers and designers to rely heavily on experimental techniques. In
recent years the wide availability of supercomputers has led to an increasing use of numer-
ical analysis to predict the behavior of fluid flows (known as computational fluid dynamics,
or CFD).

Viscous flows are typically classified as laminar or turbulent, although in any given flow
there may be regions of both laminar and turbulent flow. In laminar flow, fluid particles slide
smoothly over one another with no mixing except that which normally occurs as a result of
molecular activity. Shear stress 𝜏 in laminar flow depends directly on the local velocity gradient
and the fluid viscosity,

𝜏 = 𝜇
du
dy

(77)

Shear stress is not affected by boundary roughness in laminar flow so long as the boundary
roughness is small in comparison to the flow cross section.

Figure 26 Streamlines and equipotential lines for uniform flow about sphere at rest.
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In turbulent flow, a great deal of mixing occurs with random motion of fluid masses of vari-
ous sizes occurring. Shear stress in turbulent flow depends strongly on the momentum exchange
occurring as the result of turbulent mixing. An equivalent expression for shear stress in turbulent
flow is

𝜏 = 𝜀
du
dy

(78)

where 𝜀 is the eddy viscosity, which is a function of both fluid viscosity and the local structure
of the turbulent flow. This expression was unsatisfactory because it was impossible to quantify
𝜀. An analysis of the turbulent momentum exchange process by Reynolds yielded a shear stress
equation directly related to the flow turbulence:

𝜏 = −𝜌u′v′ (79)

where u′, v′ are the turbulent velocity fluctuations about the mean values and u′v′ is the time
average of the product of the fluctuations in the x and y directions. This expression is also not
very useful in a practical sense. Research eventually led to the Prandtl–von Karman equation
for shear stress:

𝜏 = 𝜌𝜅2 (dv∕dy)4

(d2v∕dy2)2
(80)

where 𝜅 is a dimensionless turbulence constant. This practical form of the shear stress equation
can be integrated to generate velocity profiles.

5.1 Internal Flows

Flow in pipes and ducts under the action of viscosity requires some changes in basic concepts
as well as in the equations for one-dimensional flow. Specifically, the velocity is no longer
uniform in the cross section where the streamlines are straight and parallel. The velocity will
be zero at the wall due to the no-slip condition and increase to a maximum near the center of the
conduit. This nonuniform velocity profile requires correction coefficients in the work–energy
and momentum equations.

In addition to the need for compensating for the nonuniform velocity profile in one-
dimensional flow, it is necessary to account for the energy converted to heat through the
frictional processes caused by viscosity. If heat transfer is of no interest or concern, then energy
conversion to heat is considered a loss in usable energy. The amount of useful energy converted
to heat per pound of fluid flowing is designated by hL, or the head loss. The one-dimensional
work–energy equation now has the form

P2

𝛾
+ 𝛼2

V
2

2

2g
+ z2 =

P1

𝛾
+ 𝛼1

V
2

1

2g
+ z1 − hL1−2

(81)

where 𝛼1, 𝛼2 are the correction factors for a nonuniform velocity profile (𝛼 ≥ 1 with 𝛼 = 1 for
uniform profile) and V is an average velocity. Looking at Fig. 16, this equation states that the

frictional effects reduce the amount of incoming available energy [i.e., P1∕𝛾 + 𝛼1V
2

1∕(2g) +
z1 ] by an amount hL, resulting in a reduced amount of available energy in the fluid leaving
the control volume. In actuality, the hL term reveals itself in an increase in internal energy
(temperature) of the fluid or a heat transfer from the fluid. It should be noted that the Bernoulli
equation (same as above except for the hL term) is a statement that the amount of incoming and
outgoing available energy are equal since a primary assumption is inviscid flow, or no frictional
losses.

Another phenomenon stemming directly from the effect of friction is flow separation. Sep-
aration occurs when the fluid is forced to decelerate too rapidly or change direction too quickly.
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Figure 27 Character of flow in 90∘ -turn elbow and subsequent viscous phenomena: (a) separated flow
and (b) secondary flow. (From Ref. 2.)

The result is regions of reversed flow, formation of wakes and eddies, poor pressure recovery,
and excessive friction losses (see Fig. 27a).

The nonuniform velocity profile occurring in viscous flow also causes vortices and cross
currents to occur at certain locations. Vortices form in corners and at abrupt changes in cross
section or flow direction. Cross currents or secondary flows occur at bends in the conduit.
These secondary flows are the consequence of equal pressure gradients in the bend acting on
fluid particles moving at different speeds in the flow cross section. The result is a spiral flow(s)
superposed on the main flow (Fig. 27b). Both vortexes and secondary flows generate additional
head losses and may cause some additional problems in hydraulic machinery

5.2 External Flows

External flows are generally associated with lift and drag on solid bodies in a fluid of large
extent. Although for ideal fluids there is no drag, this is not the case for real fluids. Frictional
effects on the surface of the body create skin friction drag. That is, the no-slip fluid condition
at the body surface creates a velocity profile and the resulting shear stress at the surface to
occur. The frictional effects are confined to the “boundary layer” near the body where the flow
may be laminar, turbulent, or both. Theoretical analysis of skin friction drag has been relatively
successful. Some specifics on lift and drag are presented in a subsequent section.

Separation in external flows is also caused by “adverse” pressure gradients that are forcing
the flow to decelerate faster than it can and still remain “attached” to the boundary. Separation
manifests itself as a turbulent wake behind the body (see Fig. 28), which creates considerable
drag on the body largely resulting from the pressure difference between the front and rear.
Smooth bodies with gradually changed form tend to generate less separation and lower drag
than blunt or sharp-cornered objects.

5.3 Navier–Stokes Equations*

Application of Newton’s second law to an incompressible small fluid particle of dimension dx,
dy, dz yields a set of equations comparable to the Euler equation previously derived, but now

∗ Illustrations and material all or in part fromEshbach’s Handbook of Engineering Fundamentals (Hoboken,
NJ: Wiley).
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Figure 28 Flow visualization past an airfoil at (a) 0∘ angle of attack with no flow separation and (b) 5∘
angle of attack with flow separation. (From Ref. 2.)

viscous effects are included. The equations are referred to as the Navier–Stokes equations, and
they take the following form for laminar flow:

X − 1
𝜌

𝜕p

𝜕x
+ 𝜈

(
𝜕2u

𝜕x2
+ 𝜕2u

𝜕y2
+ 𝜕2u

𝜕z2

)
= u

𝜕u
𝜕x

+ v
𝜕u
𝜕y

+ w
𝜕u
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+ 𝜕u
𝜕t

(82)
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(83)
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𝜕w
𝜕y
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𝜕w
𝜕z

+ 𝜕w
𝜕t

(84)

where X, Y, Z are external force components per unit mass in the xyz directions, respectively; 𝜌
is the mass density, considered constant for incompressible flow; p is the average pressure at a
point; 𝜈 is the kinematic viscosity; and u, v,w are the velocity components in the xyz directions.

These simultaneous, nonlinear, differential equations cannot be integrated except for
extremely simple flow cases where many of the terms are neglected. They contain the basic
assumption that the stresses on a particle may be expressed as the most general linear function
of the velocity gradients.

Boundary Conditions
A real fluid in contact with a solid boundary must have a velocity exactly equal to the velocity
of the boundary; this is much more restrictive than for an inviscid fluid, where no restrictions
are placed on tangential velocity components at a boundary.
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When two fluids are flowing side by side, a dynamical boundary condition arises at the
interface. Applying the equation of motion to a thin layer of fluid enclosing a small portion of
the interface shows that the terms containing mass are of higher order of smallness than the
surface stress intensities and hence that the stresses must be continuous through the surface.

In general, the viscous boundary conditions at a solid surface give rise to rotational flow.
Although the Navier–Stokes equations are satisfied by a velocity potential, since the viscous
terms drop out, the viscous boundary conditions cannot be satisfied.

Continuity
The continuity equation must hold, as in the case of inviscid flow. It is

𝜕u
𝜕x

+ 𝜕v
𝜕y

+ 𝜕w
𝜕z

= 0 (85)

Several examples of flow at low Reynolds numbers are given. It is assumed that in each case
any turbulent fluctuations are completely damped out by viscous action, and the dominant flow
is one dimensional with incompressible conditions.

Flow between Parallel Boundaries: Pressure-Driven Flow. For steady flow between fixed par-
allel boundaries at low Reynolds numbers, the Navier–Stokes equations can be greatly reduced.
Taking the coordinates as shown in Fig. 29 and assuming a pressure gradient exists in the x
direction that drives the flow, the differential equations reduce to

𝜕

𝜕x
(p + 𝛾h) = 𝜇

𝜕2u
𝜕z2

(86)

where h is measured vertically upward and 𝛾 is the specific weight of the fluid.
Integrating and introducing the boundary conditions u = 0 for z = ± b, which are the

no-slip conditions for this pressure-driven flow,

u = z2 − b2

2𝜇
𝜕

𝜕x
(p + 𝛾h) (87)

As the z2 term implies, and as is shown in Fig. 29, such a velocity profile is a parabolic one.
It has the maximum value at the center of the pipe—hence maximum velocity. Given a linear
pressure gradient, which is an acceptable assumption for such a laminar flow, the derivative
term becomes a constant, and the velocity profile becomes only a function of radial distance
from the center; thus it remains the same along the length of the pipe (assuming the pipe
does not change in direction, diameter, or makeup). Keep in mind that the sustainability of
laminar flow in a pipe is subject to various conditions. Therefore, once the flow characteris-
tics change (e.g., transition to turbulence, development of secondary flows), this formula is no
longer applicable.

Figure 29 Viscous flow between fixed parallel boundaries.
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Although the velocity potential function is essentially for irrotational flows (i.e., inviscid
cases), for this special case, it is possible to express the parabolic velocity profile in terms of a
velocity potential

u = z2 − b2

2𝜇
𝜕

𝜕x
(p + 𝛾h) = 𝜕

𝜕x

[
(p + 𝛾h)

(
z2 − b2

2𝜇

)]
= 𝜕𝜙

𝜕x
(88)

where 𝜑, the velocity potential, is the quantity in brackets.

Flow between Parallel Boundaries: Shear-Driven Flow. A similar approach can be used for
flow between parallel plates, one of which is moving with a constant speed U in the x direction.
In this case, the motion of the fluid is due to the viscous force between the moving plate and
the adjacent fluid layer. Thus, despite the absence of a pressure gradient, there will be a flow.
Without the pressure gradient, the simplified version of the Navier–Stokes equations further
simplifies to

d2u
dz2

= 0 (89)

The relevant boundary conditions for this case are u = 0 for z = − b and u = U for z = + b.
Again integrating and using the boundary conditions, the velocity profile becomes

u = U
2

(
1 + z

b

)
(90)

This results in a linear velocity profile between the plates.

Flow between Parallel Boundaries: Combined Effects of Pressure Gradient and Shear. One
can also have the effect of both pressure gradient and shear for flow between parallel plates.
For that case, the simplified version of the Navier–Stokes equations is the same as that for
the pressure-driven flow, but the boundary conditions are those for the shear-driven flow. The
resultant velocity profile is

u = U
2

(
1 + z

b

)
+ z2 − b2

2𝜇
𝜕

𝜕x
(p + 𝛾h) (91)

This is still a parabolic velocity profile, but now the maximum velocity has been displaced from
the middle plane.

Theory of Lubrication
The equations for two-dimensional viscous flow are applicable to the case of a slider bearing
and can be applied to journal bearings. The simple case of a bearing of unit width is developed
here, under the assumption that there is no flow out of the sides of the block, that is, normal to the
plane of Fig. 30, where the clearance b is shown to a greatly exaggerated scale. The motion of a

Figure 30 Free-body diagram of cylinder of fluid in steady laminar flow through circular pipe. (From
Ref. 2.)
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bearing block sliding over a plane surface, inclined slightly so that fluid is crowded between the
two surfaces, develops large supporting forces normal to the surfaces. The angle of inclination is
very small; therefore, the differential equations of the preceding example apply. Since elevation
changes also are very small and flow is in the x direction only, the equations reduce to

𝜕p

𝜕x
= 𝜇

𝜕2u
𝜕z2

𝜕p

𝜕z
= 0 (92)

Considering the inclined block stationary and the plane surface in motion and taking the
pressure at the two ends of the block as zero, the boundary conditions become x = 0, x =
L, p = 0; z = 0, u = U; and z = b, u = 0. Integrating the equations and considering unit
width normal to the figure, the discharge Q and pressure distribution are determined:

Q =
Ub1b2

b1 + b2
p =

6𝜇Ux(b − b2)
b2(b1 + b2)

(93)

The last relation shows that b must be greater than b2 for positive pressure buildup in the bear-
ing. The point of maximum pressure and its value are

x|pmax
=

b1L

b1 + b2
pmax = 3

2
𝜇UL
b1b2

b1 − b2

b1 + b2
(94)

The force P that the bearing will sustain is

P =
∫

L

0
p dx = 6𝜇UL2

b2
2(k − 1)2

[
ln k − 2 (k − 1)

k + 1

]
(95)

The maximum bearing load is obtained for k = 2.2, yielding

P = 0.16𝜇
UL2

b2
2

D = 0.75𝜇
UL
b2

(96)

The ratio
P
D

= 0.21
L
b2

(97)

can be made very large since b2 is small. For k = 2.2, the line of action of the bearing load is
at x = 0.58L. In general the line of action is given by

x = L
2

[
2k

k − 1
− k2 − 1 − 2k ln k(

k2 − 1
)

ln k − 2(k − 1)2

]
(98)

Journal bearings are computed in an analogous manner. In general the clearances are so
small compared with the radius of curvature of the bearing surface that the equations for plane
motion can be applied.

Flow through Circular Tubes
For steady flow through circular tubes with values of the Reynolds number, UD𝜌∕𝜇, less than
2000, the motion is laminar. Equilibrium conditions on a cylindrical element concentric with
the tube axis (Fig. 31) show that the shear stress varies linearly from zero at the pipe axis to a

Figure 31 Slider bearing.
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maximum Δp r0∕2ΔL at the wall, where Δp∕ΔL is the drop in pressure per unit length of tube.
In one-dimensional laminar flow the relation between shear stress and the velocity gradient is
given by Newton’s law of viscosity,

𝜏 = −𝜇 du
dr

(99)

Using this relation for the value of shear stress, the velocity distribution is found to be

u =
Δp
ΔL

r2
0 − r2

4𝜇
(100)

where r is the distance from the tube axis. The maximum velocity is at the axis:

umax =
Δp r2

0

ΔL 4𝜇
(101)

The average velocity is half the maximum velocity:

V =
(
Δp
ΔL

)(
r2

0

8𝜇

)
(102)

The discharge, obtained by multiplying average velocity by cross-sectional area, is

Q =
(
Δp
ΔL

)(
𝜋D4

128𝜇

)
(103)

which is the Hagen–Poiseuille law. The preceding equations are independent of the surface
condition in the tube, and they therefore hold for either rough or smooth tubes as long as the
flow is laminar.

Viscous Flow around a Sphere: Stokes’s Law
The flow of an infinite viscous fluid around a sphere at very low Reynolds numbers (Re ≪ 1,
which states that viscous forces are dominant compared to inertial forces) has been solved by
Stokes.3 The Navier–Stokes equations with the acceleration terms omitted must be satisfied,
as well as continuity and the boundary condition that the velocity vanish at the surface of the
sphere. Stokes’s solution is

u = U

[
3
4
ax3

r3

(
a2

r2
− 1

)
+ 1 − 1

4
a
r

(
3 + a2

r2

)]
(104)

v = U
3
4
axy

r3

(
a2

r2
− 1

)
(105)

w = U
3
4
axz
r3

(
a2

r2
− 1

)
(106)

p = −3
2
𝜇Uax

r3
(107)

The radius of a sphere is a; the undisturbed velocity is in the x direction, u = U; and p is
the average dynamic pressure at a point. The drag on a sphere is made up from the pressure
difference over the surface of the sphere and from the shear stress. The viscous drag due to
shear stress is twice as great as that due to the pressure difference. The total drag is

D = 6𝜋a𝜇U (108)

This is known as Stokes’s law.
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The settling velocity of small spheres may be obtained by writing the equation for drag,
weight of particle, and buoyant force. Solving for the settling velocity,

U = 2
9
a2

𝜇
(𝛾s − 𝛾) (109)

where 𝛾s is the specific weight of the solid particle. Stokes’s law has been found by experiment
to hold for Reynolds numbers below 1, that is,

2a𝜌U
𝜇

< 1 (110)

6 SIMILITUDE AND DIMENSIONAL ANALYSIS

Similitude and dimensional analysis are inextricably tied to experimental testing and the anal-
ysis of experimental data. Principles of similitude permit the prediction of prototype behavior
based on the performance of models. Techniques of dimensional analysis permit the efficient
and logical presentation of test data in dimensionless form. Even in recent times when CFD
techniques are supplementing laboratory work at an increasing pace (note: CFD will never
totally replace experiments), many flow phenomena are so complex as to warrant experimental
investigation.

6.1 Similitude

For complete similitude the model and the prototype must be geometrically, kinematically, and
dynamically similar. In this context, the prototype is the physical system for which you are try-
ing to predict the behavior, while the model (typically a scaled version of the prototype) is the
device used for testing in the laboratory. Geometric similarity exists when the model is a pho-
tographic reduction (or enlargement) of the prototype. Kinematic similarity occurs when the
streamline pattern in the model is a photographic reduction (or enlargement) of that of the pro-
totype. Also ratios of velocity vectors at corresponding points are constant. Dynamic similarity
requires that the ratios of similar forces at all corresponding points in the flow be constant.
In general, if geometric similarity and dynamic similarity exist, then kinematic similarity is
guaranteed.

Quantitative relationships for dynamic similarity are obtained by considering the contribut-
ing forces acting on a fluid particle. Potential contributing forces include viscosity (shear),
pressure, gravity, elasticity, and surface tension. These forces all contribute to the acceleration
of the fluid particle in the prototype flow:

Fv + Fp + Fg + Fe + Fs = ma = −FI (inertial force) (111)

Dividing by the inertial force and considering the prototype (P),
(
Fv

FI

)

P

+
(Fp

FI

)

P

+
(Fg

FI

)

P

+
(
Fe

FI

)

P

+
(
Fs

FI

)

P

= −1 (112a)

If the same process is followed in the model (m),
(
Fv

FI

)

m

+
(Fp

FI

)

m

+
(Fg

FI

)

m

+
(
Fe

FI

)

m

+
(
Fs

FI

)

m

= −1 (112b)

This scaling procedure renders the force polygons at the corresponding points in the model
and prototype as congruent provided the force ratios for each source of force are the same in
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the model and prototype. In fact, the scaled polygons are congruent if all but one of the force
ratios are equal. This relationship can be summarized as follows:

Viscous Forces: (
𝜌Vl
𝜇

)

m

=
(
𝜌Vl
𝜇

)

P

(113)

where 𝜌Vl∕𝜇 is the Reynolds number, Re is the inertia force/viscous force.

Pressure Forces: (
P
𝜌V2

)

m

=
(

P
𝜌V2

)

P

(114)

where P∕𝜌V2 is the Euler number, and E is the pressure force/inertia force.

Gravity Forces: (
V2

gl

)

m

=
(
V2

gl

)

P

(115)

where V∕
√
gl is the Froude number, and F is the inertia force/gravitational force.

Elastic Forces: (V
a

)

m
=
(V
a

)

P
(116)

where a is the speed of sound, V/a is the Mach number, and M is the inertia force/compression
force.

Surface Tension Forces: (
𝜌V2l
𝜎

)

m

=
(
𝜌V2l
𝜎

)

P

(117)

where 𝜌V2l∕𝜎 is the Weber number, and W is the inertia force/surface tension force.

In most fluid problems, some of these forces are negligible and can be ignored in
model–prototype relationships. For example, if there is no free surface and flows are well
below the sonic velocity, then only viscous and pressure forces are important. In this case,
equality of Reynolds numbers would guarantee similarity. Typically, pressure forces are
always in existence, and the Euler number is the force ratio omitted in specifying similarity
(as noted earlier).

Example 1
Model testing of a new submarine is to be conducted in a wind tunnel using standard air at
sea level conditions. Due to the limitations on the test section size, the model needs to be a
one-twentieth-scale version of the prototype. If the actual submarine will have a velocity of
Vp = 0.5 ft∕s in seawater at 20∘C, what must the air velocity be in the wind tunnel for the
model to achieve dynamic similarity?

For dynamic similarity, ReP = Rem, or (𝜌Vl∕𝜇)m = (𝜌Vl∕𝜇)P. Solving for model velocity
Vm yields

Vm =
lP
lm

𝜌P

𝜌m

𝜇m

𝜇P
VP

The necessary values are found as follows:

𝜌m = 0.00238 slug∕ft3 𝜇m = 3.74 × 10−7lb-s∕ft2

𝜌P = 2.0 slugs∕ft3 𝜇P = 2.23 × 10−5lb-s∕ft2
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So, the required wind tunnel velocity is found from

Vm =
(20

1

)( 2.0
0.00238

)(
3.74 × 10−7

2.23 × 10−5

)
(0.5)

= 141 ft∕s

There are situations where complete similarity cannot be practically achieved. For
example, in the modeling of ship hulls, if water is used as the modeling fluid, the model must
be as large as the prototype. This is true because viscous and gravity forces predominate and
both Reynolds and Froude numbers must be equal to guarantee similarity. In this case, to
get around the problem, the model–prototype relation is determined by the Froude number
equality and the viscous effects on hull drag are determined through other means. This
situation is known as incomplete similarity or distorted model.

In other flow situations such as rivers and harbors, the lateral dimensions are so large
compared to the vertical dimensions that geometric scaling would make the model so shallow
as to be under strong surface tension effects. Also the boundary roughness would be reduced
to supersmoothness. In these situations, two different model scales are used: one for horizontal
dimensions, another for vertical dimensions. These models generally have to be adjusted for
“scale effects” by employing artificial roughness to properly represent prototype behavior.

6.2 Dimensional Analysis

Dimensional analysis is based on the principle that meaningful physical relationships between
quantities must be dimensionally homogeneous; that is, both sides of an equation must have
the same dimensions. The four basic dimensions used in fluid mechanics are force (F), mass
(M), length (L), and time (T). In fact, the dimension of force is related to the dimensions of
mass, length, and time through Newton’s second law:

F = M
L
T2

(118)

The units of force are said to be equivalent to the units of mass × length∕time squared.
The principle of dimensional homogeneity can be used to develop a formal procedure

for establishing relations between physical quantities and, most importantly, dimensionless
groups. Dimensionless groups of quantities are extremely valuable in the analysis and presen-
tation of experimental data. Their use permits large amounts of data to be presented on simple
graphs, graphs with parametric relationships, or in some more complex cases multicorrelational
graphs.

For example, consider the case of the drag force on a sphere falling at constant velocity in
a very viscous liquid. Drag (D) is a function of velocity (V), size (d), and viscosity (𝜇):

D = f (V , d, 𝜇)
In basic dimensions,

F = f ′
(L
T
, L,

FT
L2

)

The only combination of quantities on the right-hand side that will make the relationship dimen-
sionally correct is

D = KVd𝜇 (119)

where K is a dimensionless constant. Thus, by dimensional reasoning alone, Stokes’s law has
been deduced. Sometimes the relationship does not fall out so easily, quantities may need to
have positive or negative exponents to create a combination that is dimensionally correct.

However, formal dimensional analysis does not always offer a unique approach to
generating the desired dimensionless groups. A more modern and intuitive method, called
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the Buckingham Π theorem, is more useful. This theorem informs the user as to how many
dimensionless groups may be formed and leaves the configuration of each group up to the
user. This freedom, coupled with knowledge of the important similarity principles, permits the
user to make a good choice of the proper groups.

According to the Buckingham Π theorem, a problem described by k variables can be
expressed in terms of k − r nondimensional Π terms, where r is the minimum number of
reference dimensions involved in the problem. For example, when establishing the quantities
affecting the drag on a ship’s hull, the list includes

D(drag) = f (l,V , 𝜇, 𝜌, g) (120)

or
f ′(D, l,V, 𝜇, 𝜌, g) = 0 (121)

The Π theorem allows the formation of three dimensionless groups (k − r = 6 − 3). Knowing
that viscous and gravitational effects are most significant in affecting drag, the dimensionless
groups of Reynolds number and Froude number are selected. Then the drag force D is com-
bined into a third group. The final relationship states that the nondimensional drag (i.e., drag
coefficient) is a function of the Reynolds and Froude numbers:

D
𝜌l2V2

= 𝜙

(
𝜌Vl
𝜇

,
V2

gl

)
(122)

or
CD = 𝜙(Re,F2) (123)

The use of this kind of nondimensional expression allows the experimenter to make use
of scale-size models and can perform experiments more easily and affordably by reducing the
number of parameters that need to be varied. Once the experiments are performed on the model,
the experimenter can plot all data on one graph using the nondimensional values; for example,
D∕𝜌l2V2 as the ordinate, Re as the abscissa, and F as the parametric variable.

7 FLOW IN CLOSED CONDUITS

Flow through a conduit may be steady or unsteady, uniform or nonuniform, and laminar or
turbulent. Steady flow refers to flow at constant rate, uniform flow to prismatic sections of
conduit, and laminar flow to those cases where viscous forces predominate and the losses are
a linear function of the velocity, whereas for turbulent flow the losses vary as the velocity to
some power (1.7–2.0), depending in part upon the Reynolds number.

The classical methods of hydrodynamics applying to an ideal fluid are of little value in
solving flow problems in conduits, although they are extremely useful in connection with flow
around immersed bodies (see Section 9). The nature of turbulent flow, on the other hand, is
not sufficiently well understood to permit computation of the energy losses for given boundary
conditions and rates of flow, and hence recourse must generally be taken to experimentation.

The work–energy equation is of first importance in solving flow problems. Momentum
relationships are of use in certain cases in which the forces acting on the fluid are known or are
desired. In special situations where both the energy and momentum equations are applicable,
the energy loss may be computed without recourse to experimentation. The continuity equation
in steady flow usually states that the flow past every cross section is the same. When the fluid
is compressible, this is a statement of mass or weight flow, but for liquids it is sufficient to
deal with volume rates only. The three types of equations (energy, momentum, and continuity),
together with the experimentally determined loss relationships, provide the general framework
for solving closed-conduit problems.
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7.1 Velocity Distribution*

The velocity distribution for established laminar flow through round tubes and between parallel
plates has been discussed under laminar fluid motion in Section 5.

Development of Flow
The velocity distribution for fully developed uniform flow in a closed conduit is determined
by the relationship between the radial velocity gradient and the shear stress. In turbulent flow
the velocity distribution cannot be derived exactly, although much has been accomplished in
recent years in the analytical approach to rational velocity–distribution equations.

Downstream from any change m cross section or direction, there is a length over which the
velocity distribution regains its characteristic form (entrance region), depending on the shape of
cross section, the wall roughness, and the Reynolds number. For example (follow the descrip-
tion from Fig. 32), when the flow passes from a reservoir through a rounded entrance into a
conduit, the velocity is practically constant over the section at the upstream end of the conduit.
Such flow during the initial stages is therefore practically irrotational since the boundary layer
is very thin, The effect of boundary resistance, however, is to retard the fluid in the wall vicinity,
resulting, through lateral transmission of shear, in a continuous growth of the boundary layer
with distance from the inlet. Since the mean velocity must nevertheless remain constant, the
central portion of the fluid is simultaneously accelerated until the forces of shear and pressure
gradient reach equilibrium as the velocity distribution of uniform flow becomes fully devel-
oped some distance downstream. If the flow experiences a change in cross section or direction,
it will undergo another developing flow region until fully developed flow is once again achieved
(see Fig. 32).

For laminar flow, experiments by Nikuradse give the entranee length l for development of
flow as

le
D

= 0.06 Re (124)

Figure 32 Entrance region, developing flow, and fully developed flow in pipe system. (From Ref. 2.)

∗ Illustrations and material all or in part fromEshbach’s Handbook of Engineering Fundamentals (Hoboken,
NJ: Wiley).
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where D is the pipe diameter and the Reynolds number is based on average velocity and
diameter.

In turbulent flow, the transition to the established velocity distribution is affected in a much
shorter reach because of the pronounced mixing action that then prevails. Nikuradse’s exper-
iments indicate that a distance of 25–40 diameters is sufficient and that the length is not so
dependent on the Reynolds number.

Rational Formulas for Fully Developed Turbulent Flow
In turbulent flow, the ratio of shear stress to velocity gradient depends not only on the physical
properties of the fluid but also on the characteristics of the flow.

Stanton first stated that the turbulent velocity distribution in the central portions of a con-
duit has a form that is independent of the wall roughness and viscous effects provided that the
wall shear remains the same. In equation form

vmax − v
√
𝜏o∕𝜌

= F

(
r
ro

)
(125)

where vmax is the velocity at the pipe axis, v is the velocity at the distance r from the axis, ro is the
pipe radius, 𝜏o is the wall shear, 𝜌 is the mass density of fluid, and F is an unknown function.
The proof is evident by an inspection of the Nikuradse data on smooth and sand-roughened
pipes, given in Fig. 33; k is the diameter of sand grains cemented to the pipe walls.

Based on the preceding, von Karman4 obtained the formula for smooth pipes:

v√
𝜏o∕𝜌

= C1 +
1
𝜅
ln

(√
𝜏o

𝜌

y

𝜈

)
(126)

where 𝜅 is a universal constant having the value 0.40 and 𝜈 is the kinematic viscosity. Figure 34,
based on Nikuradse’s tests, shows the value of C1 to be 5.5 for best agreement with the data.

Figure 33 Geneoralized plot of velocity distribution for smooth and rough pipes.
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Figure 34 Universal velocity distribution for smooth pipes.

In the immediate vicinity of the pipe wall, through a film called the laminar sublayer, the
velocity is given closely by v = y𝜏o∕𝜇. This may be written as

v√
𝜏o∕𝜌

=
√

𝜏o

𝜌

y

𝜈
(127)

and is plotted in Fig. 34. The intersection of the two curves may be taken arbitrarily as the
border between the two types of flow, although actually there is a transition phase from the
laminar to the turbulent zone. From the figure, the laminar film has the thickness

𝛿 = 11.6v√
𝜏o∕𝜌

(128)

For rough pipes von Karman obtained the formula
v√
𝜏o∕𝜌

= C2 +
1
𝜅

ln
( y

𝜅

)
(129)

Figure 35 shows the Nikuradse sand-roughened pipe tests. From these data, C2 = 8.5.
The two logarithmic equations do not give a zero slope of the velocity distribution curve at

the centerline. This is a defect in the formulas that, nevertheless, has little significance from a
practical viewpoint. The equations actually portray the true velocity distribution in the central
region of the flow very well, although they were derived for the region near the wall.

Energy and Momentum Correction Factors
In writing the work–energy equation between two cross sections of a conduit, it is usually
satisfactory to express the mean kinetic energy per unit weight simply as V2∕2g, where V is
the average velocity at a section. As discussed earlier, however, this is strictly true only when
the velocity is constant over both cross sections. For laminar flow, the correction 𝛼 by which
V2∕2g must be multiplied to give the true mean value is 2.0, and for sections where there is
back flow, the factor may be even larger. Values of 𝛼 and 𝛽 based on Prandtl–Karman turbulent
velocity distribution equations are given in Fig. 36.
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Figure 35 Universal velocity distribution for rough pipes.

Figure 36 Energy and momentum correction factors for smooth and rough pipes.
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7.2 Pipe Friction*

A general equation for solving one-dimensional pipe flow problems is the work–energy
equation

P1

𝛾
+ 𝛼1

V2
1

2g
+ z1 =

P2

𝛾
+ 𝛼2

V2
2

2g
+ z2 +

∑
hL1−2

(130)

where ΣhL1−2
is the total of all the friction losses between cross sections 1 and 2. These losses

can be divided into two general categories: pipe friction and minor losses. Pipe friction losses
are those caused by the continuing viscous action along the conduit. Minor losses are the result
of the additional friction losses over and above the pipe friction. These losses are caused by flow
separation, eddies, and wakes that are generated by changes in flow direction or cross section
and pipe components such as a valve. This section deals with pipe friction.

Pipe friction losses for circular cylindrical pipes depend on the flow velocity, pipe size,
fluid viscosity, and wall roughness. In regard to wall roughness, friction loss specifically
depends on relative roughness, that is, the absolute roughness compared with the pipe diameter.
The various formulas for pipe friction loss differ in how they incorporate wall roughness into
the head loss equation. The formulas in most common use today are the following:

hf = f
L
D
V2

2g
(Darcy–Weisbach) (131)

V = 0.55CD0.63S0.54 (Hazen–Williams) (132)

V = 0.59
n

D2∕3S1∕2 (Manning) (133)

where f , C, n are friction coefficients; S is head loss per unit length of pipe, D is inside pipe
diameter, and L is pipe length. The Darcy–Weisbach formula, commonly referred to as the
Darcy formula, is the most general in application. It can be used for a variety of liquids and
gases, for laminar and turbulent flow, and for rough or smooth pipes. Its main disadvantage
is the fact that the friction factor f is often dependent on one of the design unknowns (pipe
diameter or discharge) and an iterative solution results. However, engineers are increasingly
using this formula because of its breadth of application.

The Hazen–Williams formula was developed for the computation of friction losses for
water flowing in distribution system pipes. It works well for moderately smooth pipes (such as
cast iron), but it is not accurate for rough pipes, small pipes, or laminar low.

The main task is to find the friction factor f . The value depends on two parameters:
Reynolds number and relative roughness. The Reynolds number measures the effect of
viscosity on f and is defined as

Re = VD
𝜈

(134)

where v is the kinematic viscosity of the fluid. The relative roughness measures the roughness
of the pipe wall relative to the pipe diameter and is expressed as k∕D, where k is a measure of
pipe wall roughness.

For convenience, Table 6 was compiled from several sources to provide assistance in
selecting roughness values for various pipe materials. It should be noted that, typically, there are
several inconsistencies between the roughness values given in Table 6 for the different formulas
and those generated using the following equations.

The Reynolds number and the relative roughness are used in conjunction with the Moody
diagram (Fig. 37) to find the f value. The use of the Moody diagram can best be shown by
example.

∗ Material and illustrations used by permission from G. Z. Watters, Analysis and Control of Unsteady Flow
in Pipelines, Butterworth, Stoneham, MA, 1984.
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Table 6 Roughness Values for Commercial Pipes

Pipe Material k (in.) C (Hazen–Williams) n (Manning)

Riveted steel 0.036–0.36 110 0.013–0.017
Concrete 0.012–0.12 120–140 0.011–0.014
Cast iron (new) 0.010 130 0.013
Cast iron (old) — 100 0.015–0.035
Galvanized iron 0.0060 — 0.016
Asphalted iron 0.0048 — 0.013
Welded steel 0.0018 120 0.012
Asbestos cement — 140 0.011
Copper, aluminum tube Smooth 150 0.010
PVC, plastic Smooth 150 0.009

Figure 37 Resistance diagram. Source: Reproduced with permission from L. F. Moodes, “Friction Factor for Pipe Flow,”
Transactions ASME, November 1944, Princeton, NJ.
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Example 2
Compute the friction factor f for the flow of 1500 gpm of water at normal temperature in a
10-in. cast-iron pipe.

V = 1500

449(𝜋∕4)(10∕12)2

= 6.13 ft∕s

From Table 6
k
D

= 0.01
10

= 0.001

Using v = 1.22 × 10−5ft2∕s, from Eq. 133

Re =
6.13 × (10∕12)

1.22 × 10−5

= 418,000

From Fig. 37, f = 0.020.
Both the Hazen–Williams and Manning formulas can be manipulated into the same form

as the Darcy formula. The resulting f expressions may be compared with the Darcy f value to
deduce the situations where these formulas may be confidently applied:

hf =
( 1090
C1.85Re0.15

) L
D
V2

2g
(Hazen–Williams) (135)

hf =
(

185n2

D1∕3

)
L
D
V2

2g
(Manning) (136)

Both C and n are roughness values that can be obtained from tables such as Table 6. For addi-
tional information on C values see Davis and Sorensen5; for n values see Chow.6

The areas of applicability of the three head loss formulas can be deduced. It is clear that
the Manning formula is indeed a rough pipe formula because the Reynolds number does not
appear. On the other hand, the Hazen–Williams formula is a relatively smooth pipe formula
because the head loss varies with discharge in the same manner as smooth pipes. Their use
should be strictly limited to these specific hydraulic conditions. However, in actual design use
of the formulas, the results are not quite so dramatic. Consider the following example.

Example 3
Select a pipe to convey 20 ft3∕s of water between two reservoirs 5 miles apart and 200 ft dif-
ferent in elevation. Use welded steel pipe.

Hazen–Williams: From Table 6, C = 120. From Eq. 131,

rlQ = AV = 1
4
𝜋D2 × 0.55CD0.63S0.54

20 = 1
4
𝜋D2 × 0.55 × 120

× D0.63
( 200

5 × 5280

)0.54

D = 1.90 ft or 22.8 in. Design D = 24 in.

Equivalent f value = 0.019
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Manning: From Table 6, n = 0.012. From Eq. 132,

rlQ = AV = 1
4
𝜋D2 × 0.59

n
D2∕3S1∕2

20 = 1
4
𝜋D2 × 0.59

0.012
D2∕3

( 200
5 × 5280

)1∕2

D = 1.95 ft or 23.4 in. Design D = 24 in.

Equivalent f value = 0.021

Darcy–Weisbach: This is an iterative solution because the Reynolds number and relative
roughness cannot be found unless the diameter is known. Because we know roughly
what the diameter is from the previous solution, we will use that as an estimate. From
an estimated D ≈ 24 in., from Table 6, k∕D = 0.000075. Then

V = 20
(𝜋∕4)22

= 6.4 ft∕s

Re = 6.4 × 2

1.2 × 10−5
= 1.07 × 106

From Fig. 37,

f = 0.0135

D = 1.85 ft or 22 in. Design D = 22in.

Even though there is a rather dramatic variance in the f value (variation of almost 50%),
the resulting effect on the design pipe diameter is quite a lot less. This is a consequence of the
fact that diameter varies at about the 1

5
power of the f value; so, dramatic differences in f value

have greatly reduced impact.
For purposes of computer application, it is advantageous to express the information on

the Moody diagram in algebraic form. This is most commonly done with the equations of
Colebrook7:

1√
f
= −2log10

(
2.51

Re
√
f

)
(smooth) (137)

1√
f
= 1.74 − 2log10

(
2
k
D

+ 18.7

Re
√
f

)
(transition) (138)

1√
f
= −2log10

(
0.266

k
D

)
(rough) (139)

These equations can then be solved iteratively by computer to determine f for a given Re value
and k∕D value.

Effects of Aging*

The values of k given for the various pipe materials of Fig. 37 and Table 6 are for new, clean
pipes. In general, pipes become increasingly rough with age, owing to deposition or corrosion.
Colebrook and White have determined an approximately linear increase in absolute roughness
with time, which may be expressed as

k = k0 + 𝛼t (140)

∗ Illustrations and material all or in part fromEshbach’s Handbook of Engineering Fundamentals (Hoboken,
NJ: Wiley).
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where k0 is the absolute roughness of the new material, 𝛼 is a constant, and k is the absolute
roughness at time t.

Example 4
After 10 years of service, a 10-in cast-iron pipeline in water service has a drop of 3.13 psi per
1000 ft for a flow of 1000 gpm. What is the estimated pressure drop for 1200 gpm after 20 years
of service?

V = 1000

7.48 × 60 (𝜋∕4) (5∕6)2
= 4.1 ft∕s

V2

2g
= 0.262 ft

hf =
3.13 × 144

62.4
= f

1000
5∕6

0.262f = 0.023

Taking 𝜐 = 1.2 × 10−5ft2∕s,

Re = 4.1 × 5

6 × 1.2 × 10−5
= 285,000

From Fig. 37, for the above calculated values of f and Re, we get k∕D = 0.0017 and k =
0.00142 ft. For new cast iron take k0 = 0.001 ft; hence for 10 years,

0.00142 = 0.001 + 10𝛼𝛼 = 0.000042 ft∕yr

and for 20 years,

k = 0.001 + 20 × 0.000042 = 0.00184 ft

k
D

= 0.0022V = 1200
1000

× 4.1 = 4.92 ft∕s

Re = 4.92
4.1

× 285,000 = 342,000

From Fig. 37, f = 0.025; then

hf = 0.025 × 1000
5∕6

4.922

64.4
= 11.3 ft

Δp = 11.3 × 62.4
144

= 4.9 psi

Conduits of Noncircular Cross Section
The Darcy–Weisbach equation may also be applied to noncircular conduits if the diameter D
is replaced by some equivalent linear measure of the cross section. The hydraulic radius R,
widely used in open-channel equations, can be related to D for the circular cross section; this
relationship is usually assumed to be a valid replacement ofD in the pipe formula. The hydraulic
radius is defined as the ratio of the cross-sectional area to the wetted perimeter. For a circular
cross section

R =
𝜋D2∕4
𝜋D

= D
4

(141)

Hence the diameter may be replaced by four times the hydraulic radius in the Reynolds number,
the relative roughness, and the resistance equation; the resistance equation becomes

hf = f
L

4R
V2

2g
(142)

Although satisfactory for conduits that are reasonably comparable to pipes in cross-sectional
form, this equation cannot be expected to give accurate results for cross sections that are at
great variance therefrom.
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Example 5
Find the head loss per 1000 ft for a flow of 200 gpm of water through a clear cast-iron conduit
of rectangular cross section 3 in. by 6 in.

R = 3 × 6
12 + 6

= 1 in. = 1
2

ft

Q = 200
7.48 × 60

= 0.446 ft3∕s

V = 0.446
18

× 144 = 3.57 ft∕s

Taking v = 1.2 × 10−5ft2∕s

Re = V4R
𝜈

≈ 99,000

k
D

= k
4R

= 0.00085
4∕12

= 0.00255

From Fig. 37, f = 0.025; hence

hf = f
L

4R
V2

2g
= 0.025 × 1000

4 × 1
12

3.572

64.4
= 14.88 ft

7.3 Minor Losses

Minor losses are the second type of friction losses and are caused by flow separation, eddies,
and excessive turbulence beyond that occurring as a result of normal pipe friction. While the
losses occur over a finite length of pipe, they are usually assumed to be concentrated at the
location of the causative valve, fitting, and so on. This definition is depicted in Fig. 38.

The formula for minor losses of all kinds is generally of the form

hm = KL
V2

2g
(143)

Figure 38 Depiction of flow through valve illustrating causes of minor losses. (From Ref. 2.)
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Table 7 Loss Coefficients for Enlargements and Contractions Based on Velocity in Small Pipe

Diameter Ratio 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Contraction KL 0.5 0.48 0.45 0.42 0.38 0.34 0.29 0.22 0.12 0.04 0.0
Enlargement KL 1.0 0.98 0.92 0.83 0.70 0.57 0.40 0.26 0.12 0.04 0.0

Source: Courtesy of Crane Company.8

Table 8 Selected Minor Loss Coefficients

Minor Loss Device KL. Minor Loss Device KL.

Pipe entrances Valves
Inward projecting 0.78 Globe 340f a

Sharp edged 0.50 Angle 145f
Slightly rounded 0.23 Ball or plug 3f
Well rounded 0.04 Butterfly 40f

Pipe exits (all types) 1.00 Gate (fully open) 13f
Bends (75% open) 35f

90∘ miter bends 58f a (50% open) 160f
45∘ miter bends 15f (25% open) 900f

Fittings
90∘ standard elbow 30f 17

45∘ standard elbow 16f

af is friction factor for pipe.
Source: Courtesy of Crane Company.8

where hm is the minor head loss, KL is the loss coefficient whose value depends on the device
causing the loss, andV is the velocity of flow in the smaller pipe. Virtually all hydraulics or fluid
mechanics textbooks have tables of loss coefficients for various types of devices. In addition,
Davis and Sorensen5 list several tables of KL values. The reference book published by the Crane
Company8 is also a good source for loss coefficients, and a selection of KL values for common
situations has been presented in Tables 7 and 8. For an exhaustive collection of loss coefficients,
see Idelchik.9

To demonstrate the use of the tables and a complete friction loss situation in pipeline anal-
ysis, the following example is presented.

Example 6
A series of pipes connecting two reservoirs composed of 150-ft-long 12-in. pipeline and
8-ft-long 6-in. pipeline conveys water at 50∘F between two reservoirs. The pipes are asphalted
cast iron and the entrance to the pipe is sharp edged. Compute the discharge in the pipeline.

Before starting the solution to the problem, it is useful to classify the various losses that
are going to be acting on the flow:

hmen
= minor loss at sharp − edged entry to pipeline

hf12
= friction loss in 12 − in. pipe

hmc
= minor loss at connection between 12 − and 6 − in. pipes

hf6 = friction loss in 6 − in. pipe

hmex
= minor loss at exit from pipeline
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When the discharge is unknown, a flow velocity must be estimated to permit calculating Re
and finding an f value.

Assume the velocity in the 12-in. pipe is 7 ft/s. From Table 6

𝜈 = 1.41 × 10−5ft2∕s

Re12 = VD
𝜈

= 7 × 1.0

1.41 × 10−5
= 496,000

Re6 = 28 × 0.5

1.41 × 10−5
= 993,000

From Table 6

k = 0.0048 in.
( k
D

)

12
= 0.0048

12
= 0.0004

( k
D

)

6
= 0.0048

6
= 0.0008

From Fig. 36
f12 = 0.017f6 = 0.019

From the work–energy equation

z1 +
p1

𝛾
+

V2
1

2g
= z2 +

p2

𝛾
+

V2
2

2g
+
∑

hL1−2

4230 + 0 + 0 = 4200 + 0 + 0 +
∑

hL1−2∑
hL1−2

= 30

Summarizing frictional head losses,∑
hL1−2

= hmen
+ hf12

+ hmc
+ hf6 + hmex

From Table 7

hmen
= 0.5

V2
12

2g
hmr

= 0.34
V2

6

2g

hmex
= 1.0

V2
6

2g

∑
hL1−2

= 0.5
V2

12

2g
+ 0.017 × 150

1.0

V2
12

2g
+ 0.34

V2
6

2g

+ 0.019 × 8
6∕12

V2
6

2g
+ 1.0

V2
6

2g
From continuity considerations

V6 = 4V12

∑
hL1−2

= (0.5 + 2.55 + 5.44 + 4.86 + 16.0)
V2

12

2g
Solving for V12,

29.35
V2

12

2g
= 30

V12 = 8.11 fps V6 = 32.45 fps Q = 6.37cfs
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Now a check must be made on the accuracy of the initial assumption used to find the f values:

rlRe12 = 575,000f12 = 0.0169

Re6 = 1,150,000f6 = 0.0190

Because these values are as close to the initial estimates as one could reasonably expect, we
will consider the first estimates as the final values.

Another form of expressing minor losses is often used by the manufacturers of valves. This
formula is

Q = Cv

√
Δp (144)

where Cv is the flow coefficient for the valve in question and Δp and Q are expressed in psi
(pounds per square inch) and gpm (gallons per minute), respectively. Of course, Cv and KL
measure the same thing. They are approximately related by the equation

KL = 890
C2
v

D4 (145)

for the units already described with diameter expressed in inches.
Transitions are sections of conduit that connect one prismatic portion to another by a grad-

ual change in cross section. Since, owing to the inherent stability of accelerated flow, losses
are small in gradual contractions, transition design is usually determined by factors other than
energy loss. For example, it is often important that the pressure decrease continuously to that
of the reduced section, so that the sections will be both separation proof and cavitation proof.

In expanding transitions or diffusers, wherein kinetic energy is converted into potential
energy, it is even more essential that separation be avoided. The slowly moving fluid near the
wall, which is retarded by surface resistance, is also retarded by the adverse pressure gradient
due to the flow expansion. If the adverse pressure gradient acts over a sufficient length, it is
certain to result in boundary layer separation. Once separation occurs, with the backflow and
eddies that accompany it, the losses become high. A series of experiments was conducted by
Gibson10 on conical diffusers, the results of which are shown in Fig. 39.

7.4 Steady-State Pipeline Analysis

The design situation in pipelines is generally that of selecting a pipe diameter that will convey a
prescribed amount of discharge between two locations of known elevation with specified reser-
voir surface elevations or pressure requirements. The attractiveness of the Hazen–Williams and
Manning formulas is immediately clear because, if minor losses are neglected, both formulas

Figure 39 Loss coefficients for conical diffusers.
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lead to direct solutions for the required diameter. Use of the Darcy formula requires several
iterations beginning with an assumed diameter and ending with a final check on f , Re, and
k∕D to ensure all are consistent in the final solution. Techniques and skills can be developed to
streamline this Darcy equation to determine head loss in a variety of systems with the purpose
of refamiliarizing the reader with the techniques.

Single Pipelines
Single-pipeline problems are solved by applying the work–energy equation between two points
of known energy levels. An example best illustrates the procedure.

Example 7
An 18-in. welded steel pipeline 1200 ft long connects two reservoirs differing in elevation by
20 ft (see Fig. 40). The pipe has a sharp-edged entrance and a wide-open globe valve at the
downstream end near the location where it enters the lower reservoir. Find the flow rate in the
pipe. From the work–energy equation,

z1 +
p1

𝛾
+

V2
1

2g
= z2 +

p2

𝛾
+

V2
2

2g
+
∑

hL1−2

Using the lower reservoir surface as a datum,

20 + 0 + 0 = 0 + 0 + 0 +
∑

hL1−2

where
∑

hL1−2
= (entrance + friction + valve + exit) losses. From Tables 7 and 8,

∑
hL1−2

= 0.5
V2

2g
+ f

L
D
V2

2g
+ 340f

V2

2g
+ V2

2g

=
(

0.5 + f
L
D

+ 340f + 1.0
) V2

2g

From Table 6
k = 0.0018

k
D

= 0.0001

From Table 3
V ≈ 8 ft∕s Re = 8 × 1.5

1.2 × 10−5
= 1 × 106

From Fig. 36, f = 0.0135. Substituting into the preceding work–energy equation,

20 = 0 +
(

0.5 + 0.0135 × 1200
1.5

+ 340 × 0.0135 + 1.0
) V2

2g

= (0.5 + 10.8 + 4.6 + 1.0)V
2

2g

= 16.9
V2

2g

V = 8.73 ft∕s

Figure 40 Diagram for Example 7. Source: By permission from G. Z. Watters, Analysis and Control of
Unsteady Flow in Pipelines, Stoneham, MA, 1984.
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Checking on initial assumptions,

Re = 8.73 × 1.5

1.2 × 10−5
= 1.1 × 106

f = 0.0135 (so solution is acceptable)

Q = AV = 0.7854 × 1.52 × 8.73

Q = 15.4 ft3∕s or 6927gpm

Series pipelines, that is, pipelines of different diameters connected end to end, are handled
in a manner similar to the previous example. It is only required that the single-pipe friction
term be replaced by a summation of the pipe friction losses in each of the pipes, including the
additional minor losses between pipes.

Single Pipelines with Pumps
The pumped pipeline is a common design situation with which engineers are confronted. Pumps
occur at the upstream end of pipelines (source pumps) and at intermediate locations in the
pipeline (booster pumps). In each case, the discharge through the pump and the head increase
across the pump are affected by the pipe system in which the pump is installed.

To analyze pumped pipelines, the work–energy equation must be modified to include the
energy added by the pump:

z1 +
p1

𝛾
+

V2
1

2g
+ Hp = z2 +

p2

𝛾
+

V2
2

2g
+
∑

hL1−2
(146)

where Hp is the energy added to each pound of liquid passing through the pump. In the case of
series or multistaged pumps, Hp is the sum of the head increases across each pump or stage.

The head increase across a pump is a function of discharge through the pump and is
determined experimentally by the manufacturer. The information is presented graphically on a
diagram known as the characteristic diagram. Information on the power requirements and pump
efficiencies at varying discharges is also included. An example of a typical pump characteristic
diagram is shown in Fig. 41.

Because power requirements for a pumping situation are of interest, it is important to
establish the relation between energy added (Hp) and brake horsepower required. The power
added to the liquid by the pump can be expressed as

WHP =
Q𝛾Hp

550
(147)

where WHP is the horsepower added to the water. Of course, a greater amount of power must
be added to the pump shaft because of friction and other losses in the pumping process. The
power that must be supplied to a pump shaft (brake horsepower, BHP) in order to provide a
given WHP is related to the hydraulic parameters by the equation

BHP =
Q𝛾Hp

550𝜂
(148)

where 𝜂 is the overall pump efficiency. Both overall pump efficiency and brake horsepower are
displayed on the pump characteristic diagram in Fig. 41.

Two examples follow that demonstrate the use of the characteristic diagrams in pipeline
analysis.

Example 8
A single-stage pump with the characteristics shown in Fig. 41 (curve A) is used to pump water
from a reservoir of elevation 1350 ft to another reservoir at elevation 1400 ft. The line is 6000 ft
long and 24 in. in diameter with an f value of 0.021.
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Figure 41 Typical pump characteristics diagram for vertical turbine pump. (Courtesy of Allis-Chalmers.)
Source: By permission from G. Z. Watters, Analysis and Control of Unsteady Flow in Pipelines, Butter-
worth, Stoneham, MA, 1984.

Neglecting minor losses, compute the discharge in the pipeline. From the work–energy
equation

z1 +
p1

𝛾
+

V2
1

2g
+ Hp = z2 +

p2

𝛾
+

V2
2

2g
+
∑

hL1−2

1350 + 0 + 0 + Hp = 1400 + 0 + 0 + f
L
D
V2

2g

Hp = 50 + 0.021 × 6000
2

V2

2g

= 50 + 63.0
V2

2g
This equation must be solved by trial in conjunction with the head-versus-discharge charac-
teristic for the pump given in Fig. 41. In the solution process we neglect losses in the pump
discharge column and head, which would normally be included in an analysis.

The solution is best approached using a trial solution table:

Assume Q (gpm) V (ft/s) V2

2g
63V2

2g
RHSa Hp(ft)a

8000 5.67 0.50 31.5 81.5 73
7000 4.96 0.38 24.1 74.1 79
7500 5.32 0.44 27.7 77.7 76
7400 5.25 0.43 26.9 76.9 77

aRight-hand side (50 + 63.0V2∕2g).

The solution is Q = 7400 gpm.
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Example 9
Solve the problem of Example 8 if two three-stage parallel pumps with curve C characteristics
were employed.

The pipeline analysis would remain the same:

Hp = 50 + 63.0
V2

2g

However, Hp is now the total head put out by the three stages in each pump. Also the pipeline
discharge must be halved to obtain the amount passing through each pump.

The resulting trial solution table is as follows:

Assume Pump Q (gpm) Qpipe V(ft∕s) V2

2g
RHS Hp∕stage Hp(ft)

7000 14,000 93 1.53 146 54 159
7500 15,000 10.63 1.76 161 50 150
7250 14,500 10.28 1.64 153 51 153

The solution is Q = 7250 gpm.

7.5 Pipe Network Analysis

The steady-state analysis of flows in pipe networks can be a very complex problem. Devices
such as pressure-reducing valves, minor losses, booster pumps, and supply pumps, as well as
reservoirs, all serve to complicate the analysis. The subject is covered comprehensively by
Jeppson,11 and the reader is referred to that text for detailed information. The presentation here
will be introductory and will apply only to relatively simple systems. However, we shall discuss
all three of the most popular analysis methods—the Hardy Cross method, the linear theory
method, and the Newton—Raphson method. In addition, a good summary of the application
of these three methods is given by Wood and Rayes.12

Hardy Cross Method
Because of its simplicity of application, its easily understood theory, and its amenability to hand
calculation, the Hardy Cross method has enjoyed (and still enjoys) considerable popularity
among practicing engineers.

The first step is to estimate flow rates in all the pipes in a network so that continuity is
satisfied at each junction (node). Of course, it is unlikely that the energy line (EL) and hydraulic
grade line (HGL) are continuous throughout the network because the original estimates of the
flow rates are always erroneous to some degree. This method assumes that there can be found a
unique flow rate adjustment that can be applied to each loop in the network that will cause the
EL–HGL to be continuous around each loop. In hydraulic terms this continuity is expressed as

N∑

i=1

hLi = 0 (149)

around each loop where i is the pipe number and N is the number of pipes in the loop. Assuming
that the head loss can be written in the form

hLi = KiQ
n
i (150)

and assuming a correction ΔQ is being added to each pipe flow in the loop to satisfy the require-
ment that the sum of the head loss equals zero, this equation becomes

N∑

i=1

= Ki(Q1 + ΔQ)n = 0 (151)
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where Qi is the most recent estimate for the discharge in each pipe in the loop. It remains only
to solve for ΔQ.

Because n is generally a noninteger, the preceding is generally expanded by the bino-
mial theorem to yield an equation for ΔQ. Retaining only the first two terms of the binomial
expansion, the following equation for ΔQ is derived:

ΔQ =

N∑

i=1

KiQ
n
i

−n
N∑

i=1

KiQ
n−1
i

(152)

To produce the proper sign on ΔQ, the denominator is kept negative and the terms in the sum-
mation in the numerator are positive or negative, depending on whether one moves with or
against the flow while proceeding clockwise around the loop.

Once the ΔQ is computed for each loop, it is added (or subtracted) from the flow rates in
each member of the loop to get a better estimate of the true flow rate. Because the decomposition
of (Qi + ΔQ)n with the binomial theorem was not exact and because pipes that are common
to more than one loop have multiple ΔQ corrections, the calculated ΔQ′s will not be correct.
Therefore, the process is iterative and must be continued until the error is acceptably small (or
no convergence to a solution occurs).

Although this numerical method is not so sophisticated as the other methods, the results
are just as valid, provided convergence is obtained. Actually, a more careful investigation would
reveal that Hardy Cross analysis is a decoupled Newton–Raphson analysis.

Linear Theory Method
The linear theory method is a technique for solving a set of network equations, some of which
are nonlinear, for the unknown flow rates in the pipes. The equations are generated by writing
continuity equations for flow into and out of each junction and by specifying that the algebraic
sum of the head losses around each loop is zero. Solving a set of nonlinear equations is an
iterative process and there are many techniques for doing this. In the linear theory approach the
nonlinear equations for the sum of the head losses around each loop are linearized. Then the
complete set of linear equations (the continuity equations are already linear) is solved.

To understand how the procedure works, look at the equations involved. For each loop in
the network the following equation is valid:

N∑

i=1

hLi =
N∑

i=1

KiQ
n
i = 0 (153)

where N is the number of pipes in the loop. To linearize this equation, Qn
i is decomposed into

two parts so that this equation becomes
N∑

i=1

(KiQ
n−1
i )Qi =

N∑

i=1

K′
i Qi = 0 (154)

Of course K′
i is now a function of Qi so the process is still iterative.

As the set of linear-plus-linearized equations is successively solved, the estimate of K′
i is

revised after each solution. After several iterations the values of Qi and K′
i should converge to

their final values. The mathematical form of the iteration equation is
N∑

i=1

Ki[Q
(j−1)
i ]n−1Qj

i = 0 (155)
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where j is the iteration number. For example, if we are making the eighth iteration (j = 8), then
we would calculate K′

i’s from the results of the seventh iteration.
Experience with the linear theory has shown that the numerical solution tends to oscillate

around the final values. To damp out this numerical oscillation, the iteration equation is altered
to include the last two iterations for Qi in computing K′

i:

N∑

i=1

Ki

[
Q(j−1)

i + Q(j−2)
i

2

]n−1

Q(j)
i = 0 (156)

When starting an analysis, only the direction of flow (not the quantity) has to be specified. This
is a substantial savings in effort over the Hardy Cross approach. For the first iteration K′

i
(1) is

assumed to be equal to Ki. For the second iteration K′
i
(2) will equal Ki[Qi

(1)]n−1
. Thereafter,

Eq. 156 will be used for each loop.

Newton–Raphson Method
The Newton–Raphson technique has the same conceptual basis as the Hardy Cross method.
Flow rates in each pipe are assumed that satisfy continuity, and these flow rates are corrected so
that the sum of the head losses around each loop approaches zero. In the Hardy Cross method
the flow rates in each pipe are corrected after each ΔQ computation. In the Newton–Raphson
method the equations containing ΔQ are written for each loop; then this nonlinear set of
equations is solved successively for the final value of ΔQ in each loop. When the solution is
complete, only then are the initial flow rates in each pipe adjusted to their final value.

The method gets its name from the technique used to solve the nonlinear set of equations.
The Newton–Raphson technique is a frequently used, powerful method of numerical analysis.
In operation, it adjusts successive approximations to the solution by computing the way the
solution is moving with respect to each variable and then, based on that computation, calculates
new trial values for the unknowns.

The Newton–Raphson technique in two or more dimensions (two or more equations with
two or more unknowns) is most conveniently expressed in matrix form,

{F(j−1)} + [J(j−1)]{x(j) − x(j−1)} = {0} (157)

where J is a K × K matrix of 𝜕F(j−1)∕𝜕xk known as the Jacobian. Converting this to another
form,

{x(j)} = {x(j−1)} − [J(j−1)]−1{F(j−1)} (158)

Because all the Fk can be differentiated, the Jacobian can be evaluated at each new approxi-
mation for xi and the inverse computed. However, this is a very large computational task for
large systems of equations; hence, a slightly different approach is employed when working with
hydraulic networks.

In hydraulic networks,

Fk =
N∑

i=1

KiQ
n
i = 0 (159)

However, because the Qi’s are unknown, a value in each pipe must be estimated and a search
for ΔQ’s, which will correct the Q0’s to the proper value, must be made. The loop equations
now are of the form

Fk =
N∑

i=1

KLi

[
Q0i

+
K∑

l=1

ΔQl

]n

= 0k = 1,K (160)

because any pipe in a given loop may be a member of other loops and their ΔQ’s must be
included. Then, in general,

Fk(ΔQ1,ΔQ2, … ,ΔQk) = 0k = 1,K (161)
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If ΔQ(j) − ΔQ(j−1) is now represented as 𝛿Q(j) in each loop, then

[J(j−1)]{𝛿Q(j)} = −{F(j−1)} (162)

This equation is now solved for {𝛿Q(j)} and

{ΔQ(j)} = {ΔQ(j−1)} + {𝛿Q(j)} (163)

after each iteration. When the 𝛿Q’s become small enough, an acceptable solution has been
obtained.

It should be noted here that this method only requires the solution to a set of equations
equal in number to the number of loops. The linear theory must solve a set of equations equal
in number to the number of unknown flow rates. Consequently, the Newton–Raphson technique
may require substantially less storage space for solution.

7.6 Unsteady Flow in Pipe Systems

Unsteady flow in pipe systems is important because it can result in serious problems. Some of
these are:

1. Pipe rupture

2. Pipe collapse

3. Vibration

4. Excessive pipe displacements

5. Pipe fitting and support deformation or failure

6. Vapor cavity formation (cavitation, column separation)

Some of the primary causes of unsteady flow are:

1. Valve closure (or opening)

2. Flow demand changes

3. Pump shutdown (or power failure to the pump)

4. Pump startup

5. Air venting from lines

6. Failure of flow or pressure regulators

7. Pipe rupture

Unsteady flow analysis in pipe systems is generally divided into two categories:

1. Rigid water column theory (surge theory) where the fluid and pipe are inelastic, pressure
changes propagate instantaneously, and the differential equation of motion is “ordinary”

2. Elastic theory (water hammer) where the elasticity of fluid and pipe affect pressure
changes, pressure changes propagate with wave speed a (1000–4700 ft/s), and the dif-
ferential equations of motion are partial and nonlinear

A simple problem is used to demonstrate phenomena and introduce concepts. A steady
flow situation is shown in Fig. 42 where velocity V is caused by head H in reservoir. Friction
is neglected and the EL and HGL are coincident because water hammer pressures are large
compared to velocity head.

The valve is closed suddenly causing a pressure head to propagate upstream at speed a.
The sequence of events shown in Fig. 42 are as follows:

1. Pressure head increase ΔH reaches reservoir at L∕a seconds. Velocity = 0 and
pressure head = H + ΔH throughout pipe. Pipe is stretched. Water is compressed.
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Figure 42 Pressure wave propagation in simple pipe system. Source: By permission from G. Z. Watters,
Analysis and Control of Unsteady Flow in Pipelines, Butterworth, Stoneham, MA, 1984.

2. High pressure in pipe ejects water into reservoir. At 2 L∕a seconds, velocity = − V ,
pressure head = H throughout pipe.

3. Upstream flow suddenly stopped at valve. Negative wave propagates upstream. At 3
L∕a seconds, velocity = 0, pressure head = H − ΔH throughout pipe.

4. High pressure in reservoir forces water into pipe giving downstream flow. At 4 L∕a,
velocity = V , pressure = H, and wave period is complete.
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5. As long as valve remains closed, these cycles repeat. Any friction in system would
cause damping of ΔH until it eventually disappears.

The following are important ideas:

1. L∕a is an important time parameter in water hammer situations.

2. Pressure head at the valve reaches its maximum if the valve is closed in any time less than
2 L∕a seconds. Valve need not be suddenly closed to create maximum water hammer
pressures.

Column Separation
When pressure change is severe enough to drop pressure in the pipe to the vapor pressure of
water, “column separation” occurs. Dissolved gases come out of solution, water vapor cavities
occur, and liquid columns “separate.” Eventually cavity closure causes water hammer pressure
“shocks” of a magnitude difficult to calculate and potentially destructive.

Column separation could be caused by simple valve closure. In Fig. 42, if ΔH were large
enough, column separation would occur on both sides of the valve, although at different times.

Rigid Water Column Theory
This analysis uses Newton’s second law, F = ma. For unsteady flow the equation is

P1

𝛾
−

p2

𝛾
−

fL

2gD
V2 = L

g
dV
dt

(164)

where

p = pressure
f = Darcy–Weisbach friction factor
L = pipe length
𝛾 = specific weight of water
D = pipe diameter
V = flow velocity
g = acceleration of gravity

dV∕dt = liquid acceleration

Example 10
Flow establishment in a pipe. The physical situation is shown in Fig. 43 with free discharge at
the valve.

The equation applied to this problem is

H0 −
fL

2gD
V2 = L

g
dV
dt

This expression can be integrated in closed form. The time to reach steady flow is infinite. To
reach 99% of V ,

t99 = 2.65
LV0

gH0

Pipe systems may not be single, constant-diameter pipes. The equivalent pipe technique may
be used to reduce complex pipe systems to single pipes. Criteria for equivalence is friction loss
equality and similar dynamic behavior. For series pipes

[
fL

D5

]

eq

=
N∑

i=1

[
FiLi
D5

i

]
(165)
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Figure 43 Simple system for applying rigid water column theory. Source: By permission from G. Z.
Watters, Analysis and Control of Unsteady Flow in Pipelines, Butterworth, Stoneham, MA, 1984.

[ L
D2

]

eq
=

N∑

i=1

[
Li
D2

i

]
(166)

For parallel pipes [
D5

eq

FeqLeq

]1∕2

=
N∑

i=1

[
D5

i

fiLi

]1∕2

(167)

[
D2

eq

Leq

]
=

N∑

i=1

[
D2

i

Li

]
(168)

Example 11
A three-unit pumped storage facility is shown in Fig. 44. Flow through the turbines is shut
down so that penstock velocities decrease from 60 ft/s to zero linearly in 30 s. Compute pmax if
the f value is the same for all pipes.

Using the parallel-pipe equations,

D2
eq

Leq
= 3

(
82

800

)
= 0.240

(
D5

eq

Leq

)1∕2

= 3

(
85

800

)1∕2

= 19.20

Figure 44 Schematic sketch of a pumped storage facility. Source: By permission from G. Z. Watters,
Analysis and Control of Unsteady Flow in Pipelines, Butterworth, Stoneham, Mass., 1984.
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The parallel pipes can be replaced by a single pipe D = 11.54 ft and L = 555 ft. Using the
series-pipe equation,

Leq

D2
eq

= 2000

242
+ 555

11.542
= 7.64

Leq

D5
eq

= 2000

245
+ 555

11.545
= 0.00296

This series pipe is replaced by the single pipe D = 13.71 ft and L = 1437 ft. Steady flow
velocity in the equivalent pipe is

Veq = Q
Aeq

= 61.3 ft∕s

From the unsteady flow equation,

400 −
p2

𝛾
−

fLV2

2gD
=
(1437

32.2

) 0 − 61.3
30

p2

𝛾
= 400 + 91.2 −

fLV2

2gD
A maximum pressure head of 491 ft occurs at the instant the valve is completely closed.

Elastic Theory
Elastic theory includes the effect of water and pipe elasticity on pressures and velocities. The
impulse–momentum equation and the conservation-of-mass equation are used.

The impulse–momentum equation is used to develop the equation for ΔH. The x compo-
nent of the equation is (∑

Fext

)

x
= Q𝜌(Vout − Vin) (169)

where the x direction is along the pipe, Fx are forces in the x direction, and Q is discharge.
To make the unsteady case steady, the coordinate system is moved along the pipe at the

wave speed so the wave appears to be standing still. The resulting analysis gives

ΔH = a
g
ΔV (170)

It is clear that ΔH depends on the wave speed a. Conservation of mass is used to find an
equation for wave speed. The result for thin-walled pipes is

a =
(K∕𝜌)1∕2

[1 + (K∕E) (D∕e) (C)]1∕2
(171)

where

K = bulk modulus of elasticity of liquid
E = modulus of elasticity of pipe
D = pipe diameter
e = pipe wall thickness
C = restraint coefficient
C =

5
4
− 𝜇 if pipe is free to stretch in longitudinal direction as a pressure vessel.

C = 1 − 𝜇2 if no longitudinal stretching occurs.
C = 1.0 if functioning expansion joints occur, where 𝜇 is Poisson’s ratio

Thin-walled pipes have D∕e greater than about 40. Suggested values of E and 𝜇 are shown
in Table 9.
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Table 9 E and 𝜇 Values for Common Pipe Materials

Steel E = 30 × 106psi 𝜇 ≈ 0.30
Ductile cast iron E = 24 × 106psi 𝜇 ≈ 0.28
Copper E = 16 × 106psi 𝜇 ≈ 0.36
Brass E = 15 × 106psi 𝜇 ≈ 0.34
Aluminum E = 10.5 × 106psi 𝜇 ≈ 0.33
Polyvinyl chloride E = 4 × 105psi 𝜇 ≈ 0.45
Fiberglass-reinforced plastic (FRP) E2 = 4.0 × 106psi 𝜇2 = 0.27 − 0.30

E1 = 1.3 × 106psi 𝜇1 = 0.20 − 0.24
Asbestos cement E ≈ 3.4 × 106psi 𝜇 ≈ 0.30
Concrete E = 57,000

√
f ′c

a 𝜇 ≈ 0.24 (dynamically)
aWhere f ′c = 28-day strength.

For water (K∕𝜌)1∕2 = 4720 ft∕s. Most buried-pipe situations are close toC = 1 − 𝜇2; how-
ever, for 𝜇 ≈ 0.3, the result is about the same regardless of restraint.

Example 12
A 10,000-ft pipe has V = 10 ft∕s and a wave speed of 3220 ft∕s. Compute head increase at a
valve for sudden valve closure:

ΔH = a
g
ΔV = 3220

32.2
10 = 1000 or 433 psi

Note that L∕a = 3.1 s. If the valve is closed in less than 6 s, full water hammer pressure is
developed.

The previous C values for thin-walled pipes must be modified when D∕e is less than 40.
For homogeneous pipes,

Case (a)∶ C = 1
1 + e∕D

[(5
4
− 𝜇

)
+2

e
D

(1 + 𝜇)
(

1 + e
D

)]
(172)

Case (b)∶ C = 1
1 + e∕D

[(
1 − 𝜇2

)
+ 2

e
D
(1 + 𝜇)

(
1 + e

D

)]
(173)

Case (c)∶ C = 1
1 + e∕D

×
[
1 + 2

e
D

(1 + 𝜇)
(

1 + e
D

)]
(174)

These C values are used in the wave speed equation to compute wave speed.
When air or other dissolved gases come out of solution and form small bubbles, wave

speed is affected dramatically. This occurs because:

1. Low pressure at pipeline summit allows air release.

2. Pump sump is aerated by improper inflow design.

If the fraction of the air volume is known, the wave speed can be estimated from the fol-
lowing equation:

a =
√
Kl∕𝜌ave√

1 + (Kl∕E) (D∕e)C + (void fraction) (Kl∕Ka)
(175)

Amounts of air as low as 0.5% can reduce wave velocity to 25% of its unaerated value.
The previous approach permits calculation of pressure head increase at a point where

velocity changes suddenly. Generally, it is necessary to find head H and velocity V at any
section of pipe system at any time t.
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To accomplish this Newton’s second law and conservation of mass are applied to a differ-
ential length of pipe through which the water hammer wave is passing. The result is two partial
differential equations,

dV
dt

+ g
𝜕H
𝜕s

+ 1
2
F
D
V|V| = 0 (176)

a2

g
𝜕V
𝜕s

+ V
[
𝜕H
𝜕s

− 𝜕z
𝜕s

]
+ 𝜕H

𝜕t
= 0 (177)

where s is the location along pipe and z is the elevation above datum.
This type of equation can be solved using the “method of characteristics.” First, the

equations are simplified by replacing dV∕dt with 𝜕V∕𝜕t and deleting 𝜕H∕𝜕s in Eqs. 176 and
177. This approximation had been shown to have negligible effects on accuracy. If independent
variables s and t follow certain relationship in Eqs. 176 and 177, namely

ds
dt

= ±a (178)

then partial differential equations can be written as total differential equations:

C+∶ dV
dt

+
g

a
dH
dt

+
f

2D
V|V| = 0 (179)

if
ds
dt

= a (180)

and
C−∶ dV

dt
=

g

a
dH
dt

+
f

2D
V|V| = 0 (181)

if
ds
dt

= −a (182)

Equations 180 and 182 are called the characteristics of the C+ and C− equations, respec-
tively.

The physical meaning of C+, C− and characteristic equations is that changes in pressure
caused by disturbances (valve closing) propagate at wave speeds upstream and downstream in
the pipe (ds∕dt = ±a). If this rule is followed, the partial differential equations become total
differential equations. The equations are solved numerically as described in Watters,13 Wylie
and Streeter,14 and Chaudhry.15

8 FLOW IN OPEN CHANNELS*

Flow in open channels is similar to that in pipes in that flow can be laminar or turbulent, can
have smooth or rough boundaries, and be uniform or nonuniform. Open-channel flow has the
one unique characeristic that the pressure is zero on the free surface. Laminar flow is quite rare
and will not be addressed here. This work will consider primarily uniform and nonuniform flow
in the turbulent rough boundary mode.

8.1 Uniform Flow

In steady uniform flow, the slope for channel bottom, free surface (hydraulic grade line), and
energy grade line are the same (tan 𝜃, Fig. 45). For very wide channels, the shear stress varies

∗ Illustrations and material all or in part fromEshbach’s Handbook of Engineering Fundamentals (Hoboken,
NJ: Wiley).
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Figure 45 Uniform flow.

linearly with distance from the free surface y, given by 𝜏 = y𝛾 sin 𝜃. For other channels, the
average shear stress 𝜏0 at the solid boundary is 𝜏0 = 𝛾R sin 𝜃, where R is the hydraulic radius,
which is defined as the ratio of area of cross section A to wetted perimeter P. The liquid veloc-
ity at the solid boundary is zero; it increases generally with distance from a boundary. The
maximum velocity is usually below the free surface.

The Manning formula is the most commonly used open-channel formula,

V = 1.49
n

R2∕3S1∕2 (183)

where V is the average velocity, R is the hydraulic radius, S = sin 𝜃 (Fig. 45), and n is an
absolute roughness factor, having the dimensions L1∕6, whose values for different surfaces are
determined experimentally. Table 10 lists many of these values. Since the constant in the Man-
ning formula is not dimensionless, it is necessary to use the foot–pound–second system of
units.

Multiplying the formula by A,

Q = 1.49
n

AR2∕3S1∕2 (184)

When the cross section is known, the equation may be solved directly for any one of the other
quantities that is unknown. For determination of depth of flow in a given section, with Q, n, S
given, the solution is affected by trial.

Example 13
Find the depth of flow in a trapezoidal channel of roughness 0.012, bottom width 10 ft, and side
slopes 1:1 for 650 ft3∕s. The channel slope is 0.000.

Writing

AR2∕3 = A5∕3

p2∕3

from the Manning formula

Qn

1.49S1∕2
= A5∕3

P2∕3
= 650 × 0.012

1.49 × 0.03
= 174.7

A = 10D + D2 P = 10 + 2
√

2D

hence

f (D) = (100 + D2)5∕3

(10 + 2
√

2D)2∕3
= 174.7

Trying D = 5, f (D) = 160; hence D must be larger. Trying D = 5.5, f (D) = 191. By
straight-line interpolation, D = 5.24, f (D) = 174, which is a satisfactory check. Hence
D = 5.24 ft is the answer sought.



110 Mechanics of Incompressible Fluids

Table 10 Average Manning n Values for Selected
Boundaries

Closed Conduits Flowing Partially Full

Welded steel 0.012
Coated cast iron 0.013
Uncoated cast iron 0.014
Corrugated metal storm drain 0.024
Cement mortar 0.013
Concrete culvert 0.011
Finished concrete 0.012
Unfinished concrete (smooth wood form) 0.014
Vitrified sewer pipe 0.014

Lined open channels

Painted steel 0.013
Cement mortar 0.013
Planed, untreated wood 0.012
Unfinished concrete 0.017
Gunite concrete (good) 0.019
Glazed brick 0.013
Cemented rubble 0.025
Smooth asphalt 0.013

Excavated channels

Earth, straight, uniform and clean 0.018
Gravel, straight, uniform and clean 0.025
Earth with short grass and a few weeds 0.027
Dredged channel 0.028
Smooth rock cuts 0.035
Jagged rock cuts 0.040

Source: V. T. Chow,OpenChannel Hydraulics, McGraw-Hill,
New York, 1959.

The cross section having the least perimeter for given conditions is called the most efficient
cross section. The semicircular section is the most efficient of all cross sections since it has the
least perimeter for a given area. The most efficient rectangular channel has a bottom width
twice the depth. The most efficient trapezoidal channel is half of a hexagon.

Specific Energy—Critical Depth
The mechanical energy per unit weight, with elevation datum taken as the bottom of the channel,
is called specific energy. It is simply the sum of depth of flow and velocity head. In steady
uniform flow, when all cross sections are identical, the specific energy is constant along the
channel.

Referring to Fig. 46, the specific energy is

E = y + V2

2g
(185)

assuming uniform distribution of velocity over the cross section. For a given discharge Q,
the specific energy varies with the depth of flow. Substituting V = Q∕A, where A is the
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Figure 46 Specific energy.

Figure 47 Specific energy diagram. (Courtesy of R. A. Dodge, University of Michigan, Ann Arbor.)

cross-sectional area and a function of y,

E = y + Q2

2gA2
(186)

For a unit width of rectangular channel, with q the discharge per unit width,

E = y +
q2

2gy2
(187)

A plot of specific energy against depth, Fig. 47, for a constant q, reveals that a certain
minimum specific energy is required for the flow, found by setting dE∕dy = 0. Calling this
depth yc the critical depth, we have

yc =
(
q2

g

)1∕3

(188)

In terms of the velocity, Vc =
√
gyc. Hence the critical depth is the depth at which the

velocity of flow Vc is just equal to the velocity of an elementary wave
√
gy in still liquid.

Greater specific energy is required for both greater and lesser depths of flow. It is obvious from
Fig. 47 that there are two depths at which the flow has the same specific energy.

For nonrectangular channels the critical depth occurs when

Q2

g
= A3

b
(189)

where b is the top width of the cross section at the liquid surface.
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8.2 Steady, Nonuniform Flow

Gradually varied channel flow is steady flow in which changes in depth, section, slope, and
roughness with respect to length along the channel are small. By assuming that the energy
loss at any section is the same as in uniform flow at the same discharge and the same depth,
a differential equation for change in depth as a function of distance along the channel can be
developed:

dy

dl
=

S0 − n2Q2∕[(1.49)2A2R4∕3]
1 −Q2b∕(gA3)

(190)

where y is the depth, l the distance along the channel, S0 the angle the bottom makes with the
horizontal, n the Manning roughness factor, Q the discharge, A the cross-sectional area, R the
hydraulic radius, and b the width of cross section at the liquid surface. Solving for l,

l =
∫

1 − Q2b∕(gA3)
S0 − n2Q2∕[(1.49)2A2R4∕3]

dy (191)

For constant S0 and n, the integrand is a function of y only, and l may be determined as
a function of y, usually by numerical integration. When the integrand is zero, Q2b∕gA3 = 1,
which is the condition for critical depth. Hence for a change in depth there is no change in l;
that is, neglecting the effects of the curvature of streamlines and the nonhydrostatic pressure dis-
tribution, the liquid surface is vertical as the flow goes through critical. When the denominator
is zero, uniform flow occurs, and there is no change in depth along the channel.

The various possible free-surface profiles given by the preceding equation are shown in
Fig. 48. In each case the flow is from left to right. Here, y0 is the normal depth, that is, the depth
given by the Manning uniform flow equation; yc is the critical depth. When the normal depth
is greater than the critical depth, the slope of the channel is mild; when normal depth equals
critical depth, the slope is critical; when normal depth is less than critical depth, the slope is
steep. The two other cases are horizontal and adverse.

The determination of surface profiles from the equation is affected by starting the numeri-
cal integration at a control section. When the flow is above critical depth, the control is always

Figure 48 Surface profiles on adverse, horizontal, mild, critical, and steep slopes. (Courtesy of Hunter
Rouse, State University of Iowa, Iowa City.)
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downstream, and the depth is evaluated first for the control section, and then use is made of the
gradually varied flow equation. Writing the equation in the form

l =
∫

F(y)dy

a plot of F(y) as ordinate against y as abscissa is made, starting with the control depth and
varying y in the direction indicated by the characteristic curves. This plot (Fig. 49) gives the
value of l from the control section to the new depth y as the area under the curve between the
values of y. In this manner the whole profile may be worked out.

When the depth of flow is less than critical, the control section is upstream (i.e., flow is
out from under a gate), and the integration is handled in a similar fashion for determination of
the profile downstream from the control.

A phenomenon known as the hydraulic jump occurs under certain conditions in channel
flow. The flow prior to the jump must always be below the critical depth, and when the down-
stream depth is such that the momentum equation is satisfied for the liquid contained in the
jump, the hydraulic jump will occur. The momentum equation applied to the liquid between
sections 1 and 2 of Fig. 50 for a rectangular channel yields the relation between depths

D2 = −
D1

2
+

√
2D1V

2
1

g
+

D2
1

4
(192)

Examples of occurrence of the surface profiles, including situations where the jump results, are
given in Fig. 51.

8.3 Unsteady, Nonuniform Flow

Any change in discharge in an open channel results in an unsteady nonuniform flow. The
changes in flow result in gravity waves moving through the system. In certain cases, waves
of fixed form propagate along the channel. The most common is the surge wave depicted in
Fig. 52. In a rectangular channel, the celerity of the surge can be computed by the equation

c =
√
gy1

[
1
2

y2

y1

(
y2

y1
+ 1

)]1∕2

(193)

where c is the surge celerity relative to the undisturbed fluid velocity V1.

Figure 49 Plot for determination of liquid surface profile.

Figure 50 Hydraulic jump.
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Figure 51 Examples of surface profiles. (Courtesy of Hunter Rouse, State University of Iowa, Iowa City.)

Figure 52 Surge wave.

There are other waves of fixed form, including the monoclinal rising flood wave, the soli-
tary wave, and roll waves. All of these are the result of special flow or channel conditions and
can be found in the literature.

The most general approach to open-channel unsteady flow is through a procedure similar
to that used in pipe flow. The principles of continuity and momentum are employed to develop
a pair of nonlinear partial differential equations:

𝜕A
𝜕t

+ V
𝜕A
𝜕x

+ A
𝜕V
𝜕x

= q (194)

g
𝜕y

𝜕x
+ 𝜕V

𝜕t
+ V

𝜕V
𝜕x

= g(S0 − Sf ) −
V
A
q (195)

where

A = cross-sectional area
V = velocity of flow
y = depth of flow
S = slope of energy gradient
q = lateral inflow per unit length

In a manner similar to that in pipe flow these two equations can be transformed into ordi-
nary differential equations so that

dV
dt

+
g

c

dy

dt
+ g(S − S0) +

q

A
(V + c) = 0 (196)
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if
dx
dt

= V + c (197)

and
dV
dt

−
g

c

dy

dt
+ g(S − S0) +

q

A
(V − c) = 0 (198)

if
dx
dt

= V − c (199)

where c is
√
gA∕b and b is the surface width of the channel.

The equations can now be solved numerically by finite-difference methods. This applica-
tion of the method of characteristics requires that considerable care be exercised to guarantee
that the Courant condition-relating time step, length step, and wave celerity,

Δt ≤ Δx
|V| + c

(200)

be satisfied. The work of Wylie and Streeter14 detail this general approach to the analysis of
unsteady flow in open channels.

9 FLOW ABOUT IMMERSED OBJECTS

Flow about immersed objects has been discussed in Section 4 for the case of an ideal (friction-
less) fluid. This section considers the effects of viscosity.

When a viscous fluid flows past an object, the fluid exerts a shear stress on the surface
of the object as well as a normal pressure force. If the components of the surface shear and
pressure in the direction of the flow are summed, the resulting force is known as the drag. The
drag consists of a contribution from shear (skin friction drag) and pressure (form drag). In the
case of well-formed bodies, the skin friction drag is the most significant. For blunt bodies, form
drag dominates.

If the components of shear and pressure forces normal to the oncoming flow are summed,
the lift on the body results. Typically, shear forces play a minor direct role on lift. Pressure is
the dominant contributor. However, viscous forces can have a considerable indirect effect on
lift and drag by causing boundary layer separation. It is common to represent lift L and drag D
in terms of lift and drag coefficients:

D = CD
1
2
𝜌AV2

o (201)

L = CL
1
2
𝜌AV2

o (202)

where
CD, CL = drag and lift coefficients, respectively

𝜌 = fluid density
A = frontal area of object
Vo = free-stream velocity

In 1904 Prandtl developed the concept of the boundary layer and thus forged the link
between ideal fluid mechanics and viscous flow. For fluids of relatively small viscosity, the
effects of fluid friction are confined to a thin layer of fluid adjacent to the boundary known
as the boundary layer. The flow outside the boundary layer can be determined with the tools
of ideal fluid flow analysis. It is important to note that the boundary layer is thin and there is
little normal acceleration; hence, the pressure variation along the body is determined, for all
practical purposes, by the ideal fluid flow. This revelation led to the first analytical approach to
the calculation of drag.
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Figure 53 Boundary layers on flat plate. Source: By permission from J. K. Vennard and R. L. Street,
Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

9.1 Flat-Plate Boundary Layer

Flow across a flat plate parallel to the flow direction is subject to boundary layer growth. The
forward portion of the plate develops a laminar boundary layer. The laminar boundary layer then
“breaks down,” forming a turbulent boundary layer that continues downstream indefinitely (see
Fig. 53). The laminar boundary layer exists until a Reynolds number of 3900 occurs:

Re = V𝛿
𝜈

(203)

where 𝛿 is the boundary layer thickness. Note that if the approaching flow is turbulent or the
leading edge of the plate is rough, the laminar boundary layer may be considerably shorter.

Analysis of the flow on a flat plate provides the following values of shear stress and drag
for the laminar flow portion:

𝜏o = cf
1
2
𝜌V2

o (204)

where

cf =

√
8

15Rex
and Rex =

Vox

𝜈
(205)

where x is the distance from forward edge of the plate. The total drag force D is given by

D = Cf
1
2
A𝜌V2

o (206)

where

Cf =

√
32

15Rex
(207)

These formulas are valid for Reynolds numbers based on Rex up to 500,000 where

Rex =
Vx
𝜈

(208)

If the flow over the flat plate is largely turbulent, then the drag coefficient Cf can be expressed
as

1√
Cf

= 4.13logCf Rex (209)

In general the Cf values in Fig. 54 can be used in the drag force equation to compute total
drag on a smooth flat plate.
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Figure 54 Drag coefficients for smooth, flat plates. Source: By permission from J. K. Vennard and R. L.
Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 55 Drag coefficients for sphere, disk, and streamlined body. Source: By permission from J. K.
Vennard and R. L. Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

9.2 Drag on Immersed Objects

The total drag on an immersed object may be dominated by skin friction or form drag but,
in any case, is generally obtained by experiment. The data are presented as drag coefficients
and plotted as CD versus Reynolds number. The total drag force can then be calculated from
Eq. 201. Data on drag coefficients for common objects are presented in Figs. 55 and 56.
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Figure 56 Drag coefficients for circular cylinders, flat plates, and streamlined struts of infinite length.
Source: By permission from J. K. Vennard and R. L. Street, Elementary Fluid Mechanics, 5th ed., Wiley,
New York, 1975

9.3 Lift

Lift is also presented through graphs of CL.

10 FLUID MEASUREMENTS*

In spite of the advances in numerical analysis, analytical techniques, and computer power in
recent years, the complex phenomena of fluid flow must still be addressed empirically. The mea-
surement of pressure, shear, discharge, velocity, and so forth remain necessary skills to the
serious fluid mechanician. Many techniques and devices remain relatively unchanged over the
years. Others, particularly in velocity measurement, reflect the recent advances in technology.
This section presents an abbreviated review of the range of devices available.

10.1 Fluid Property Measurement

Specific Weight or Density
Measurement of the specific weight of a liquid relies on fundamental concepts and devices
that generally need no calibration. Figure 57 illustrates three methods that depend on buoy-
ancy calculations and one (Fig. 57d) that utilizes hydrostatics. Probably the simplest method
is not illustrated—simply weighing a known volume of liquid. The device or method selected
depends on the availability of the required equipment.

Figure 57a utilizes the submerged weight of a known volume of liquid. Figure 57b, in a
somewhat reversed approach, submerges a known weight and volume into the unknown liquid.
Figure 57c uses calibrated hydrometers.

Viscosity Measurement
Viscosity-measuring devices (viscometers) generally employ one of three approaches to mea-
suring viscosity—the falling sphere, the flowing tube, or the rotating cylinder. All the devices
require that laminar flow be maintained throughout the measurement period.

∗ This section follows closely the treatment in J. K. Vennard and R. L. Street, Elementary Fluid Mechanics,
5th ed., Wiley, New York, 1975.
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Figure 57 Devices for density measurement. Source: By permission from J. K. Vennard and R. L. Street,
Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

The falling-sphere device is illustrated in Fig. 58. Stokes’s law for a sphere falling in a
viscous liquid is employed. The time required for a sphere of known size and weight to fall a
specified distance is measured. The absolute viscosity can be calculated from the equation

𝜇 =
d2(𝛾s − 𝛾l)

18V
(210)

where

d = sphere diameter
V = sphere velocity

𝛾s, 𝛾l = specific weight of sphere and liquid, respectively

The flowing-tube devices (Ostwald, Saybolt, Bingham, Redwood, and Engler viscometers)
are typified by the Ostwald and Saybolt devices in Fig. 59. All these devices depend on the
laminar unsteady flow of a liquid. The time required for a given volume of liquid to flow through
a small tube is measured, and an empirical formula based on laminar flow principles is used
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Figure 58 Falling-sphere viscometer. Source: By permission from J. K. Vennard and R. L. Street, Ele-
mentary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 59 Tube viscometers. Source: By permission from J. K. Vennard and R. L. Street, Elementary
Fluid Mechanics, 5th ed., Wiley, New York, 1975.

to calculate kinematic viscosity. For example, in the Saybolt device, the time required for the
liquid level to drop from level B to C is recorded. The kinematic viscosity is calculated from
the equation

𝜈 (ft2∕s) = 0.000002365t − 0.001935
t

(211)

where t is time in seconds required for liquid level to drop.
The other devices will not be discussed here as the principles are similar and instructions

and calibrated equations are supplied with the devices.
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Figure 60 Rotational viscometers (schematic). Source: By permission from J. K. Vennard and R. L.
Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

The rotating-cylinder devices (Stormer, MacMichael, Brookfield) generally employ a fixed
cylindrical container and a rotating inner cylinder (see Fig. 60). The space between the two
cylinders and the speed of rotation is purposely kept small enough to maintain laminar flow.
Measurement of the time required to complete a given number of revolutions under a constant
torque leads to a calculation of absolute viscosity. The fundamental equation used is

T = 2𝜋R2h𝜇V
ΔR

+ 𝜋R3𝜇V
2Δh

10.2 Pressure Measurement

Pressure measurement in a fluid at rest is relatively easy to accomplish. The manometers and
Bourdon gauges discussed in Section 3 are common devices used for this purpose. If the fluid
is moving, pressure measurement is more difficult.

Of primary concern is the pressure-sensing connection between the fluid and the
pressure-measuring system. In measuring static pressure (pressure unaffected by the velocity
of flow), an opening is made in the conduit wall or the pressure probe, such as a pitot-static
tube (see Fig. 61), so that the pressure in the flow at the surface may be conducted to the
pressure-measuring device. The surface opening must be small (less than 1 mm) and well
finished (square edged, no burr) so that the flow is not disturbed. In the case of a probe,
the device must be small enough to not disturb the flow and alter the pressure situation and
properly oriented to produce the true static pressure.

The pressure-measuring devices used in fluid flows may be manometers or gauges. How-
ever, for electronic recording as well as measurement of fluctuating pressures, a pressure trans-
ducer is commonly used. A typical pressure transducer is a small diaphragm to which is attached
a strain gauge to measure deflection of the diaphragm. The gauge is part of a Wheatstone bridge
circuit and is calibrated to an electrical output that can be processed to produce a plot, directed
to a computer for further analysis, or simply stored on some electronic device.

Piezoelectric transducers are also used wherein the sensing device is a piezoelectric crystal
that produces an electric field when deformed. Care must be taken to install the sensors in a
shock-free environment as they are very sensitive to any vibration of the facility hardware.
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Figure 61 Static tube. Source: By permission from J. K. Vennard and R. L. Street, Elementary Fluid
Mechanics, 5th ed., Wiley, New York, 1975.

Pressure-sensitive paint (PSP) is a special paint material that adjusts its color based on the
local pressure acting on the paint. Due to its nature, PSP provides nonintrusive, global surface
pressure measurements. Therefore, PSP can be applied to the model surface being tested, and
through special imaging equipment, a quantitative picture of surface pressure values can be
produced. Although PSP technology was initially developed in the 1970s, its use for flow visu-
alization was first proposed in 1980. Since then, many different chemical formulations have
been developed and have been used in all fields of aerodynamics, including low subsonic, high
subsonic, transonic, and supersonic.

The working mechanism of PSP is simple but it is not reflected in its name. Actually, the
paint is sensitive not to the local pressure but to the local partial pressure of oxygen. If the fluid
that is used in the experiment is air and at constant composition (nonreacting), then the partial
pressure of oxygen is directly proportional with the pressure of the air. Therefore, the higher
the air pressure, the higher the “quenching effect.” As a result of this quenching effect, the
energy of the fluorescent light coming from the PSP decreases, which translates to an increase
in the wavelength of the fluorescent light. Modified wavelength leads to variable color based
on the magnitude of the quenching, and hence the local pressure. Once calibrated for different
wavelength–pressure correspondence, PSP can be used on the model object.

A PSP system consists of a light source to excite the paint for luminescence, the model
painted with the PSP, a high-definition camera, and a processing unit for matching the light
intensity values to the pressure values. As in all other measurement devices, PSPs also have
their own error sources and they require a calibration for different operating conditions.

10.3 Velocity Measurement

One of the commonest and simplest devices for the measurement of velocity is a pitot-static
tube (see Fig. 62). The device senses the difference in pressure between the tip of the pitot-static
tube and the side of the tube. This pressure difference can be used to calculate the velocity from
the equation

Vo =

√
2(ps − p0)

𝜌
=

√
2g(ps − p0)

𝛾
(213)

where ps − po is the aforementioned difference in pressure.
In very low velocity flows, the anemometer or current meter is often used (see Fig. 63).

These are calibrated devices that relate flow velocity to the number of revolutions per minute
of the rotating element in the meter. Anemometers are typically used to measure wind speeds,
and current meters are employed to measure water velocities in rivers.
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Figure 62 Pitot-static tubes (to scale). Source: By permission from J. K. Vennard and R. L. Street, Ele-
mentary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 63 Examples of anemometers and current meters. Source: By permission from J. K. Vennard and
R. L. Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.
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Figure 64 Anemometer sensors: (a) Hot wire and (b) hot film sensors and support needles.
Source:Reproduced from TB5, Thermo-Systems, Inc., 2500 Cleveland Ave. North, St. Paul, Minnesota,
55113. By permission from J. K. Vennard and R. L. Street, Elementary Fluid Mechanics, 5th ed., Wiley,
New York, 1975.

Measurement of rapidly fluctuating velocities in air and water require devices that can
respond quickly to changes in velocity. The hot-wire anemometer is commonly used to measure
velocity fluctuations in air. A thin wire connected between two supports passes an electric
current that heats the wire (see Fig. 64a). Air moving perpendicular to the wire cools the wire
in proportion to the flow velocity. The electronics of the system measures the increased voltage
necessary to keep the wire temperature constant and relates that voltage to the flow velocity.
In some devices the current flowing through the probe is kept constant and the voltage change
required for this to occur is related to the flow velocity. However, the constant-temperature
device is by far the most popular.

A variation on the hot-wire anemometer is the hot-film anemometer. The hot-film device
is similar to the hot wire except the wire is coated to protect it from contaminated environ-
ments. In addition to coated wires, hot-film anemometry employs probes of other shapes that
are sturdier and less likely to trap impurities in the flow (lint, small pieces of organic material,
etc.). Figure 65 illustrates a few of these different types of probes. Hot-film devices are com-
monly used in liquid flows. Both these devices are capable of measuring velocity fluctuation
frequencies of better than 300 kHz.

Another technique for measuring velocities is laser-Doppler velocimetry (LDV). The fun-
damental basis for the technique is the Doppler shift of light that is scattered from extremely
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Figure 65 Thermal sensor configuration. Source: By permission from R. J. Goldstein, Fluid Mechanics
Measurements, Hemisphere, New York, 1983.
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small particles in a moving fluid. One valuable attribute of LDV is that it is nonintrusive,
that is, the sensing device is not in the flow. It only needs visual access to the flow for the
required light beams. Refer to Goldstein16 for a thorough treatment of the subject. One of the
most recent advances in measuring fluid velocities is particle image velocimetry (PIV), which
also makes use of the laser and seed particles but works with a planar laser light sheet. This
provides the advantage of measuring an entire two-dimensional plane of the flow field simulta-
neously, as compared to LDV, which only offers a point measurement. For more details on PIV,
see Raffel et al.17

10.4 Flow Rate Measurement

Methods of measuring flow rate or discharge can generally be categorized into total quantity
measurements, pressure drop or pressure difference measuring devices, tracer transport tech-
niques, and devices that induce critical flow conditions or simply changes in water surface depth
in open channels. Another indirect approach is the measurement of velocity at several points
and a numerical integration of velocity times area to calculate discharge.

Total Quantity Methods
The success of these methods depends on the availability of a means to collect and measure
(or weigh) the amount of liquid captured in the container in a given time period. Advantages
are the lack of any need to calibrate a device. This approach is often used to calibrate other
flow-rate-measuring devices.

Pressure Difference Methods
All the devices that create pressure differences in a fluid flow to permit calculation of flow rate
also create friction losses in the flow. One of the devices that has the lowest friction loss is
the venturi meter (see Fig. 66). In the venturi meter the Bernoulli effect is used to generate a
pressure difference between the entrance and the throat of the device. This pressure difference
is related to the flow rate through the equation

Q =
CvA2√

1 − (A2∕A1)2
√

2g[(p1∕𝛾) + z1 − (p2∕𝛾) − z2] (214)

where A is the cross-sectional area of the meter and Cv is a calibration coefficient shown in
Fig. 66. Venturi meters are relatively expensive but produce very little friction loss and are
quite accurate.

A device based on a similar technique to the venturi meter is the flow nozzle. This device
resembles the upstream portion of a venturi meter (see Fig. 67). Pressure recovery experienced
in the downstream section of the venturi meter is not realized here so the flow nozzle creates a
larger friction loss than the venturi meter. The calculation for discharge is made with the same
equation used for the venturi meter with the Cv value taken from Fig. 67.

One further step in the direction of simplicity (and lower cost) is the orifice meter (see
Fig. 68). This device is simply a circular plate with a hole cut out of its center and installed in
a pipe, generally in a flanged connection. The orifice meter creates considerably more friction
loss than the venturi meter or flow nozzle, but its low cost makes it attractive in many instances.
Flow rates through an orifice meter may be calculated with the equation

Q = CA
√

2g[(p1∕𝛾) + z1 − (p2∕𝛾) − z2] (215)

The value of C for a given flow rate is found from Fig. 69.
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Figure 66 Venturi meter and coefficients. Source: By permission from J. K. Vennard and R. L. Street,
Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

There are certain special cases of “orifice meters” shown in Fig. 70 where discharges
through the orifice can be related to liquid levels on one (or two) side(s) of the opening. The
equations used to compute the discharge are

Q = A2V2 = CcCvA
√

2g(h1 − h2) = CA
√

2g(h1 − h2) (216)

= CcCvA
√

2gh = CA
√

2gh (217)

All the C values for various types of orifices can be found in Fig. 71. More precise data for C
values of sharp-edged orifices over a large range of heads are given in Fig. 72.

Probably the most inexpensive technique for calculating flow rate by the pressure differ-
ence method is the elbow meter (see Fig. 73). The only requirements are two pressure taps on
the inner and outer portions of the elbow. The flow rate is calculated from the equation

Q = CA
√

2g[(Po∕𝛾) + zo − (pi∕𝛾) − zi] (218)

Because the value of C depends strongly on the elbow geometry, it must generally be deter-
mined through a calibration procedure.

Tracer Transport Techniques
This technique is based on the premise that the discharge in a conduit can be measured by the
time of travel of the average concentration of a tracer between two points. The tracer could be
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Figure 67 ASME flow nozzle and coefficients. Source: By permission from J. K. Vennard and R. L.
Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 68 Definition sketch for orifice meter. Source: By permission from J. K. Vennard and R. L. Street,
Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

as simple as salt where concentration is measured via conductivity instruments (see Fig. 74),
although any other tracer may be employed. Fluorescent dyes are commonly used because
they have little effect on water quality and are detectable in minute quantities. From Fig. 74,
the average velocity is computed from dividing the length l between sensors by the time t
required for the centroid of the concentration curve to travel over the distance. This approach
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Figure 69 Orifice meter coefficients. Source: By permission from J. K. Vennard and R. L. Street, Ele-
mentary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 70 (a) Orifice discharging freely and (b) submerged orifice. Source: By permission from J. K.
Vennard and R. L. Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

is particularly useful in open channels of relatively constant cross section and conduits where,
for one reason or another, other techniques cannot be used.

Open-Channel Flow-Measuring Devices
In free-surface flows, the common techniques for flow measurement center on either (a) con-
stricting the flow to create differences in water surface elevations that can be related to flow rate
or (b) creating critical flow conditions (see Section 8) that provide a strong analytical connection
to discharge calculation.
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Figure 71 C values for various types of orifices. Source: By permission from J. K. Vennard and R. L.
Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 72 Coefficient for sharp-edged orifices under static head (h∕d > 5). Source: By permission from
J. K. Vennard and R. L. Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 73 Elbow meter. Source: By permission from J. K. Vennard and R. L. Street, Elementary Fluid
Mechanics, 5th ed., Wiley, New York, 1975.
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Figure 74 Measurement of Salt dilution discharge. Source: By permission from J. K. Vennard and R. L.
Street, Elementary Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 75 Parshall measuring flume. Source: From R. K. Linsley and J. B. Franzini, Elements of
Hydraulic Engineering, McGraw-Hill, New York, 1955. Copyright 1955 McGraw-Hill. Reprinted by per-
mission.

The simplest devices are venturi flumes, which are the open-channel version of venturi
meters. The drop in water surface in the flume throat is measured and related to the flow rate.
Although not extremely accurate, this approach does not create large friction losses.

A simpler version similar to the flow nozzle in closed conduits is the cutthroat flume where
the diverging recovery section is not present.

A somewhat more complicated version of the venturi flume, which causes critical or
near-critical flow to occur, is the Parshall flume (see Fig. 75). This device has been commonly
used in irrigation systems for well over 70 years. The discharge is calculated from the equation

Q = 4Bh1.522B0.26

a (219)

Another category of open-channel flow-measuring devices is weirs. These devices generally
generate more friction loss than the previously described devices, but they are relatively simple
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Figure 76 Weir flow (actual). Source: By permission from J. K. Vennard and R. L. Street, Elementary
Fluid Mechanics, 5th ed., Wiley, New York, 1975.

Figure 77 Broad-crested weir. Source: By permission from J. K. Vennard and R. L. Street, Elementary
Fluid Mechanics, 5th ed., Wiley, New York, 1975.

and accurate. A typical sharp-crested rectangular weir is shown in Fig. 76. The other types of
weirs are broad crested (Fig. 77) and triangular (Fig. 78). The general form of the discharge
equation per foot of width for weirs with two-dimensional flow is

q = Cw
2
3

√
2gH3∕2 (220)

where H is defined in Figs. 76 and 77 as the head on the weir. The value of Cw for sharp-crested
well-ventilated weirs (Fig. 76) is given by the equation

Cw = 0.605 + 0.08
H
P

+ 1
305H

(221)

For broad-crested weirs (Fig. 77), the flow rate per foot of width is given by

q =
√

g
(2E

3

)3

=
(2

3

)3∕2√
gE3∕2 (222)

or Eq. 219 where

Cw = 1√
3

( E
H

)3∕2

(223)

where E is defined in Fig. 77.
For triangular notch weirs (Fig. 78) the equation for computing discharge is

Q = Cw
8

15
tan 𝛼

√
2gH5∕2
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Figure 78 Triangular weir. Source: By permission from J. K. Vennard and R. L. Street, Elementary Fluid
Mechanics, 5th ed., Wiley, New York, 1975.

where Cw depends on the notch angle 𝛼. For 𝛼 = 90∘,

Cw = 0.56 + 0.70
R0.165W0.170
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1 INTRODUCTION

Thermodynamics describes the relationship between work, heat, and other forms of energy.
There are two aspects of contemporary thermodynamics that must be stressed in a review such
as this. The first is the equivalence of work and heat as two possible forms of energy exchange.
This is expressed by the first law of thermodynamics. The second aspect is the one-way char-
acter, or irreversibility, of all processes (changes) that occur in nature. As expressed by the
second law of thermodynamics, irreversibility or entropy generation is what prevents us from
extracting the most possible work from various sources; it is also what prevents us from doing
the most with the work that is already at our disposal. The objective of this chapter is to review
the first and second laws of thermodynamics and their implications in mechanical engineering,
particularly with respect to such issues as energy conversion and conservation. The analytical
aspects (the formulas) of engineering thermodynamics are reviewed primarily in terms of the
behavior of a pure substance, as would be the case of the working fluid in a heat engine or
in a refrigeration machine. In the next chapter we review in greater detail the newer field of
entropy generation minimization (thermodynamic optimization) and the generation of system
configuration (the constructal law).

Symbols and Units.

c specific heat of incompressible substance, J∕(kg ⋅ K)
cP specific heat at constant pressure, J∕(kg ⋅K)
cT constant temperature coefficient, m3∕kg
cv specific heat at constant volume, J∕(kg ⋅ K)
COP coefficient of performance
E energy, J
f specific Helmholtz free energy (u–Ts), J∕kg

135
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F force vector, N
g gravitational acceleration, m∕s2
g specific Gibbs free energy (h–Ts), J∕kg
h specific enthalpy (u + Pv), J∕kg
K isothermal compressibility, m2∕N
m mass of closed system, kg
ṁ mass flow rate, kg∕s
mi mass of component in a mixture, kg
M mass inventory of control volume, kg
M molar mass, g∕mol or kg∕kmol
n number of moles, mol
N0 Avogadro’s constant
P pressure
𝛿Q infinitesimal heat interaction, J
Q̇ heat transfer rate, W
r position vector, m
R ideal gas constant, J∕(kg ⋅ K)
s specific entropy, J∕(kg ⋅K)
S entropy, J∕K
Sgen entropy generation, J∕K
Ṡgen entropy generation rate, W∕K
T absolute temperature, K
u specific internal energy, J∕kg
U internal energy, J
v specific volume, m3∕kg
v specific volume of incompressible substance, m3∕kg
V volume, m3

V velocity, m∕s
𝛿W infinitesimal work interaction, J
Ẇlost rate of lost available work, W
Ẇsh rate of shaft (shear) work transfer, W
x linear coordinate, m
x quality of liquid and vapor mixture
Z vertical coordinate, m
𝛽 coefficient of thermal expansion, 1∕K
𝛾 ratio of specific heats, cP∕cv
𝜂 “efficiency” ratio
𝜂I first-law efficiency
𝜂II second-law efficiency
𝜃 relative temperature, ∘C

Subscripts.

( )f saturated liquid state (f= “fluid”)
( )g saturated vapor state (g= “gas”)
( )s saturated solid state (s= “solid”)
( )in inlet port
( )out outlet port
( )rev reversible path
( )H high-temperature reservoir
( )L low-temperature reservoir
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( )max maximum
( )T turbine
( )C compressor
( )N nozzle
( )D diffuser
( )0 reference state
( )1 initial state
( )2 final state
( )∗ moderately compressed liquid state
( )+ slightly superheated vapor state

Definitions

Boundary is the real or imaginary surface delineating the thermodynamic system. The bound-
ary separates the system from its environment. The boundary is an unambiguously defined
surface. The boundary has zero thickness and zero volume.

Closed system is the thermodynamic system the boundary of which is not crossed by mass
flow.

Cycle is the special process in which the final state coincides with the initial state.

Environment is the thermodynamic system external to the thermodynamic system.

Extensive properties are properties the values of which depend on the size of the system (e.g.,
mass, volume, energy, enthalpy, entropy).

Intensive properties are properties the values of which do not depend on the system size (e.g.,
pressure, temperature). The collection of all intensive properties constitutes the intensive
state.

Open system, or flow system, is the thermodynamic system the boundary of which is perme-
able to mass flow. Open systems have their own nomenclature: the thermodynamic system
is usually referred to as the control volume, the boundary of the open system is the control
surface, and the particular regions of the boundary that are crossed by mass flows are the
inlet and outlet ports.

Phase is the collection of all system elements that have the same intensive state (e.g., the liquid
droplets dispersed in a liquid–vapor mixture have the same intensive state, that is, the same
pressure, temperature, specific volume, specific entropy, etc.).

Process is the change of state from one initial state to a final state. In addition to the end
states, knowledge of the process implies knowledge of the interactions experienced by the
system while in communication with its environment (e.g., work transfer, heat transfer, mass
transfer, and entropy transfer). To know the process also means to know the path (the history
or the succession of states) followed by the system from the initial to the final state.

State is the condition (the being) of a thermodynamic system at a particular point in time,
as described by an ensemble of quantities called thermodynamic properties (e.g., pressure,
volume, temperature, energy, enthalpy, entropy). Thermodynamic properties are only those
quantities that depend solely on the instantaneous state of the system. Thermodynamic prop-
erties do not depend on the “history” of the system between two different states. Quantities
that depend on the system evolution (path) between states are not thermodynamic properties
(examples of nonproperties are the work, heat, and mass transfer; the entropy transfer; the
entropy generation; and the destroyed exergy—see also the definition of process).

Thermodynamic system is the region or the collection of matter in space selected for
analysis.
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2 FIRST LAW OF THERMODYNAMICS FOR CLOSED SYSTEMS

The first law of thermodynamics is the statement that brings together three concepts in ther-
modynamics: work transfer, heat transfer, and energy change. Of these concepts, only energy
change (or, simply, energy) is a thermodynamic property. We begin with a review1 of the con-
cepts of work transfer, heat transfer, and energy change.

Consider the force Fx experienced by a system at a point on its boundary. The infinitesimal
work transfer between system and environment is

𝛿W = −Fx dx

where the boundary displacement dx is defined as positive in the direction of the force Fx.
When the force F and the displacement of its point of application dr are not collinear, the
general definition of infinitesimal work transfer is

𝛿W = −F ⋅ dr

The work transfer interaction is considered positive when the system does work on its
environment—in other words, when F and dr are oriented in opposite directions. This sign
convention has its origin in heat engine engineering because the purpose of heat engines as
thermodynamic systems is to deliver work while receiving heat.

In order for a system to experience work transfer, two thingsmust occur: (1) a forcemust be
present on the boundary and (2) the point of application of this force (hence, the boundary) must
move. The presence of forces on the boundary, without the displacement or the deformation of
the boundary, does not mean work transfer. Likewise, the presence of boundary displacement
without a force opposing or driving this motion does not mean work transfer. For example, in
the free expansion of a gas into an evacuated space, the gas system does not experience work
transfer because throughout the expansion the pressure at the imaginary system–environment
interface is zero.

If a closed system can interact with its environment only via work transfer (i.e., in the
absence of heat transfer 𝛿Q, discussed later), then measurements show that the work transfer
during a change of state from state 1 to state 2 is the same for all processes linking states 1
and 2:

−
(

∫

2

1
𝛿W

)

𝛿Q=0
= E2 − E1

In this special case the work transfer interaction (W1–2)𝛿Q=0 is a property of the system
because its value depends solely on the end states. This thermodynamic property is the energy
change of the system, E2–E1. The statement that preceded the last equation is the first law of
thermodynamics for closed systems that do not experience heat transfer.

Heat transfer is, like work transfer, an energy interaction that can take place between a sys-
tem and its environment. The distinction between 𝛿Q and 𝛿W is made by the second law of ther-
modynamics discussed in the next section: Heat transfer is the energy interaction accompanied
by entropy transfer, whereas work transfer is the energy interaction taking place in the absence
of entropy transfer. The transfer of heat is driven by the temperature difference established
between the system and its environment.2,3 The system temperature is measured by placing
the system in thermal communication with a test system called thermometer. The result of this
measurement is the relative temperature 𝜃 expressed in degrees Celsius, 𝜃(∘C), or Fahrenheit,
𝜃(∘F); these alternative temperature readings are related through the conversion formulas

𝜃 (∘C) = 5∕9 [𝜃 (∘F) − 32]
𝜃 (∘F) = 5∕9𝜃 (∘C) + 32

1∘F = 5∕9∘C
The boundary that prevents the transfer of heat, regardless of the magnitude of the

system–environment temperature difference, is adiabatic. Conversely, the boundary that is
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crossed by heat even in the limit of a vanishingly small system–environment temperature
difference is diathermal.

Measurements also show that a closed system undergoing a change of state 1 → 2 in the
absence of work transfer experiences a heat interaction whose magnitude depends solely on the
end states: (

∫

2

1
𝛿Q

)

𝛿W=0
= E2 − E1

In the special case of zero work transfer, the heat transfer interaction is a thermodynamic
property of the system, which is by definition equal to the energy change experienced by the
system in going from state 1 to state 2. The last equation is the first law of thermodynamics
for closed systems incapable of experiencing work transfer. Note that, unlike work transfer, the
heat transfer is considered positive when it increases the energy of the system.

Most thermodynamic systems do not manifest purely mechanical (𝛿Q = 0) or purely ther-
mal (𝛿W = 0) behavior. Most systems manifest a coupled mechanical and thermal behavior.
The preceding first-law statements can be used to show that the first law of thermodynamics
for a process executed by a closed system experiencing both work transfer and heat transfer is

∫

2

1
𝛿Q

⏟⏟⏟

heat
transfer

−
∫

2

1
𝛿W

⏟⏞⏟⏞⏟

work
transfer

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

energy interactions
(nonproperties)

= E2 − E1
⏟⏟⏟

energy
change

⏟⏟⏟

(property)

The first law means that the net heat transfer into the system equals the work done by
the system on the environment, plus the increase in the energy of the system. The first law of
thermodynamics for a cycle or for an integral number of cycles executed by a closed system is

∮
𝛿Q =

∮
𝛿W = 0

Note that the net change in the thermodynamic property energy is zero during a cycle or
an integral number of cycles.

The energy change term E2–E1 appearing on the right-hand side of the first law can be
replaced by a more general notation that distinguishes between macroscopically identifiable
forms of energy storage (kinetic, gravitational) and energy stored internally,

E2 − E1
⏟⏟⏟
energy
change

= U2 −U1
⏟⏞⏟⏞⏟

internal
energy
change

+
mV2

2

2
−

mV2
1

2
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

kinetic
energy
change

+mgZ2 − mgZ1
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

gravitational
energy
change

If the closed system expands or contracts quasi-statically (i.e., slowly enough, in mechan-
ical equilibrium internally and with the environment) so that at every point in time the pressure
P is uniform throughout the system, then the work transfer term can be calculated as being
equal to the work done by all the boundary pressure forces as they move with their respective
points of application,

∫

2

1
𝛿W =

∫

2

1
PdV

The work transfer integral can be evaluated provided the path of the quasi-static process,
P(V), is known; this is another reminder that the work transfer is path dependent (i.e., not a
thermodynamic property).
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3 SECOND LAW OF THERMODYNAMICS FOR CLOSED SYSTEMS

A temperature reservoir is a thermodynamic system that experiences only heat transfer and
whose temperature remains constant during such interactions. Consider first a closed system
executing a cycle or an integral number of cycleswhile in thermal communication with no more
than one temperature reservoir. To state the second law for this case is to observe that the net
work transfer during each cycle cannot be positive:

∮
𝛿W = 0

In other words, a closed system cannot deliver work during one cycle, while in commu-
nication with one temperature reservoir or with no temperature reservoir at all. Examples of
cyclic operation are the vibration of a spring–mass system or a ball bouncing on the pavement:
In order for these systems to return to their respective initial heights, that is, in order for them to
execute cycles, the environment (e.g., humans) must perform work on them. The limiting case
of frictionless cyclic operation is termed reversible because in this limit the system returns to its
initial state without intervention (work transfer) from the environment. Therefore, the distinc-
tion between reversible and irreversible cycles executed by closed systems in communication
with no more than one temperature reservoir is

∮
𝛿W = 0 (reversible)

∮
𝛿W < 0 (irreversible)

To summarize, the first and second laws for closed systems operating cyclically in contact
with no more than one temperature reservoir are (Fig. 1)

∮
𝛿W =

∮
𝛿Q ≤ 0

This statement of the second law can be used to show1 that in the case of a closed system
executing one or an integral number of cycles while in communication with two temperature
reservoirs, the following inequality holds (Fig. 1):

QH

TH
+

QL

TL
≤ 0

where H and L denote the high-temperature and the low-temperature reservoirs, respectively.
Symbols QH and QL stand for the value of the cyclic integral ∮ 𝛿Q, where 𝛿Q is in one case
exchanged only with the TH reservoir and in the other with the TL reservoir. In the reversible
limit, the second law reduces to TH∕TL = –QH∕QL, which serves as definition for the absolute
thermodynamic temperature scale denoted by symbol T . Absolute temperatures are expressed
either in degrees Kelvin, T(K), or in degrees Rankine, T(∘R); the relationships between absolute
and relative temperatures are

T(K) = 𝜃(∘C) + 273.15K T(∘R) = 𝜃(∘F) + 459.67 ∘R

1K = 1∘C 1R = 1∘F

A heat engine is a special case of a closed system operating cyclically while in thermal
communication with two temperature reservoirs, a system that during each cycle receives heat
and delivers work:

∮
𝛿W =

∮
𝛿Q = QH + QL > 0



3 Second Law of Thermodynamics for Closed Systems 141

Figure 1 First and second laws of thermodynamics for a closed system operating cyclically while in
communication with one or two heat reservoirs.

The goodness of the heat engine can be described in terms of the heat engine efficiency or
the first-law efficiency:

𝜂 =
∮

𝛿W

QH
≤ 1 −

TL

TH
Alternatively, the second-law efficiency of the heat engine is defined as1,4,5

𝜂II =
∮

𝛿W

(

∮
𝛿W

)

maximum

=
𝜂I

1 − TL∕TH

where “maximum” refers to the reversible case. A refrigerating machine or a heat pump oper-
ates cyclically between two temperature reservoirs in such a way that during each cycle it
receives work and delivers net heat to the environment:

∮
𝛿W =

∮
𝛿Q = QH + QL < 0

The goodness of such machines can be expressed in terms of a coefficient of performance
(COP):

COPrefrigerator =
QL

−
∮

𝛿W
≤

1
TH∕TL − 1

COPheat pump =
−QH

−
∮

𝛿W
≤

1
1 − TL∕TH
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Generalizing the second law for closed systems operating cyclically, one can show that if
during each cycle the system experiences any number of heat interactions Qi with any number
of temperature reservoirs whose respective absolute temperatures are Ti, then

∑

i

Qi

Ti
≤ 0

Note that Ti is the absolute temperature of the boundary region crossed by Qi. Another
way to write the second law in this case is

∮

𝛿Q
T

≤ 0

where, again, T is the temperature of the boundary pierced by 𝛿Q. Of special interest is the
reversible cycle limit, for which the second law states (∮ 𝛿Q∕T)rev = 0. According to the def-
inition of thermodynamic property, the second law implies that during a reversible process
the quantity 𝛿Q∕T is the infinitesimal change in a property of the system: by definition, that
property is the entropy change:

dS =
(
𝛿Q
T

)

rev

or S2 − S1 =
(

∫

2

1

𝛿Q
T

)

rev

Combining this definition with the second law for a cycle, ∮ 𝛿Q∕T ≤ 0, yields the second
law of thermodynamics for any process executed by a closed system:

S2 − S1
⏟⏟⏟
entropy
change

(property)

−
∫

2

1

𝛿Q
T

⏟⏟⏟
entropy
transfer

(nonproperty)

≥ 0

The entire left-hand side in this inequality is by definition the entropy generated by the
process:

Sgen = S2 − S1 − ∫

2

1

𝛿Q
T

The second law states that Sgen cannot be negative. The entropy generation is a measure of
the inequality sign in the second law and hence a measure of the irreversibility of the process.
As shown in Chapter 4, the entropy generation is proportional to the useful work destroyed
during the process.1,4,5 Any heat interaction (𝛿Q) is accompanied by entropy transfer (𝛿Q∕T),
whereas the work transfer 𝛿W is not.

4 ENERGYMINIMUM PRINCIPLE

Consider now a closed system that executes an infinitesimally small change of state, which
means that its state changes from (U, S, …) to (U + dU, S + dS, …). The first law and the
second law statements are

𝛿Q –𝛿W = dU

dS − 𝛿Q
T

≥ 0

If the system is isolated from its environment, then 𝛿W = 0 and 𝛿Q = 0, and the two laws
dictate that during any such process the energy inventory is constant (dU = 0), and entropy
inventory cannot decrease,

dS ≥ 0
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Figure 2 Energy minimum principle, or the entropy maximum principle.

Isolated systems undergo processes when they experience internal changes that do not
require intervention from the outside, e.g., the removal of one ormore of the internal constraints
plotted qualitatively in the vertical direction in Fig. 2. When all the constraints are removed,
changes cease; and according to dS ≥ 0, the entropy inventory reaches its highest possible level.
This entropy maximum principle is a consequence of the first and second laws combined. When
all the internal constraints have disappeared, the system has reached the unconstrained equi-
librium state.

Alternatively, if changes occur in the absence of work transfer and at constant S, the first
law and the second law require respectively, dU = 𝛿Q and 𝛿Q ≤ 0, hence

dU ≤ 0

The energy inventory cannot increase, and when the unconstrained equilibrium state is
reached the system energy inventory is minimum. This energy minimum principle is also a
consequence of the first and second laws for closed systems.

The interest in this classical formulation of the laws (e.g., Fig. 2) has been renewed by the
emergence of the constructal law as a first-principle that governs the phenomenon of generation
and evolution of flow configuration6–8 (see Chapter 4.)

5 LAWS OF THERMODYNAMICS FOR OPEN SYSTEMS

If ṁ represents the mass flow rate through a port in the control surface, the principle of mass
conservation in the control volume is

∑

i n

ṁ −
∑

ou t

ṁ

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟

mass transfer

= 𝜕M
𝜕t

⏟⏟⏟

mass change
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Subscripts in and out refer to summation over all the inlet and outlet ports, respectively,
whileM stands for the instantaneous mass inventory of the control volume.

The first law of thermodynamics is more general than the statement encountered earlier for
closed systems because this time we must account for the flow of energy associated with the ṁ
streams:

∑

i n

ṁ

(
h + V2

2
+ gZ

)
−
∑

ou t

ṁ

(
h + V2

2
+ gZ

)
+
∑

i

Q̇i − Ẇ

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

energy transfer

= 𝜕E
𝜕t

energy change

On the left-hand side we have the energy interactions: heat, work, and the energy transfer
associated with mass flow across the control surface. The specific enthalpy h, fluid velocity V ,
and height Z are evaluated right at the boundary. On the right-hand side, E is the instantaneous
system energy integrated over the control volume.

The second law of thermodynamics for an open system assumes the form
∑

i n

ṁs −
∑

ou t

ṁs +
∑

i

Q̇i

Ti
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

entropy transfer

≤
𝜕S
𝜕t

⏟⏟⏟

entropy change

The specific entropy s is representative of the thermodynamic state of each stream right at
the system boundary. The entropy generation rate is defined by

Ṡgen =
𝜕S
𝜕t

+
∑

ou t

ṁs −
∑

i n

ṁs −
∑

i

Q̇i

Ti

and is a measure of the irreversibility of open system operation. The engineering importance of
Ṡgen stems from its proportionality to the rate of destruction of available work. If the following
parameters are fixed—all the mass flows (ṁ), the peripheral conditions (h, s,V, Z), and the
heat interactions (Qi, Ti) except (Q0, T0)—then one can use the first law and the second law
to show that the work transfer rate cannot exceed a theoretical maximum1,4,5

Ẇ ≤

∑

i n

ṁ

(
h + V2

2
+ gZ − T0s

)
−
∑

ou t

ṁ

(
h + V2

2
+ gZ − T0s

)
− 𝜕

𝜕t
(E − T0s)

The right-hand side in this inequality is the maximum work transfer rate Ẇsh,max, which
would exist only in the ideal limit of reversible operation. The rate of lost work, or the rate of
exergy (availability) destruction, is defined as

Ẇlost = Ẇmax − Ẇ

Again, using both laws, one can show that lost work is directly proportional to entropy
generation,

Ẇlost = T0Ṡgen

This result is known as the Gouy–Stodola theorem.1,4,5 Conservation of useful work
(exergy) in thermodynamic systems can only be achieved based on the systematic minimization
of entropy generation in all the components of the system. Engineering applications of entropy
generation minimization as a design optimization philosophy may be found in Refs. 1, 4, and
5 and in Chapter 4.

6 RELATIONS AMONG THERMODYNAMIC PROPERTIES

The analytical forms of the first and second laws of thermodynamics contain properties such
as internal energy, enthalpy, and entropy, which cannot be measured directly. The values of
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these properties are derived from measurements that can be carried out in the laboratory (e.g.,
pressure, volume, temperature, specific heat); the formulas connecting the derived properties to
the measurable properties are reviewed in this section. Consider an infinitesimal change of state
experienced by a closed system. If kinetic and gravitational energy changes can be neglected,
the first law reads

𝛿Qany path–𝛿Wany path = dU

which emphasizes that dU is path independent. In particular, for a reversible path (rev), the
same dU is given by

𝛿Qrev–𝛿Wrev = dU

Note that from the second law for closed systems we have 𝛿Qrev = T dS. Reversibility (or
zero entropy generation) also requires internal mechanical equilibrium at each stage during the
process; hence, 𝛿Wrev = P dV , as for a quasistatic change in volume. The infinitesimal change
experienced by U is therefore

T dS–PdV = dU

Note that this formula holds for an infinitesimal change of state along any path (because
dU is path independent); however, T dS matches 𝛿Q and P dV matches 𝛿W only if the path is
reversible. In general, 𝛿Q < T dS and 𝛿W < P dV . The formula derived above for dU can be
written for a unit mass: T ds–P dv = du. Additional identities implied by this relation are

T =
(
𝜕u
𝜕s

)

v
− P =

(
𝜕u
𝜕v

)

s

𝜕2u
𝜕s𝜕v

=
(
𝜕T
𝜕v

)

s
= −

(
𝜕P
𝜕s

)

v

where the subscript indicates which variable is held constant during partial differentiation. Sim-
ilar relations and partial derivative identities exist in conjunction with other derived functions
such as enthalpy, Gibbs free energy, and Helmholtz free energy:

• Enthalpy (defined as h = u + Pv)

dh = T ds + v dP

T =
(
𝜕h
𝜕s

)

P
v =

(
𝜕h
𝜕P

)

s

𝜕2h
𝜕s 𝜕P

=
(
𝜕T
𝜕P

)

s
=
(
𝜕v
𝜕s

)

P

• Gibbs free energy (defined as g = h–Ts)

dg = −sdT + vdP

− s =
(
𝜕g

𝜕T

)

P

v =
(
𝜕g

𝜕P

)

T

𝜕2g

𝜕T𝜕P
= −

(
𝜕s
𝜕P

)

T
=
(
𝜕v
𝜕T

)

P

• Helmholtz free energy (defined as f = u–Ts)

df = −sdT–Pdv

− s =
(
𝜕f

𝜕T

)

v

− P =
(
𝜕f

𝜕v

)

T

𝜕2f

𝜕T𝜕v
= −

(
𝜕s
𝜕v

)

T
= −

(
𝜕P
𝜕T

)

v
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In addition to the (P, v, T) surface, which can be determined based on measurements
(Fig. 3), the following partial derivatives are furnished by special experiments1:

• The specific heat at constant volume, cv = (𝜕u∕𝜕T)v, follows directly from the constant
volume (𝜕W = 0) heating of a unit mass of pure substance.

• The specific heat at constant pressure, cP = (𝜕h∕𝜕T)P, is determined during the
constant-pressure heating of a unit mass of pure substance.

• The Joule–Thomson coefficient, 𝜇 = (𝜕T∕𝜕P)h, is measured during a throttling process,
that is, during the flow of a stream through an adiabatic duct with friction (see the first
law for an open system in the steady state).

• The coefficient of thermal expansion, 𝛽 = (1∕v)(𝜕v∕𝜕T)P.
• The isothermal compressibility, K = (−1∕v)(𝜕v∕𝜕P)T .
• The constant temperature coefficient, cT = (𝜕h∕𝜕P)T .

Two noteworthy relationships between some of the partial-derivative measurements are

cP − cv =
Tv𝛽2

K

𝜇 = 1
cP

[
T
(
𝜕v
𝜕T

)

P
− v

]

The general equations relating the derived properties (u, h, s) to measurable quantities are

du = cv dT +
[
T
(
𝜕P
𝜕T

)

v
− P

]
dv

dh = cP dT +
[
−T

(
𝜕v
𝜕T

)

P
+ v

]
dP

ds =
cv
T

dT +
(
𝜕v
𝜕T

)

v
dv or ds =

cP
T

dT −
(
𝜕v
𝜕T

)

P
dP

These relations also suggest the following identities:
(
𝜕u
𝜕T

)

v
= T

(
𝜕s
𝜕T

)
= cv

(
𝜕h
𝜕T

)

P
= T

(
𝜕s
𝜕T

)

P
= cP

The relationships between thermodynamic properties and the analyses associated with
applying the laws of thermodynamics are simplified considerably in cafses where the pure
substance exhibits ideal gas behavior. As shown in Fig. 3, this behavior prevails at sufficiently
high temperatures and low pressures where the (P, v, T) surface is fitted closely by the simple
expression

Pv
T

= R (constant)

where R is the ideal gas constant of the substance of interest (Table 1). The formulas for internal
energy, enthalpy, and entropy, which concluded the preceding section, assume the following
form in the ideal gas limit:

du = cv dT cv = cv(T)
dh = cP dT cP = cP(T) = cv + R

ds =
cv
T

dT + R
v
dv or ds =

cP
T

dT − R
P
dP or ds =

cv
P

dP +
cP
v

dv

If the coefficients cv and cP are constant in the temperature domain of interest, then the
changes in specific internal energy, enthalpy, and entropy relative to a reference state ( )0 are



6 Relations Among Thermodynamic Properties 147

Figure 3 The (P, v, T) surface for a pure substance that contracts upon freezing, showing regions of ideal
gas and incompressible fluid behavior. (In this figure, S = solid, V = vapor, L = liquid, TP = triple point.)

given by the formulas

u − u0 = cv(T − T0)
h–h0 = cP(T–T0) (where h0 = u0 + RT0)

s − s0 = cv ln
T
T0

+ R ln
v
v0

s − s0 = cP ln
T
T0

− R ln
P
P0

s − s0 = cv ln
P
P0

+ cP ln
v
v0
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Table 1 Values of Ideal Gas Constant and Specific Heat at Constant Volume
for Gases Encountered in Mechanical Engineering

Ideal Gas R

(
J

kg ⋅ K

)
cP

(
J

kg ⋅ K

)

Air 286.8 715.9
Argon, Ar 208.1 316.5
Butane, C4H10 143.2 1595.2
Carbon dioxide, CO2 188.8 661.5
Carbon monoxide, CO 296.8 745.3
Ethane, C2H6 276.3 1511.4
Ethylene, C2H4 296.4 1423.5
Helium, He2 2076.7 3152.7
Hydrogen, H 4123.6 10216.0
Methane, CH4 518.3 1687.3
Neon, Ne 412.0 618.4
Nitrogen, N2 296.8 741.1
Octane, C8H18 72.85 1641.2
Oxygen, O2 259.6 657.3
Propane, C3H8 188.4 1515.6
Steam, H2O 461.4 1402.6

Source: From Ref. 1.

The ideal gas model rests on two empirical constants, cv and cP, or cv and R, or cP and R.
The ideal gas limit is also characterized by

𝜇 = 0 𝛽 = 1
P

K = 1
P

cT = 0

The extent to which a thermodynamic system destroys available work is intimately tied to
the system’s entropy generation, that is, to the system’s departure from the theoretical limit of
reversible operation. Idealized processes that can be modeled as reversible occupy a central role
in engineering thermodynamics because they can serve as standard in assessing the goodness
of real processes. Two benchmark reversible processes executed by closed ideal gas systems
are particularly simple and useful. A quasi-static adiabatic process 1 → 2 executed by a closed
ideal gas system has the following characteristics:

∫

2

1
𝛿Q = 0

∫

2

1
𝛿W =

P2V2

𝛾 − 1

[(
V2

V1

) 𝛾−1

− 1

]

where 𝛾 = cP∕cv
• Path

PV 𝛾 = P1V
𝛾

1 = P2V
𝛾

2 (constant)
• Entropy change

S2 − S1 = 0

hence the name isoentropic or isentropic for this process.
• Entropy generation

Sgen1→2
= S2 − S1 − ∫

2

1

𝛿Q
T

= 0 (reversible)
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A quasi-static isothermal process 1 → 2 executed by a closed ideal gas system in commu-
nication with a single temperature reservoir T is characterized by

• Energy interactions

∫

2

1
𝛿Q =

∫

2

1
𝛿W = m RT ln

V2

V1

• Path
T = T1 = T2(constant) or PV = P1V1 = P2V2(constant)

• Entropy change

S2 − S1 = mR ln
V2

V1

• Entropy generation

Sgen1→2
= S2 − S1 − ∫

2

1

𝛿Q
T

= 0 (reversible)

Mixtures of ideal gases also behave as ideal gases in the high-temperature, low-pressure
limit. If a certain mixture of mass m contains ideal gases mixed in mass proportions mi, and
if the ideal gas constants of each component are (cvi, cPi, Ri), then the equivalent ideal gas
constants of the mixture are

cv =
1
m

∑

i

micvi

cP = 1
m

∑

i

mi cPi

R = 1
m

∑

i

mi Ri

where m = Σimi.
One mole is the amount of substance of a system that contains as many elementary entities

(e.g., molecules) as there are in 12 g of carbon 12; the number of such entities is Avogadro’s
constant, N0 ≅ 6.022 × 1023. The mole is not a mass unit because the mass of 1mol is not the
same for all substances. The molar mass M of a given molecular species is the mass of 1mol
of that species, so that the total mass m is equal toM times the number of moles n:

m = nM

Thus, the ideal gas equation of state can be written as

PV = nMRT

where the product MR is the universal gas constant

R = MR = 8.314
J

mol ⋅K
The equivalent molar mass of a mixture of ideal gases with individual molar massesMi is

M = 1
n

∑
niMi

where n =
∑

ni. The molar mass of air, as a mixture of nitrogen, oxygen, and traces of other
gases, is 28.966 g/mol (or 28.966 kg/kmol). A more useful model of the air–gas mixture relies
on only nitrogen and oxygen as constituents, in the proportion 3.76mol of nitrogen to every
mole of oxygen; this simple model is used frequently in the field of combustion.1

At the opposite end of the spectrum is the incompressible substancemodel. At sufficiently
high pressures and low temperatures in Fig. 3, solids and liquids behave so that their density
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or specific volume is practically constant. In this limit the (P, v, T) surface is adequately
represented by the equation

v = v (constant)
The formulas for calculating changes in internal energy, enthalpy, and entropy become

(see the end of this section)

du = cdT

dh = cdT + vdP

ds = c
T
dT

where c is the sole specific heat of the incompressible substance,

c = cv = cP

The specific heat c is a function of temperature only. In a sufficiently narrow temperature
range where c can be regarded as constant, the finite changes in internal energy, enthalpy, and
entropy relative to a reference state denoted by ( )0 are

u–u0 = c(T–T0)
h–h0 = c(T–T0) + v (P–P0) (where h0 = u0 + P0v)

s − s0 = c ln
T
T0

The incompressible substance model rests on two empirical constants, c and v.
As shown in Fig. 3, the domains in which the pure substance behaves either as an ideal

gas or as an incompressible substance intersect over regions where the substance exists as a
mixture of two phases, liquid and vapor, solid and liquid, or solid and vapor. The two-phase
regions themselves intersect along the triple point line labeled TP–TP on the middle sketch of
Fig. 3. In engineering cycle calculations, more useful are the projections of the (P, v, T) surface
on the P-v plane or, through the relations reviewed earlier, on the T-s plane. The terminology
associated with two-phase equilibrium states is defined on the P-v diagram of Fig. 4a, where
we imagine the isothermal compression of a unit mass of substance (a closed system). As the
specific volume v decreases, the substance ceases to be a pure vapor at state g, where the first
droplets of liquid are formed. State g is a saturated vapor state. Isothermal compression beyond
g proceeds at constant pressure up to state f , where the last bubble (immersed in liquid) is
suppressed. State f is a saturated liquid state. Isothermal compression beyond f is accompanied
by a steep rise in pressure, depending on the compressibility of the liquid phase. The critical
state is the intersection of the locus of saturated vapor states with the locus of saturated liquid
states (Fig. 4a). The temperature and pressure corresponding to the critical state are the critical
temperature and critical pressure. Table 2 contains a compilation of critical-state properties of
some of the more common substances.

Figure 4b shows the projection of the liquid and vapor domain on the T-s plane. On the
same drawing is shown the relative positioning (the relative slopes) of the traces of various
constant-property cuts through the three-dimensional surface onwhich all the equilibrium states
are positioned. In the two-phase region, the temperature is a unique function of pressure. This
one-to-one relationship is indicated also by the Clapeyron relation

(dP
dT

)

sat
=

hg − hf
T (vg − vf )

=
sg − sf
vg − vf
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Figure 4 Locus of two-phase (liquid and vapor) states, projected on (a) the P-v plane and (b) the T-s
plane.
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Table 2 Critical-State Properties

Fluid
Critical Temperature

[K (∘C)]
Critical pressure
[MPa (atm)]

Critical Specific
Volume (cm3∕g)

Air 133.2 (−140) 3.77 (37.2) 2.9
Alcohol (methyl) 513.2 (240) 7.98 (78.7) 3.7
Alcohol (ethyl) 516.5 (243.3) 6.39 (63.1) 3.6
Ammonia 405.4 (132.2) 11.3 (111.6) 4.25
Argon 150.9 (−122.2) 4.86 (48) 1.88
Butane 425.9 (152.8) 3.65 (36) 4.4
Carbon dioxide 304.3 (31.1) 7.4 (73) 2.2
Carbon monoxide 134.3 (−138.9) 3.54 (35) 3.2
Carbon tetrachloride 555.9 (282.8) 4.56 (45) 1.81
Chlorine 417 (143.9) 7.72 (76.14) 1.75
Ethane 305.4 (32.2) 4.94 (48.8) 4.75
Ethylene 282.6 (9.4) 5.85 (57.7) 4.6
Helium 5.2 (−268) 0.228 (2.25) 14.4
Hexane 508.2 (235) 2.99 (29.5) 4.25
Hydrogen 33.2 (−240) 1.30 (12.79) 32.3
Methane 190.9 (−82.2) 4.64 (45.8) 6.2
Methyl chloride 416.5 (143.3) 6.67 (65.8) 2.7
Neon 44.2 (−288.9) 2.7 (26.6) 2.1
Nitric oxide 179.2 (−93.9) 6.58 (65) 1.94
Nitrogen 125.9 (−147.2) 3.39 (33.5) 3.25
Octane 569.3 (296.1) 2.5 (24.63) 4.25
Oxygen 154.3 (−118.9) 5.03 (49.7) 2.3
Propane 368.7 (95.6) 4.36 (43) 4.4
Sulfur dioxide 430.4 (157.2) 7.87 (77.7) 1.94
Water 647 (373.9) 22.1 (218.2) 3.1

Source: From Ref. 1.

where the subscript sat is a reminder that the relation holds for saturated states (such as g and f )
and for mixtures of two saturated phases. Subscripts g and f indicate properties corresponding
to the saturated vapor and liquid states found at temperature Tsat (and pressure Psat). Built into
the last equation is the identity

hg–hf = T(sg–sf )

which is equivalent to the statement that the Gibbs free energy is the same for the saturated
states and their mixtures found at the same temperature, gg = gf .

The properties of a two-phase mixture depend on the proportion in which saturated vapor,
mg, and saturated liquid, mf , enter the mixture. The composition of the mixture is described by
the property called quality:

x =
mg

mf + mg

The quality varies between 0 at state f and 1 at state g. Other properties of the mixture can
be calculated in terms of the properties of the saturated states found at the same temperature:

u = uf + xufg s = sf + xsfg

h = hf + xhfg v = vf + xvfg

with the notation ( )fg = ( )g − ( )f . Similar relations can be used to calculate the properties
of two-phase states other than liquid and vapor, namely, solid and vapor or solid and liquid.
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For example, the enthalpy of a solid and liquid mixture is given by h = hs + xhsf , where sub-
script s stands for the saturated solid state found at the same temperature as for the two-phase
state, and where hsf is the latent heat of melting or solidification.

In general, the states situated immediately outside the two-phase dome sketched in Figs. 3
and 4 do not follow very well the limiting models discussed earlier in this section (ideal gas,
incompressible substance). Because the properties of closely neighboring states are usually not
available in tabular form, the following approximate calculation proves useful. For amoderately
compressed liquid state, which is indicated by the subscript ( )∗, that is, for a state situated close
to the left of the dome in Fig. 4, the properties may be calculated as slight deviations from those
of the saturated liquid state found at the same temperature as the compressed liquid state of
interest:

h∗ ≅ (hf )T∗ + (vf )T ∗[P∗ − (Pf )T ∗]

s ≅ (sf )T∗
For a slightly superheated vapor state, that is, a state situated close to the right of the dome

in Fig. 4, the properties may be estimated in terms of those of the saturated vapor state found
at the same temperature:

h+ ≅ (hg)T+

s+ ≅ (sg)T+ +
(Pgvg

Tg

)

T+
ln

(Pg)T+
P+

In these expressions, subscript ( )+ indicates the properties of the slightly superheated vapor
state.

7 ANALYSIS OF ENGINEERING SYSTEM COMPONENTS

This section contains a summary1 of the equations obtained by applying the first and second
laws of thermodynamics to the components encountered in most engineering systems, such as
power cycles and refrigeration cycles. It is assumed that each component operates in steady
flow.

• Valve (throttle) or adiabatic duct with friction (Fig. 5a):

First law h1 = h2

Second law Ṡgen = ṁ (s2 − s1) > 0

• Expander or turbine with negligible heat transfer to the ambient (Fig. 5b):

First law ẆT = ṁ (h1 − h2)

Second law Ṡgen = ṁ (s2 − s1) ≥ 0

Efficiency 𝜂T =
h1 − h2

h1 − h2,rev
≤ 1

• Compressor or pump with negligible heat transfer to the ambient (Fig. 5c):

First law ẆC = ṁ (h2 − h1)

Second law Ṡgen = ṁ (s2 − s1) ≥ 0

Efficiency 𝜂C =
h2,rev − h1
h2 − h1

≤ 1
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• Nozzle with negligible heat transfer to the ambient (Fig. 5d):

First law
1
2
(V2

2 − V2
1 ) = h1 − h2

Second law Ṡgen = ṁ (s2 − s1) ≥ 0

Efficiency 𝜂N =
V2
2 − V2

1

V2
2,rev − V2

1

≤ 1

Figure 5 Engineering system components and their inlet and outlet states on the T-s plane, (PH =
high pressure; PL = low pressure).
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Figure 5 (continued)
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• Diffuser with negligible heat transfer to the ambient (Fig. 5e):

First law h2 − h1 =
1
2
(V2

1 − V2
2 )

Second law Ṡgen = ṁ (s2 − s1) ≥ 0

Efficiency 𝜂D =
h2,rev − h1
h2 − h1

≤ 1

• Heat exchangers with negligible heat transfer to the ambient (Figs. 5f and 5g):

First law ṁhot(h1 − h2) = ṁcold(h4 − h3)

Second law Ṡgen = ṁhot(s2 − s1) + ṁcold(s4 − s3) ≥ 0

Figures 5f and 5g show that a pressure drop always occurs in the direction of flow, in
any heat exchanger flow passage.
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1 INTRODUCTION

In this chapter, we review three methods that account for much of the newer work in engi-
neering thermodynamics and thermal design and optimization. The method of exergy analysis
rests on thermodynamics alone. The first law, the second law, and the environment are used
simultaneously in order to determine (i) the theoretical operating conditions of the system in
the reversible limit and (ii) the entropy generated (or exergy destroyed) by the actual system,
that is, the departure from the reversible limit. The focus is on analysis. Applied to the system
components individually, exergy analysis shows us quantitatively how much each component
contributes to the overall irreversibility of the system.1,2

Entropy generation minimization (EGM) is a method of modeling and optimization. The
entropy generated by the system is first developed as a function of the physical characteristics
of the system (dimensions, materials, shapes, constraints). An important preliminary step is
the construction of a system model that incorporates not only the traditional building blocks
of engineering thermodynamics (systems, laws, cycles, processes, interactions) but also the
fundamental principles of fluid mechanics, heat transfer, mass transfer, and other transport
phenomena. This combination makes the model “realistic” by accounting for the inherent irre-
versibility of the actual device. Finally, the minimum entropy generation design (Sgen,min) is
determined for the model, and the approach of any other design (Sgen) to the limit of real-
istic ideality represented by Sgen,min is monitored in terms of the entropy generation number
NS = Sgen∕Sgen,min > 1.

In order to calculate Sgen and minimize it, the analyst does not need to rely on the con-
cept of exergy. The EGM method represents an important step beyond thermodynamics. It is a
self-standing method3 that combines thermodynamics, heat transfer, and fluid mechanics into

157
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a powerful technique for modeling and optimizing real systems and processes. The use of the
EGM method has expanded greatly.4

The most recent development in thermodynamic optimization is the focus on the gen-
eration of flow system configuration (architecture, shape, structure).1,5–7 Flow systems are
thermodynamically imperfect because of resistances for fluid, heat, electricity, etc. Resistances
cannot be eliminated. At best, they can be distributed (balanced) such that their combined effect
is minimum. Distribution means configuration, drawing, design. The search for design is being
pursued on the basis of principle—the constructal law, which is the statement that as config-
urations change on the designer’s table the ones that survive are those that offer greater access
(less resistance) to currents. The numerous observations that the flow configurations generated
by constructal design (e.g., tree networks) and that also occur in nature have led to construc-
tal theory,1,5–7 which is the idea that natural flow structures can be predicted based on the
same principle. The constructal law is a first principle in physics. It bridges the gap between
engineered and natural flow systems and elevates “design” to the rank of physics concept and
scientific method. Moreover, the evolutionary search for the best design can be summarized in
terms analogous to the classical energy minimum principle, as shown in the concluding section
of this chapter.

Symbols and Units
a specific nonflow availability, J/kg
A nonflow availability, J
A area, m2

b specific flow availability, J/kg
B flow availability, J
B duty parameter for plate and cylinder
Bs duty parameter for sphere
B0 duty parameter for tube
Be Bejan number, Ṡ′′′gen,ΔT∕(Ṡ

′′′
gen,ΔT + Ṡ′′′gen,ΔP)

cP specific heat at constant pressure, J∕(kg ⋅ K)
C specific heat of incompressible substance, J∕(kg ⋅ K)
C heat leak thermal conductance, W/K
C ∗ time constraint constant, s/kg
D diameter, m
e specific energy, J/kg
E energy, J
ech specific flow chemical exergy, J/kmol
et specific total flow exergy, J/kmol
ex specific flow exergy, J/kg
ex specific flow exergy, J/kmol
EQ exergy transfer via heat transfer, J
Ėw exergy transfer rate, W
Ex flow exergy, J
EGM method of entropy generation minimization
f friction factor
FD drag force, N
g gravitational acceleration, m∕s2
G mass velocity, kg∕(s ⋅m2)
h specific enthalpy, J/kg
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h heat transfer coefficient, W∕(m2K)
h∘ total specific enthalpy, J/kg
H∘ total enthalpy, J
k thermal conductivity, W/(m K)
L length, m
m mass, kg
ṁ mass flow rate, kg/s
M mass, kg
N mole number, kmol
Ṅ molal flow rate, kmol/s
NS entropy generation number, Sgen∕Sgen,min

Nu Nusselt number
Ntu number of heat transfer units
P pressure, N∕m2

Pr Prandtl number
q′ heat transfer rate per unit length, W/m
Q heat transfer, J
Q̇ heat transfer rate, W
r dimensionless insulation resistance
R ratio of thermal conductances
ReD Reynolds number
s specific entropy, J∕(kg ⋅ K)
S entropy, J/K
Sgen entropy generation, J/K

Ṡgen entropy generation rate, W/K

Ṡ′gen entropy generation rate per unit length, W∕(m ⋅K)
Ṡ′′′gen entropy generation rate per unit volume, W∕(m3 K)
t time, s
tc time constraint, s
T temperature, K
U overall heat transfer coefficient, W∕(m2K)
U∞ free-stream velocity, m/s
v specific volume, m3∕kg
V volume, m3

V velocity, m/s
Ẇ power, W
x longitudinal coordinate, m
z elevation, m
ΔP pressure drop, N∕m2

ΔT temperature difference, K
𝜂 first law efficiency
𝜂II second law efficiency
𝜃 dimensionless time
𝜇 viscosity, kg∕(sec ⋅m)
𝜇∗
i chemical potentials at the restricted dead state, J/kmol

𝜇0,i chemical potentials at the dead state, J/kmol
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𝜈 kinematic viscosity, m2∕s
𝜉 specific nonflow exergy, J/kg
Ξ nonflow exergy, J
Ξch nonflow chemical exergy, J
Ξt nonflow total exergy, J
𝜌 density, kg∕m3

Subscripts
( )B base
( )C collector
( )C Carnot
( )H high
( )L low
( )m melting
( )max maximum
( )min minimum
( )opt optimal
( )p pump
( )rev reversible
( )t turbine
( )0 environment
( )∞ free stream

2 EXERGY ANALYSIS

Figure 1 shows the general features of an open thermodynamic system that can interact ther-
mally (Q̇0) and mechanically (P0dV∕dt) with the atmospheric temperature and pressure reser-
voir (T0, P0). The system may have any number of inlet and outlet ports, even though only two
such ports are illustrated. At a certain point in time, the system may be in communication with

Figure 1 Open system in thermal and mechanical communication with the ambient. (From A. Bejan,
Advanced Engineering Thermodynamics. © 1997 John Wiley & Sons, Inc. Reprinted by permission.)
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any number of additional temperature reservoirs (T1,… , Tn), experiencing the instantaneous
heat interactions, Q̇1,… , Q̇n. The work transfer rate Ẇ represents all the possible modes of
work transfer: the work done on the atmosphere (P0dV∕dt) and the remaining (useful, deliv-
erable) portions such as P dV∕dt, shaft work, shear work, electrical work, and magnetic work.
The useful part is known as available work (or simply exergy) or, on a unit time basis,

Ėw = Ẇ − P0
dV
dt

The first law and the second law of thermodynamics can be combined to show that the
available work transfer rate from the system of Fig. 1 is given by the equation1:

Ėw = − d
dt
(E − T0S + P0V)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Accumulation
of nonflow exergy

+
n∑

i=1

(
1 −

T0
Ti

)
Q̇i

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Exergy transfer
via heat transfer

+
∑

in

ṁ(h∘ − T0s)

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

Intake of
flow exergy via

mass flow

−
∑

out

ṁ(h∘ − T0s)

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟

Release of
flow exergyvia
mass flow

− T0Ṡgen

⏟⏟⏟

Destruction
of exergy

where E,V , and S are the instantaneous energy, volume, and entropy of the system, and h∘
is shorthand for the specific enthalpy plus the kinetic and potential energies of each stream,
h∘ = h + 1∕2 V2 + gz. The first four terms on the right-hand side of the Ėw equation represent
the exergy rate delivered as useful power (to an external user) in the limit of reversible operation
(ĖW ,rev, Ṡgen = 0). The Ėw equation is a restatement of the Gouy–Stodola theorem (see Section 5
in the preceding chapter), which is the proportionality between the rate of exergy destruction
and the rate of entropy generation

ĖW,rev − ĖW = T0Ṡgen
A special exergy nomenclature has been devised for the terms formed on the right side of

the Ėw equation. The exergy content associated with a heat transfer interaction (Qi, Ti) and the
environment (T0) is the exergy of heat transfer,

EQi
= Qi

(
1 −

T0
Ti

)

This means that the heat transfer with the environment (Q0, T0) carries zero exergy.
Associated with the system extensive properties (E, S, V) and the two specified intensive

properties of the environment (T0, P0) is a new extensive property: the thermomechanical or
physical nonflow availability,

A = E − T0S + P0V

a = e − T0s + P0v

where A0 represents the nonflow availability when the system is at the restricted dead
state (T0, P0), that is, in thermal and mechanical equilibrium with the environment,
A0 = E0 − T0S0 + P0V0. The difference between the nonflow availability of the system in a
given state and its nonflow availability in the restricted dead state is the thermomechanical (or
physical) nonflow exergy,

Ξ = A − A0 = E − E0 − T0(S − S0) + P0(V − V0)
𝜉 = a − a0 = e − e0 − T0(s − s0) + P0(v − v0)
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The nonflow exergy represents the most work that would become available if the system
were to reach its restricted dead state reversibly, while communicating thermally only with the
environment. In other words, the nonflow exergy represents the exergy content of a given closed
system relative to the environment.

Associated with each of the streams entering or exiting an open system is the thermome-
chanical (or physical) flow availability,

B = H∘ − T0S

b = h∘ − T0s

At the restricted dead state, the nonflow availability of the stream is B0 = H
∘
0 − T0S0. The

difference B − B0 is the thermomechanical (or physical) flow exergy of the stream

Ex = B − B0 = H∘ −H
∘
0 − T0(S − S0)

ex = b − b0 = h∘ − h
∘
0 − T0(s − s0)

The flow exergy represents the available work content of the stream relative to the restricted
dead state (T0, P0). This work could be extracted from a system that operates reversibly in ther-
mal communication only with the environment (T0), while receiving the given stream (ṁ, h∘, s)
and discharging the same stream at the environmental pressure and temperature (ṁ, h∘0 , s0).

In summary, exergy analysis means that the Ėw equation can be rewritten more simply as

Ėw = −dΞ
dt

+
n∑

i=1
ĖQi

+
∑

in

ṁex−
∑

out

ṁex − T0Ṡgen

Examples of how these exergy concepts are used in the course of analyzing component
by component the performance of complex systems can be found in Refs. 1–4. Figure 2 shows
one such example.1 The upper part of the drawing shows the traditional description of the four
components of a simple Rankine cycle. The lower part shows the exergy streams that enter
and exit each component, with the important feature that the heater, the turbine, and the cooler
destroy significant portions (shaded, fading away) of the entering exergy streams. The numer-
ical application of the Ėw equation to each component tells the analyst the exact widths of the
exergy streams to be drawn in Fig. 2. In graphical or numerical terms, the “exergy wheel” dia-
gram1 shows not only how much exergy is being destroyed but also where. It tells the designer
how to rank order the components as candidates for optimization according to the method of
entropy generation minimization (Sections 3–8).

To complement the traditional (first law) energy conversion efficiency, 𝜂 = (Ẇt − Ẇp)∕Q̇H
in Fig. 2, exergy analysis recommends as the figure of merit the second law efficiency:

𝜂II =
Ẇt − Ẇp

ĖQH

where Ẇt − Ẇp is the net power output (i.e., Ėw earlier in this section). The second law effi-
ciency can have values between 0 and 1, where 1 corresponds to the reversible limit. Because
of this limit, 𝜂II describes very well the fundamental difference between the method of exergy
analysis and the method of EGM because in EGM the system always operates irreversibly. The
question in EGM is how to change the system such that its Ṡgen value (always finite) becomes
smaller, while the system constraints are respected.

Consider next a nonflow system that can experience heat, work, and mass transfer in
communication with the environment. The environment is represented by T0, P0, and the n
chemical potentials 𝜇0,i of the environmental constituents that are also present in the system.
Taken together, the n + 2 intensive properties of the environment (T0, P0, 𝜇0,i) are known as
the dead state.
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Figure 2 Exergy wheel diagram of a simple Rankine cycle. (Top) The traditional notation and energy
interactions. (Bottom) The exergy flows and the definition of the second law efficiency. (From A. Bejan,
Advanced Engineering Thermodynamics. © 1997 John Wiley & Sons, Inc. Reprinted by permission.)

Reading Fig. 3 from left to right, we see the system in its initial state represented byE, S, V
and its composition (mole numbers N1,… ,Nn), and by its n + 2 intensities (T, P, 𝜇i). The sys-
tem can reach its dead state in two steps. In the first, it reaches only thermal and mechanical
equilibrium with the environment (T0, P0), and delivers the nonflow exergy Ξ defined in the
preceding section. At the end of this first step, the chemical potentials of the constituents have
changed to 𝜇∗

i (i = 1,… , n). During the second step, mass transfer occurs (in addition to heat
and work transfer), and, in the end, the system reaches chemical equilibrium with the environ-
ment, in addition to thermal and mechanical equilibrium. The work made available during this
second step is known as chemical exergy1:

Ξch =
n∑

i=1
(𝜇∗

i − 𝜇0,i)Ni
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Figure 3 Relationship between the nonflow total (Ξt), physical (Ξ), and chemical (Ξch) exergies. (From
A. Bejan, Advanced Engineering Thermodynamics. © 1997 John Wiley & Sons, Inc. Reprinted by
permission.)

The total exergy content of the original nonflow system (E, S, V , Ni) relative to the envi-
ronmental dead state (T0, P0, 𝜇0,i) represents the total nonflow exergy:

Ξt = Ξ + Ξch

The total flow exergy of a mixture stream of total molal flow rate Ṅ (composed of n species,
with flow rates Ṅi) and intensities T, P, and 𝜇i(i = 1,… , n) is, on a mole of mixture basis,

et = ex + ech

where the physical flow exergy ex was defined above, and ech is the chemical exergy per mole
of mixture,

ech =
n∑

i=1
(𝜇∗

i − 𝜇0,i)
Ṅi

Ṅ

In the ech expression 𝜇
∗
i (i = 1,… , n) are the chemical potentials of the stream constituents

at the restricted dead state (T0, P0). The chemical exergy is the additional work that could
be extracted as the stream evolves reversibly from the restricted dead state to the dead state
(T0, P0, 𝜇0,i)while in thermal, mechanical, and chemical communication with the environment.

3 ENTROPY GENERATION MINIMIZATION

The EGM method3,4 is distinct from exergy analysis because in exergy analysis the analyst
needs only the first law, the second law, and a convention regarding the values of the intensive
properties of the environment. The critically new aspects of the EGM method are: the mod-
eling of the system, the development of Sgen as a function of the physical parameters of the
model, and the minimization of the calculated entropy generation rate. To minimize the irre-
versibility of a proposed design, one must use the relations between temperature differences
and heat transfer rates and between pressure differences and mass flow rates. One must relate
the degree of thermodynamic nonideality of the design to the physical characteristics of the
system, namely, to finite dimensions, shapes, materials, finite speeds, and finite-time intervals
of operation. For this, the modeler must rely on heat transfer and fluid mechanics principles,
in addition to thermodynamics. Only by varying one or more of the physical characteristics of
the system can the modeler bring the design closer to the operation characterized by minimum
entropy generation subject to finite size and finite time constraints.

The modeling and optimization progress made in EGM is illustrated by some of the sim-
plest and most fundamental results of the method, which are reviewed in the following sections.
The structure of the EGM field is summarized in Fig. 4 by showing on the vertical the expand-
ing list of applications. On the horizontal, we see the two modeling approaches that are being
used. One approach is to focus from the start on the total system, to divide the system into



4 Cryogenics 165

Figure 4 Approaches and applications of the method of entropy generation minimization (EGM).
(Reprinted by permission from A. Bejan, Entropy Generation Minimization. Copyright CRC Press, Boca
Raton, Florida. © 1996.)

compartments that account for one or more of the irreversibility mechanisms, and to declare the
rest of the system irreversibility free. In this approach, success depends on the modeler’s intu-
ition because the assumed compartments do not always correspond to the pieces of hardware
of the real system.

In the alternative approach (from the right in Fig. 4), modeling begins with dividing the
system into its real components, and recognizing that each component may contain large num-
bers of one or more elemental features. The approach is to minimize Sgen in a fundamen-
tal way at each level, starting from the simple and proceeding toward the complex. When
a component or elemental feature is imagined separately from the larger system, the quanti-
ties assumed specified at the points of separation act as constraints on the optimization of the
smaller system. The principle of thermodynamic isolation (Ref. 4, p. 125) must be kept in mind
during the later stages of the optimization procedure, when the optimized elements and com-
ponents are integrated into the total system, which itself is optimized for minimum cost in the
final stage.2

4 CRYOGENICS

The field of low-temperature refrigeration was the first where EGMwas developed and became
an established method of modeling and optimization.3 Consider a path for heat leak (Q̇) from
room temperature (TH) to the cold end (TL) of a low-temperature refrigerator or liquefier.
Examples of such paths are mechanical supports, insulation layers without or with radiation
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shields, counterflow heat exchangers, and electrical cables. The total rate of entropy generation
associated with the heat leak path is

Ṡgen = ∫

TH

TL

Q̇

T2
dT

where Q̇ is in general a function of the local temperature T . The proportionality between the
heat leak and the local temperature gradient along its path, Q̇ = kA (dT∕dx), and the finite size
of the path [length L, cross section A, material thermal conductivity k(T)] are accounted for by
the integral constraint:

∫

TH

TL

k(T)
Q̇(T)

dT = L
A

(constant)

The optimal heat leak distribution that minimizes Ṡgen subject to the finite-size con-
straint is3,4

Q̇opt(T) =
(
A
L∫

TH

TL

k1∕2

T
dT

)
k1∕2T

Ṡgen,min =
A
L

(

∫

TH

TL

k1∕2

T
dT

)2

The technological applications of the variable heat leak optimization principle are numer-
ous and important. In the case of a mechanical support, the optimal design is approximated in
practice by placing a stream of cold helium gas in counterflow (and in thermal contact) with
the conduction path. The heat leak varies as dQ̇∕dT = ṁcP, where ṁcP is the capacity flow rate
of the stream. The practical value of the EGM method is that it pinpoints the optimal flow rate
for minimum entropy generation. To illustrate, if the support conductivity is temperature inde-
pendent, then the optimal flow rate is ṁopt = (Ak∕LcP) ln (TH∕TL). In reality, the conductivity
of cryogenic structural materials varies strongly with the temperature, and the single-stream
intermediate cooling technique can approach Ṡgen,min only approximately.

Other applications include the optimal cooling (e.g., optimal flow rate of boil-off helium)
for cryogenic current leads, and the optimal temperatures of cryogenic radiation shields. The
main counterflow heat exchanger of a low-temperature refrigeration machine is another impor-
tant path for heat leak in the end-to-end direction (TH → TL). In this case, the optimal variable
heat leak principle translates into3,4

(ΔT
T

)

opt
=

ṁcP
UA

ln
TH
TL

, (constant)

where ΔT is the local stream-to-stream temperature difference of the counterflow, ṁcP is the
capacity flow rate through one branch of the counterflow, andUA is the fixed size (total thermal
conductance) of the heat exchanger.

5 HEAT TRANSFER

The field of heat transfer adopted the techniques developed in cryogenic engineering and
applied them to a vast selection of devices for facilitating heat transfer. The EGM method was
applied to complete components (e.g., heat exchangers) and elemental features (e.g., ducts,
fins). For example, consider the flow of a single-phase stream (ṁ) through a heat exchanger
tube of internal diameter D. The heat transfer rate per unit of tube length q′ is given. The
entropy generation rate per unit of tube length is

Ṡ′gen =
q′2

𝜋kT2Nu
+

32ṁ3f

𝜋2𝜌2TD5
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where Nu and f are the Nusselt number and the friction factor, Nu = hD∕k and f = (−dP∕
dx)𝜌D∕(2G2) with G = ṁ∕(𝜋D2∕4). The Ṡ′gen expression has two terms: the irreversibility con-
tributions made by heat transfer and fluid friction. These terms compete against one another
such that there is an optimal tube diameter for minimum entropy generation rate3,4:

ReD,opt ≅ 2B0.36
0 Pr−0.07

B0 =
q′ṁ𝜌

(kT)1∕2𝜇5∕2

where ReD = VD∕𝜈 and V = ṁ∕(𝜌𝜋D2∕4). This result is valid in the range 2500 < ReD < 106

and Pr > 0.5. The corresponding entropy generation number is

NS =
Ṡ′gen

Ṡ′gen,min

= 0.856

(
ReD

ReD,opt

)−0.8

+ 0.144

(
ReD

ReD,opt

)4.8

where ReD∕ReD,opt = Dopt∕D because the mass flow rate is fixed. TheNS criterion is being used
extensively in the literature to monitor the approach of actual designs to the optimal irreversible
designs conceived subject to the same constraints. This work is reviewed in Refs. 3 and 4.

The EGMof elemental features was extended to augmentation techniques such as extended
surfaces (fins), roughened walls, spiral tubes, twisted tape inserts, and full-size heat exchangers
that have such features. For example, the entropy generation rate of a body with heat transfer
and drag in an external stream (U∞, T∞) is

Ṡgen =
Q̇B(TB − T∞)

TBT∞
+

FDU∞

T∞
where Q̇B, TB and FD are the heat transfer rate, body temperature, and drag force. The relation
between Q̇B and temperature difference (TB − T∞) depends on body shape and external fluid
and flow and is provided by the field of convective heat transfer.8 The relation between FD, U∞,
geometry and fluid type comes from fluid mechanics.8 The Ṡgen expression has the expected
two-term structure, which leads to an optimal body size for minimum entropy generation rate.

The simplest example is the selection of the swept length L of a plate immersed in a parallel
stream (Fig. 5 inset). The results for ReL,opt = U∞Lopt∕𝜈 are shown in Fig. 5 where B is a
constraint (a duty parameter):

B =
Q̇B∕W

U∞(k𝜇T∞Pr1∕3)1∕2
andW is the plate dimension perpendicular to the figure. The same figure shows the correspond-
ing results for the optimal diameter of a cylinder in cross flow, where ReD,opt = U∞Dopt∕𝜈 andB
is given by the same expression as for the plate. The optimal diameter of the sphere is referenced
to the sphere duty parameter defined by

Bs =
Q̇B

𝜈(k𝜇T∞Pr1∕3)1∕2

The fins built on the surfaces of heat exchanges act as bodies with heat transfer in external
flow. The size of a fin of given shape can be optimized by accounting for the internal heat trans-
fer characteristics (longitudinal conduction) of the fin, in addition to the two terms (convective
heat and fluid flow) shown in the last Ṡgen formula. The EGM method has also been applied to
complete heat exchangers and heat exchanger networks. This vast literature is reviewed in Refs.
1 and 4. One technological benefit of EGM is that it shows how to select certain dimensions
of a device so that the device destroys minimum power while performing its assigned heat and
fluid flow duty.

Several computational heat and fluid flow studies recommended that future commercial
CFD packages have the capability of displaying entropy generation rate fields (maps) for both
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Figure 5 Optimal size of a plate, cylinder, and sphere for minimum entropy generation. (From Ref. 2. ©
1996 John Wiley & Sons, Inc. Reprinted by permission.)

laminar and turbulent flows. For example, Paoletti et al.9 recommend the plotting of contour
lines for constant values of the dimensionless group Be = Ṡ′′′gen,ΔT∕(Ṡ

′′′
gen,ΔT + Ṡ′′′gen,ΔP),which

they termed the Bejan number, where Ṡ′′′gen means local (volumetric) entropy generation rate, and
ΔT and ΔP refer to the heat transfer and fluid flow irreversibilities, respectively. This dimen-
sionless group should not be confused with the dimensionless pressure drop that governs the
optimization of spacings in heat transfer assemblies with forced convection.7,8

6 STORAGE SYSTEMS

In the design of time-dependent heating or cooling processes, the search is for ways of executing
the processes optimally in time. Consider the sensible heating of an amount of incompress-
ible substance (mass M, specific heat C), by circulating a stream of hot ideal gas through it
(ṁ, cP,T∞) (Fig. 6). Initially, the storage material is at the ambient temperature T0. The ther-
mal conductance of the heat exchanger placed between the storage material and the gas stream
is UA and the pressure drop is negligible. After flowing through the heat exchanger, the gas
stream is discharged into the atmosphere. The entropy generated from t = 0 until a time t
reaches a minimum when t is of the order of MC∕(ṁcP). Charts for calculating the optimal
heating (storage) time interval are available in Refs. 3 and 4. For example, when (T∞ − T0), the
optimal heating time is given by 𝜃opt = 1.256∕[1 − exp (−Ntu)], where 𝜃opt = topt ṁ cP∕(MC)
and Ntu = UA∕(ṁ cP).

Another example is the design of the sensible-heat cooling process subject to an overall
time constraint. Consider the cooling of an amount of incompressible substance (M, C) from



7 Solar Energy Conversion 169

Figure 6 Entropy generation during sensible-heat storage.3

a given initial temperature to a given final temperature, during a prescribed time interval tc.
The coolant is a stream of cold ideal gas with flow rate ṁ and specific heat cP(T). The thermal
conductance of the heat exchanger is UA; however, the overall heat transfer coefficient gener-
ally depends on the instantaneous temperature, U(T). The cooling process requires a minimum
amount of coolant m (or minimum refrigerator work for producing the cryogen m),

m =
∫

tc

0
ṁ(t) dt

when the gas flow rate has the optimal history3,4

ṁopt(t) =
[

U (T)A
C ∗ cP(T)

]1∕2

In this expression, T(t) is the corresponding optimal temperature history of the object that
is being cooled, and C ∗ is a constant that can be evaluated based on the time constraint, as
shown in Refs. 3 and 4. The flow rate history (ṁopt) tells the operator that at temperatures
whereU is small the flow rate should be decreased. Furthermore, because during cooldown the
gas cP increases, the flow rate should decrease as the end of the process nears.

In the case of energy storage by melting there is an optimal melting temperature (i.e.,
optimal type of storage material) for minimum entropy generation during storage. If T∞ and
T0 are the temperatures of the heat source and the ambient, the optimal melting temperature of
the storage material has the value Tm,opt = (T∞T0)1∕2.

7 SOLAR ENERGY CONVERSION

The generation of power and refrigeration based on energy from the sun has been the subject
of some of the oldest EGM studies, which now cover a wide territory. A characteristic of these
EGM models is that they account for the irreversibility due to heat transfer in the two tem-
perature gaps (sun–collector and collector–ambient) and that they reveal an optimal coupling
between the collector and the rest of the plant.

Consider the steady operation of a power plant driven by a solar collector with convective
heat leak to the ambient, Q̇0 = (UA)c(Tc − T0), where (UA)c is the collector–ambient ther-
mal conductance and Tc is the collector temperature (Fig. 7). Similarly, there is a finite size
heat exchanger (UA)i between the collector and the hot end of the power cycle (T), such that
the heat input provided by the collector is Q̇ = (UA)i(Tc − T). The power cycle is assumed
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Figure 7 Solar power plant model with collector–ambient heat loss and collector–engine heat exchanger.3

reversible. The power output Ẇ = Q̇(1 − T0∕T) is maximum, or the total entropy generation
rate is minimum, when the collector has the temperature3,4

Tc,opt
T0

=
𝜃
1∕2
max + R𝜃max

1 + R

whereR = (UA)c∕(UA)i, 𝜃max = Tc,max∕T0, and Tc,max is the maximum (stagnation) temperature
of the collector.

Another design feature is discovered when the overall size of the installation is fixed. For
example, in an extraterrestrial power plant with collector area AH and radiator area AL, if the
total area is constrained1

AH + AL = A (constant)

the optimal way to allocate the area is AH,opt = 0.35A and AL,opt = 0.65A. Other examples of
optimal allocation of hardware between various components subject to overall size constraints
are given in Ref. 4.

8 POWER PLANTS

There are several EGMmodels and optima of power plants that have fundamental implications.
The loss of heat from the hot end of a power plant can be modeled by using a thermal resistance
in parallel with an irreversibility-free compartment that accounts for the power output Ẇ of the
actual power plant (Fig. 8). The hot-end temperature of the working fluid cycle TH can vary. The
heat input Q̇H is fixed. The bypass heat leak is proportional to the temperature difference, Q̇C =
C(TH − TL), where C is the thermal conductance of the power plant insulation. The power
output is maximum (and Ṡgen is minimum) when the hot-end temperature reaches the level3,10

TH,opt = TL

(
1 +

Q̇H

CTL

)1∕2

The corresponding efficiency (Ẇmax∕Q̇H) is

𝜂 = (1 + r)1∕2 − 1

(1 + r)1∕2 + 1



8 Power Plants 171

Figure 8 Power plant model with bypass heat leak.3,10

where r = Q̇H∕(CTL) is the dimensionless size (thermal resistance) of the power plant. An
optimal TH value exists because when TH < TH,opt, the Carnot efficiency of the power producing
compartment is too low, while when TH > TH,opt, too much of the unit heat input Q̇H bypasses
the power compartment.

Another optimal hot-end temperature is revealed by the power plant model shown in Fig. 9.
The power plant is driven by a stream of hot single-phase fluid of inlet temperature TH and con-
stant specific heat cP. The model has two compartments. The one sandwiched between the heat
exchanger surface (THC) and the ambient (TL) operates reversibly. The other is a heat exchanger:
For simplicity, the area of the THC surface is assumed sufficiently large that the stream outlet
temperature is equal to THC. The stream is discharged into the ambient. The optimal hot-end

Figure 9 Power plant driven by a stream of hot single-phase fluid.1,4
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Figure 10 Power plant with two finite-size heat exchangers.3

temperature for maximum Ẇ (or minimum Ṡgen) is
1,4 THC,opt = (THTL)1∕2. The corresponding

first-law efficiency, 𝜂 = Ẇmax∕Q̇H , is 𝜂 = 1 − (TL∕TH)1∕2.
The optimal allocation of a finite heat exchanger inventory between the hot end and the

cold end of a power plant is illustrated by the model with two heat exchangers proposed in Ref.
3 and Fig. 10. The heat transfer rates are proportional to the respective temperature differences,
Q̇H = (UA)HΔTH and Q̇L = (UA)LΔTL, where the thermal conductances (UA)H and (UA)L
account for the sizes of the heat exchangers. The heat input Q̇H is fixed (e.g., the optimization
is carried out for one unit of fuel burnt). The role of overall heat exchanger inventory constraint
is played by

(UA)H + (UA)L = UA (constant)

where UA is the total thermal conductance available. The power output is maximized, and the
entropy generation rate is minimized, when UA is allocated according to the rule

(UA)H,opt = (UA)L,opt = 1∕2 UA

The corresponding maximum efficiency is, as expected, lower than the Carnot efficiency:

𝜂 = 1 −
TL
TH

(
1 −

4Q̇H

THUA

)−1

The EGM modeling and optimization progress on power plants is extensive, and is
reviewed in Ref. 4. Similar models have also been used in the field of refrigeration, as
we saw already in Section 4. For example, in a steady-state refrigeration plant with two



9 Constructal Law 173

Figure 11 Refrigerator model with two finite-size heat exchangers.3

heat exchangers (Fig. 11) subjected to the total UA constraint listed above, the refrigerator
power input is minimum when UA is divided equally among the two heat exchangers,
(UA)H,opt = 1∕2 UA = (UA)L,opt.

9 CONSTRUCTAL LAW

Flow systems are imperfect thermodynamically because of the many kinds of resistances that
their flows must overcome. Depending on system purpose and complexity, the currents may
carry fluids, heat, electricity, and chemical species. The resistances are an integral and unavoid-
able presence because of the finite-size constraints that define the flow system. For example, the
resistance to the flow of heat between two streams in a balanced counterflow heat exchanger can
be made vanishingly small if the heat transfer surface can be made infinitely large. In reality,
the surface size is fixed, and this means that the heat current is destined to encounter a ther-
mal resistance. The current flows irreversibly, and this feature has a negative effect on global
thermodynamic performance. The flow system is destined to be imperfect.

When the flow system is complex, the currents and resistances are many and diverse.
The route to higher global performance consists of balancing each resistance against the rest.
The distributing and redistributing of imperfection through the complex flow system is accom-
plished by making changes in the flow architecture, i.e., by evolving the design. A prerequisite
then is for the flow system to be free to change its configuration—free to morph. The mor-
phing of structure is the result of the competition between the global objective and the global
constraints. The generation flow architecture is the means by which the flow system achieves
its global objective under the constraints.

In recent years, this activity of selection of flow configuration has becomemore focused on
the process of generation of the architecture of the flow system.1,5,7 This is particularly evident
in modern computational heat and fluid flow, where large numbers of flow configurations can
be simulated, compared, and optimized. The generation of flow architecture is a phenomenon
everywhere, not only in engineered flow systems but also in natural flow systems (animate
and inanimate). The universality of this phenomenon was expressed in a compact statement
(the constructal law) that proclaims a natural tendency in time: In order for a finite-size flow
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system to persist in time (to live), it must evolve such that it provides easier and greater access
to its currents.1,6 The thought that this principle can be used to rationalize the occurrence of
optimized flow structures in nature (e.g., tree networks, round tubes) was named constructal
theory.

In this section the constructal law is formulated in analytical and graphical terms that are
analogous to terms employed in thermodynamics.6 This formulation makes the universality of
the constructal law more evident.

A flow system, or nonequilibrium thermodynamic system, is characterized by “properties”
(constraints), such as total volume, total volume occupied by all the ducts, etc. A flow system is
also characterized by “performance” (function, objective) and “flow structure” (configuration,
layout, geometry, architecture). Unlike the black box of classical thermodynamics, which rep-
resents a system at equilibrium, a flow system has performance and especially configuration.
Each flow system has a drawing (a design).

Consider one of the simplest examples of how the collision between global objective and
global constraints generates the complete architecture of the flow system: the flow between
two points (Fig. 12), where “simple” are only the optimal and near-optimal architectures. This
makes the example easy to present graphically. The rest of the design process is conceptually
as vast and complicated as in any other example. When the flow architecture is free to morph,
the design space is infinite. There is an infinity of flow architectures that can be chosen to guide
a fluid stream (ṁ) from one point to another point.

Constructal theory begins with the global objective(s) and the global constraint(s) of the
flow system, and the fact that in the beginning geometry is the unknown. In Fig. 12 the objective
is to force the single-phase fluid stream ṁ to flow from one point to another, while using less
pumping power. When ṁ is fixed, this objective is the same as seeking flow architectures with
lower pressure overall difference (ΔP), smaller flow resistance (R), or smaller rate of entropy
generation by fluid friction.

There are two global constraints, one external and the other internal. The external con-
straint is the “system size,” which is represented by the distance between the two points, L.
The internal global constraint is the “amount” invested in making the flow architecture. In
Fig. 12 that amount is the total volume (V) of all the ducts of the flow structure. Without such
an investment there is no flow—not even a drawing that would show the flow. A flow must be
guided. Flow means direction and architecture, in addition to flow rate.

There are many reasons why there is an infinity of eligible flow architectures that meet the
global objective and global constraints recognized above, i.e., many thoughts in the direction
of which the number of possible architectures increases without bounds: (i) The flow pattern
may be two dimensional (in the plane of Fig. 12) or three dimensional: (ii) Any number of
ducts may be connected in parallel between the two points: (iii) A duct may have any number
of branches or tributaries at any location between the two points: (iv) A single duct may have
any length: (v) The cross-sectional shape may vary along the duct: (vi) A duct may have any
cross-sectional shape.

How do we identify the geometric features that bring a flow architecture to the highest
level of global performance? There are many lessons of this type throughout engineering, and,
if remembered, they constitute strategy—they shorten dramatically the search for the geometry
in which all the features are “useful” in serving the global objective. Constructal theory is about
strategy, about compact lessons of optimal shape and structure, which are fundamental and
universally applicable. They are geometric relatives of truths such as the universal observation
that all things flow naturally from high to low (the second law of thermodynamics).

Here are the classical lessons that abbreviate the search through the broad categories listed
as (i)–(vi). Assume that ducts are slender, and the flows are slow so that in each cross section the
regime is laminar and fully developed. Each lesson is identified by the symbol of the geometric
feature that it addresses: (i)–(iii) A single duct with large cross section offers a smaller flow
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Figure 12 General flow architecture for guiding a stream from one point to another point, and the approach
to the minimal global flow resistance when the number of sides of the regular-polygon cross section (n)
increases (data from Table 1).6

resistance than two ducts with smaller cross sections connected in parallel. (iv) The lowest
resistance belongs to the shortest duct, i.e., the straight duct between the two points: (v) The
duct with cross-sectional geometry that does not vary longitudinally has a lower resistance than
the duct with variable cross section.

Summing up, out of the infinity of designs represented by (i)–(v) we have selected a single
straight duct with a cross-sectional shape that does not vary from one end of the duct to the



176 Exergy Analysis, Entropy Generation Minimization, and the Constructal Law

other. According to (vi), however, there is still an infinite number of possible cross-section
shapes: symmetric vs. asymmetric, smooth vs. polygonal, etc. Which impedes the flow the
least? The answer becomes visible if we assume cross sections with polygonal shapes. Start
with an arbitrary cross section shaped as a triangle. The area of the cross section A is fixed
because the total duct volume V and the duct length L are fixed, namely A = V∕L. Triangular
cross sections constrict the flow when one of the angles is much smaller than the other two.

The least resistance is offered by the most “open” triangular cross section, which is shaped
as an equilateral triangle. Once again, if one very small angle and two larger ones represent a
nonuniform distribution of geometric features of imperfection (i.e., features that impede the
flow), then the equilateral triangle represents the constructal architecture, i.e., the one with
“optimal distribution of imperfection.”

The same holds for any other polygonal shape. The least resistance is offered by a cross
section shaped as a regular polygon. In conclusion, out of the infinity of flow architectures
recognized in class (vi) we have selected an infinite number of candidates. They are ordered
according to the number of sides (n) of the regular polygon, from the equilateral triangle (n = 3)
to the circle (n = ∞). The flow resistance for Hagen–Poiseuille flow through a straight duct
with polygonal cross section can be written as1,6

ΔP
ṁ

= 𝜈L
8V2

Cp2

A
where p is the perimeter of the cross section. As shown in Table 1, the dimensionless perimeter
p∕A1∕2 is only a function of n. The same is true about C, which appears in the solution for
friction factor in Hagen–Poiseuille flow,

f = C
Re

where Re = U Dh∕𝜈, Dh = 4A∕p, and U = ṁ∕(𝜌A). In conclusion, the group Cp2∕A depends
only on n, and accounts for how this last geometric degree of freedom influences global perfor-
mance. The group Cp2∕A is the dimensionless global flow resistance of the flow system. The
smallest Cp2∕A value is the best, and the best is the round cross section.

Figure 12 shows a plot of the flow resistance data of Table 1. The flow structure with min-
imal global resistance is approached gradually (with diminishing decrements) as n increases.
The polygonal cross section with n = 10 performs nearly as well as the round cross section
(n = ∞). The “evolution” of the cross-sectional shape stops when the number of features (n)
has become infinite, i.e., when the structure has become the most free. This configuration where
changes in global performance have stopped is the equilibrium flow architecture.

The curve plotted in Fig. 12 was generated by calculations for regular-polygon cross
sections. The curve is in reality a sequence of discrete points, one point for each n value.

Table 1 Laminar Flow Resistances of Straight Ducts
with Regular Polygonal Cross Sections with n Sides6

N C p∕A1∕2 Cp2∕A

3 40∕3 4.559 277.1
4 14.23 4 227.6
5 14.74 3.812 214.1
6 15.054 3.722 208.6
8 15.412 3.641 204.3
10 15.60 3.605 202.7
∞ 16 2𝜋1∕2 201.1

Source: From Ref. 6.
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We drew a continuous line through these points in order to stress an additional idea. Regardless
of n, the regular polygon and straight duct with constant cross section is already the “winner”
from an infinitely larger group of competing architectures. This means that the global flow
resistances of all the designs that are not covered by Table 1 fall to the right of the curve plotted
in Fig. 12.

In sum, the immensely large world of possible designs occupies only a portion of the
two-dimensional domain illustrated in Fig. 12. This two-dimensional domain can be described
as “performance versus freedom,” when global properties such as L and V are specified. The
boundary of the domain is formed by a string of the better flow structures. The better ones
are achieved by putting more freedom in the geometry of the flow structure (e.g., a larger n).
The best performance belongs to the structure that was most free to morph—the equilibrium
configuration. In its immediate vicinity, however, we findmany configurations that are different
(they have finite n values) but have practically the same global performance level. These are
near-equilibrium flow structures.

The evolution of flow configuration illustrated in Figs. 1 and 2 for point-to-point flows is
a universal phenomenon, which manifests itself during any search for constructal flow archi-
tectures. Additional examples are given in Ref. 6. Some of the more complex architectures that
have been developed recently are the flow structures that connect one point (source or sink)
with an infinity of points (line, area, or volume). According to constructal theory, the best flow
path that makes such a connection is shaped as a tree.1,5,7 The tree is for point-area flows and
the straight duct is for point–point flows.

All the possible configurations inhabit the hyperspace suggested in Fig. 13a. All
the constant-L flow configurations that are possible inhabit the volume visualized by the
constant-V and constant-R cuts. Fig.13b shows the view of all the possible flow structures,
projected on the base plane. Plotted on the R axis is the global resistance of the flow system,
namely R = ΔP∕ṁ in the preceding examples. The abscissa accounts for the total volume
occupied by the ducts (V): This is a global measure of how “porous” or “permeable” the flow
system is. The constant-V plane that cuts through Fig. 13a is the same as the plane of Fig. 12.

The constructal law is the statement that summarizes the common observation that flow
structures that survive are those that morph in one direction in time: toward configurations that
make it easier for currents to flow. This holds for natural and engineered flow structures. The
first such statement was1,5,7 “for a finite-size system to persist in time (to live), it must evolve
in such a way that it provides easier access to the imposed currents that flow through it.”

If the flow structures are free to change (free to approach the base plane in Fig. 13a),
they will move at constant L and constant V in the direction of progressively smaller R. If the
initial configuration is represented by point 1 in Fig. 13b, then a more recent configuration is
represented by point 2. The relation between the two configurations is R2 ≤ R1 (constant L, V).
If freedom to morph persists, then the flow structure will continue toward smaller R values.
Any such change is characterized by

dR ≤ 0 (constant L, V)

The end of this migration is the equilibrium flow structure (point e), where the geometry
of the flow enjoys total freedom. Equilibrium is characterized by minimal R at constant L and
V . In the vicinity of the equilibrium point we have

dR = 0 and d2R > 0 (constant L, V)

The R(V) curve shown in Fig. 13b is the edge of the cloud of possible flow architectures
with the same global size L. The curve has negative slope because of the physics of flow: The
flow resistance always decreases when the flow channels open up, (𝜕R∕𝜕V)L < 0.

The constant-R cut through the configuration space shows another way of expressing the
constructal law. If free to morph, the flow system will evolve from point 1 to point 2′ at constant
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(a)

(b)

Figure 13 Space occupied by all the flow architectures when the global external size (L) is fixed.6
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L andR. In the limit of total freedom, the geometrywill reach another equilibrium configuration,
which is represented by point e′. The alternative analytical statement of the constructal law is

dV ≤ 0 (constant L, R)
For changes in structure in the immediate vicinity of the equilibrium structure, we note

dV = 0 and d2V > 0 (constant L, R)
Paraphrasing the original statement of the constructal law, we may describe processes of

type 1 − 2′ − e′ as follows: For a systemwith fixed global size and global performance to persist
in time (to live), it must evolve in such a way that its flow structure occupies a smaller fraction
of the available space.

The constant-V alternative to Fig. 13 is shown in Fig. 14. The lower drawing is the pro-
jection of the space of possible flow architectures on the base plane R − L. The continuous
line is the locus of equilibrium flow structures at constant V, namely the curve R(V) where
(𝜕R∕𝜕L)V > 0. The fact that the slope is positive is flow physics: The flow resistance always
increases as the distance that must be overcome by the flow increases.

The constructal law statement can be read off Fig. 14b in two ways. One is the original
statement1,5,7: at constant V and L, the evolution is from a suboptimal structure (point 1) to one
that has a lower global resistance (point 2). If the flow geometry continues to morph freely, the
structure approaches the equilibrium configuration (point e).

The alternative is when structural changes are made such that R remains constant while V
is also fixed. Then the evolution in Fig. 14b is from point 1 to point 2′′. Such changes mean
that

dL ≥ 0 (constant R, V)
and that the constructal law statement becomes: In order for a flow system with fixed global
resistance (R) and internal size (V) to persist in time, the architecture must evolve in such a way
that it covers a progressively larger territory.

Equilibrium is reached at point e′′. The changes in flow structures in the immediate vicin-
ity of the equilibrium structure are such that the global external dimension at equilibrium is
maximal,

dL = 0 d2L < 0 (constant R, V)
Accordingly, the constructal law states that the ultimate flow structure with specified global

resistance (R) and internal size (V) is the largest. A flow architecture with specified R and V has
a maximum size, and this global size belongs to the equilibrium architecture. A flow structure
larger than this does not exist. This formulation of the constructal law has implications in natural
design, for example, in the S-curve phenomena of the spreading of species and river deltas
without access to the sea11 and the spreading of ideas.12

The original statement of the constructal law was about the maximization of flow
access under global size constraints (external L, internal V). This behavior is illustrated by
the structural changes 1 − 2 − e in Figs. 13b and 14b. This means survival by increasing
efficiency—survival of the fittest. The physics principle behind Darwin’s observations is the
constructal law, and it governs not only the animate natural flow systems but also the inanimate
natural flow systems and the engineered flow systems. Engineered systems are diverse species
of “human +machine” beings, evolving every day.

The alternative shown by the changes 1–2′′–e′′ in Fig. 14b is survival by spreading: growth
as the mechanism for being able to persist in time. The limit to growth is set by the specified
constraints, in this case the fixed global flow resistance R and the global internal size V. A given
living species (river delta, animal population) will spread over a certain, maximal territory.
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(a)

(b)

Figure 14 Space occupied by all the flow architectures when the global internal size (total duct volume V)
is fixed.6
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An equivalent interpretation of the constructal principle is based on processes of type
1–2′–e′, Fig. 13b. Flow architectures with the same performance (R) and size (L) evolve toward
compactness—smaller volumes dedicated to the internal ducts, i.e., larger volumes dedicated
to the working volume elements, which are the interstices. This is survival based on the maxi-
mization of the use of the available space.

In summary, changes in performance (R) can be achieved through changes of three types:

(i) Flow configuration

(ii) Global external size, or covered territory, L

(iii) Global internal size, or duct volume, V

The examples discussed so far showed that changes may occur in one category or, simul-
taneously, in two or three. The simplest illustration is possible for the case of equilibrium flow
architectures. For them the solid curves shown in Figs. 13b and 14b proclaim the existence of
the fundamental relation R(L, V), the differential of which is

dR = YL dL + YV dV (equilibrium)
Physics requires that the first partial derivatives of R have opposite signs, YL > 0 and

YV < 0, as noted earlier in this section. In general, when the flow architecture has not reached
equilibrium, R can be decreased by means I, II, and III. Then the general version of the last
equation is

dR ≤ YL dL + YV dV

where the inequality sign refers to the time arrow of structural changes in a flow configuration
that, at least initially, was not of the equilibrium type. This inequality is a concise statement of
the three analytical formulations of the constructal law that we discussed so far:

R minimum at constant L and V

V minimum at constant R and L

L maximum at constant V and R

Another way to summarize the analytical formulation that we have just constructed is by
recognizing the analogy between the analytical constructal law and the analytical formulation of
classical thermodynamics (cf. chapter 3 in this handbook). The analogy is presented in Table 2.
It is stressed further by Fig. 2 of chapter 3, which is from present-day thermodynamics1 and
expresses the energyminimum principle, which states that as the internal constraints of a closed
system are removed at constant volume and entropy, the energy approaches a minimal value.
Figure 2 of chapter 3 is analogous to Fig. 14a.

The analytical formulation of the constructal law presented in this section expresses a
universal phenomenon: Figures such as Fig. 12 characterize the evolution toward equilibrium
configuration in any flow system with global objective, global constraints, and freedom to
morph. In Ref. 6, this was demonstrated through examples from three wide classes of flow
architectures: flow between two points, flow between a circle and its center, and flow between
one point and an area. Many other examples can be contemplated, and they will all reveal the
image of Fig. 12 on the road to equilibrium flow architectures.

At equilibrium the flow configuration achieves the most that its freedom to morph has
to offer. Equilibrium does not mean that the flow architecture (structure, geometry, configura-
tion) stops changing. On the contrary, it is here at equilibrium that the flow geometry enjoys
most freedom to change. Equilibriummeans that the global performance does not change when
changes occur in the flow architecture.
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Table 2 Concepts and Principles of Classical Thermodynamics and Constructal Theory

Thermodynamics Constructal Theory

State Flow architecture (geometry, configuration, structure)
Process, removal of internal constraints Morphing, change in flow configuration
Properties (U, S, Vol,…) Global objective and global constraints (R, L,V ,…)
Equilibrium state Equilibrium flow architecture
Fundamental relation, U(S, Vol,…) Fundamental relation,

R(L, V,…)
Constrained equilibrium states Nonequilibrium flow architectures
Removal of constraints Increased freedom to morph
Energy minimum principle:

U minimum at constant S and Vol

Vol minimum at constant F and T

S maximum at constant U and Vol

Constructal principle:

R minimum at constant L and V

V minimum at constant R and L

L maximum at constant V and R
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Symbols and Units
A area of heat transfer
Bi Biot Number, hL/k, dimensionless
C circumference, m, constant defined in text
Cp specific heat under constant pressure, J∕kg ⋅K
D diameter, m
e emissive power, W∕m2

f drag coefficient, dimensionless
F cross-flow correction factor, dimensionless
Fi−j configuration factor from surface i to surface j, dimensionless
Fo Fourier number, 𝛼tA2∕V2, dimensionless
Fo−𝜆T radiation function, dimensionless
G irradiation, W∕m2; mass velocity, kg∕m2 ⋅ s
g local gravitational acceleration, 9.8 m∕s2
gc proportionality constant, 1 kg ⋅m∕N ⋅ s2

Gr Grashof number, gL3𝛽 ΔT∕v2 dimensionless
h convection heat transfer coefficient, equals q∕A ΔT,W∕m2 ⋅K
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Symbols and Units
hfg heat of vaporization, J/kg
J radiosity, W∕m2

k thermal conductivity, W∕m ⋅ K
K wick permeability, m2

L length, m
Ma Mach number, dimensionless
N screen mesh number, m−1

Nu Nusselt number, NuL = hL∕k,NuD = hD∕k, dimensionless
Nu Nusselt number averaged over length, dimensionless
P pressure, N∕m2, perimeter, m
Pe Peclet number, RePr, dimensionless
Pr Prandtl number, Cp𝜇∕k, dimensionless
q rate of heat transfer, W
q′′ rate of heat transfer per unit area, W∕m2

R distance, m; thermal resistance, K/W
r radial coordinate, m; recovery factor, dimensionless
Ra Rayleigh number, GrPr; RaL = GrLPr, dimensionless
Re Reynolds Number, ReL = 𝜌VL∕𝜇,ReD = 𝜌VD∕𝜇, dimensionless
S conduction shape factor, m
T temperature, K or ∘C
t time, s
T𝛼 s adiabatic surface temperature, K
Tsat saturation temperature, K
Tb fluid bulk temperature or base temperature of fins, K
Te excessive temperature, Ts − Tsat, K or ∘C
Tf film temperature, (T∞ + Ts)∕2, K
Ti initial temperature; at t = 0, K
T0 stagnation temperature, K
Ts surface temperature, K
T∞ free-stream fluid temperature, K
U overall heat transfer coefficient, W∕m2 ⋅ K
V fluid velocity, m/s; volume, m3

w groove width, m; or wire spacing, m
We Weber number, dimensionless
x one of the axes of Cartesian reference frame, m

Greek Symbols
𝛼 thermal diffusivity, k∕𝜌Cp,m

2∕s; absorptivity, dimensionless
𝛽 coefficient of volume expansion, 1/K
Γ mass flow rate of condensate per unit width, kg∕m ⋅ s
𝛾 specific heat ratio, dimensionless
ΔT temperature difference, K
𝛿 thickness of cavity space, groove depth, m
∈ emissivity, dimensionless
𝜀 wick porosity, dimensionless
𝜆 wavelength, μm
𝜂f fin efficiency, dimensionless
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Greek Symbols
𝜇 viscosity, kg∕m ⋅ s
𝜈 kinematic viscosity, m2∕s
𝜌 reflectivity, dimensionless; density, kg∕m3

𝜎 surface tension, N/m; Stefan–Boltzmann constant, 5.729 × 10−8W∕m2 ⋅K4

𝜏 transmissivity, dimensionless, shear stress, N∕m2

Ψ angle of inclination, degrees or radians

Subscripts
a adiabatic section, air
b boiling, blackbody
c convection, capillary, capillary limitation, condenser
e entrainment, evaporator section
eff effective
f fin
i inner
l liquid
m mean, maximum
n nucleation
o outer
0 stagnation condition
p pipe
r radiation
s surface, sonic or sphere
w wire spacing, wick
v vapor
𝜆 spectral
∞ free stream
− axial hydrostatic pressure
+ normal hydrostatic pressure

Transport phenomena represents the overall field of study and encompasses a number of sub-
fields. One of these is heat transfer, which focuses primarily on the energy transfer occurring
as a result of an energy gradient that manifests itself as a temperature difference. This form of
energy transfer can occur as a result of a number of different mechanisms, including conduc-
tion,which focuses on the transfer of energy through the direct impact ofmolecules; convection,
which results from the energy transferred through the motion of a fluid; and radiation, which
focuses on the transmission of energy through electromagnetic waves. In the following review,
as is the case with most texts on heat transfer, phase change heat transfer, i.e., boiling and
condensation, will be treated as a subset of convection heat transfer.

1 CONDUCTION HEAT TRANSFER

The exchange of energy or heat resulting from the kinetic energy transferred through the direct
impact of molecules is referred to as conduction and takes place from a region of high energy
(or temperature) to a region of lower energy (or temperature). The fundamental relationship
that governs this form of heat transfer is Fourier’s law of heat conduction, which states that
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in a one-dimensional system with no fluid motion, the rate of heat flow in a given direction is
proportional to the product of the temperature gradient in that direction and the area normal to
the direction of heat flow. For conduction heat transfer in the x direction this expression takes
the form

qx = −kA𝜕T
𝜕x

where qx is the heat transfer in the x direction, A is the area normal to the heat flow, 𝜕T∕𝜕x is
the temperature gradient, and k is the thermal conductivity of the substance.

Writing an energy balance for a three-dimensional body and utilizing Fourier’s law of heat
conduction yields an expression for the transient diffusion occurringwithin a body or substance:
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This expression, usually referred to as the heat diffusion equation or heat equation, provides a
basis for most types of heat conduction analyses. Specialized cases of this equation can be used
to solve many steady-state or transient problems. Some of these specialized cases follow:

Thermal conductivity is a constant:
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Steady-state with heat generation:
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Steady-state, one-dimensional heat transfer with no heat sink (i.e., a fin):
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One-dimensional heat transfer with no internal heat generation:
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In the following sections, the heat diffusion equation will be utilized for several specific cases.
However, in general, for a three-dimensional body of constant thermal properties without heat
generation under steady-state heat conduction the temperature field satisfies the expression

∇2T = 0

1.1 Thermal Conductivity

The ability of a substance to transfer heat through conduction can be represented by the constant
of proportionality, k, referred to as the thermal conductivity. Figure 1 illustrates the character-
istics of the thermal conductivity as a function of temperature for several solids, liquids, and
gases. As shown, the thermal conductivity of solids is higher than liquids, and liquids higher
than gases. Metals typically have higher thermal conductivities than nonmetals, with pure met-
als having thermal conductivities that decrease with increasing temperature, while the thermal
conductivity of nonmetallic solids generally increases with increasing temperature and density.
The addition of other metals to create alloys, or the presence of impurities, usually decreases
the thermal conductivity of a pure metal.

In general, the thermal conductivity of liquids decreases with increasing temperature.
Alternatively, the thermal conductivity of gases and vapors, while lower, increases with increas-
ing temperature and decreases with increasing molecular weight. The thermal conductivities
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Figure 1(a) The temperature dependence of the thermal conductivity of selected solids.1

of a number of commonly used metals and nonmetals are tabulated in Tables 1 and 2, respec-
tively. Insulating materials, which are used to prevent or reduce the transfer of heat between
two substances or a substance and the surroundings, are listed in Tables 3 and 4, along with the
thermal properties. The thermal conductivities for liquids, molten metals, and gases are given
in Tables 5, 6, and 7, respectively.

1.2 One-Dimensional Steady-State Heat Conduction

The steady-state rate of heat transfer resulting from heat conduction through a homogeneous
material can be expressed in terms of the rate of heat transfer, q, or q = ΔT∕R, where ΔT
is the temperature difference and R is the thermal resistance. This thermal resistance is the
reciprocal of the thermal conductance (C = 1∕R) and is related to the thermal conductivity by
the cross-sectional area. Expressions for the thermal resistance, the temperature distribution,
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Figure 1(b) The temperature dependence of the thermal conductivity of selected nonmetallic liquids
under saturated conditions.1

Figure 1(c) The temperature dependence of the thermal conductivity of selected gases at normal pres-
sures.1
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Table 1 Thermal Properties of Metallic Solids

Properties at 300 K

Properties at Various
Temperatures (K)

k(W∕m ⋅ K);Cp(J∕kg ⋅ K)

Composition
Melting
Point (K)

𝜌

(kg∕m3)
Cp

(J∕kg ⋅ K)
k

(W∕m ⋅ K)
𝛼 × 106

(m2∕s) 100 600 1200

Aluminum 933 2, 702 903 237 97.1 302; 482 231; 1033
Copper 1, 358 8, 933 385 401 117 482; 252 379; 417 339; 480
Gold 1, 336 19, 300 129 317 127 327; 109 298; 135 255; 155
Iron 1, 810 7, 870 447 80.2 23.1 134; 216 54.7; 574 28.3; 609
Lead 601 11, 340 129 35.3 24.1 39.7; 118 31.4; 142
Magnesium 923 1, 740 1, 024 156 87.6 169; 649 149; 1170
Molybdenum 2, 894 10, 240 251 138 53.7 179; 141 126; 275 105; 308
Nickel 1, 728 8, 900 444 90.7 23.0 164; 232 65.6; 592 76.2; 594
Platinum 2, 045 21, 450 133 71.6 25.1 77.5; 100 73.2; 141 82.6; 157
Silicon 1, 685 2, 330 712 148 89.2 884; 259 61.9; 867 25.7; 967
Silver 1, 235 10, 500 235 429 174 444; 187 412; 250 361; 292
Tin 505 7, 310 227 66.6 40.1 85.2; 188
Titanium 1, 953 4, 500 522 21.9 9.32 30.5; 300 19.4; 591 22.0; 620
Tungsten 3, 660 19, 300 132 174 68.3 208; 87 137; 142 113; 152
Zinc 693 7, 140 389 116 41.8 117; 297 103; 436

Source: Adapted from Ref. 1.

Table 2 Thermal Properties of Nonmetals

Description/
Composition

Temperature
(K)

Density,
𝜌(kg∕m3)

Thermal
Conductivity,
k(W∕m ⋅ K)

Specific
Heat,

Cp(J∕kg ⋅ K)
𝛼 × 106

(m2∕s)

Bakelite 300 1300 0.232 1465 0.122
Brick, refractory

Carborundum 872 — 18.5 — —
Chrome-brick 473 3010 2.32 835 0.915
Fire clay brick 478 2645 1.0 960 0.394

Clay 300 1460 1.3 880 1.01
Coal, anthracite 300 1350 0.26 1260 0.153
Concrete (stone mix) 300 2300 1.4 880 0.692
Cotton 300 80 0.059 1300 0.567
Glass, window 300 2700 0.78 840 0.344
Rock, limestone 300 2320 2.15 810 1.14
Rubber, hard 300 1190 0.160 — —
Soil, dry 300 2050 0.52 1840 0.138
Teflon 300 2200 0.35 — —

400 — 0.45 — —
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Table 3 Thermal Properties of Building and Insulating Materials (at 300 K)

Description/Composition
Density,
𝜌(kg∕m3)

Thermal
Conductivity,
k(W∕m ⋅ K)

Specific
Heat,

Cp(J∕kg ⋅ K)
𝛼 × 106

(m2∕s)

Building boards
Plywood 545 0.12 1215 0.181
Acoustic tile 290 0.058 1340 0.149
Hardboard, siding 640 0.094 1170 0.126

Woods
Hardwoods (oak, maple) 720 0.16 1255 0.177
Softwoods (fir, pine) 510 0.12 1380 0.171

Masonry materials
Cement mortor 1860 0.72 780 0.496
Brick, common 1920 0.72 835 0.449

Plastering materials
Cement plaster, sand aggregate 1860 0.72 — —
Gypsum plaster, sand aggregate 1680 0.22 1085 0.121

Blanket and batt
Glass fiber, paper faced 16 0.046 — —
Glass fiber, coated; duct liner 32 0.038 835 1.422

Board and slab
Cellular glass 145 0.058 1000 0.400
Wood, shredded/cemented 350 0.087 1590 0.156
Cork 120 0.039 1800 0.181

Loose fill
Glass fiber, poured or blown 16 0.043 835 3.219
Vermiculite, flakes 80 0.068 835 1.018

Source: Adapted from Ref. 1.

and the rate of heat transfer are given in Table 8 for a plane wall, a cylinder, and a sphere. For a
plane wall, the heat transfer is typically assumed to be one dimensional (i.e., heat is conducted
in only the x direction), and for a cylinder and sphere, only in the radial direction.

Aside from the heat transfer in these simple geometric configurations, other common prob-
lems encountered in practical applications is that of heat transfer through layers or composite
walls consisting of N layers, where the thickness of each layer is represented by Δxn and
the thermal conductivity by kn for n = 1,2, … ,N. Assuming that the interfacial resistance is
negligible (i.e., there is no thermal resistance at the contacting surfaces), the overall thermal
resistance can be expressed as

R =
N∑

n=1

Δxn
knA

Similarly, for conduction heat transfer in the radial direction through a number of N concentric
cylinders with negligible interfacial resistance, the overall thermal resistance can be expressed
as

R =
N∑

n=1

ln(rn+1∕rn)
2𝜋knL

where r1 is the inner radius, and rN+1 is the outer radius.
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Table 4 Thermal Conductivities for Some Industrial Insulating Materials

Description/Composition

Maximum
Service

Temperature (K)

Typical
Density
(kg∕m3)

Typical Thermal Conductivity,
k(W∕m ⋅ K), at Various

Temperatures (K)

200 300 420 645

Blankets
Blanket, mineral fiber, glass; fine fiber

organic bonded
450 10 0.048

48 0.033
Blanket, alumina-silica fiber 1530 48 0.105
Felt, semirigid; organic bonded 480 50–125 0.038 0.063
Felt, laminated; no binder 920 120 0.051 0.087

Blocks, boards, and pipe insulations
Asbestos paper, laminated and
corruagated, 4-ply

420 190 0.078

Calcium silicate 920 190 0.063 0.089
Polystyrene, rigid

Extruded (R-12) 350 56 0.023 0.027
Molded beads 350 16 0.026 0.040

Rubber, rigid foamed 340 70 0.032
Insulating cement

Mineral fiber (rock, slag, or glass)
With clay binder 1255 430 0.088 0.123
With hydraulic setting binder 922 560 0.123

Loose fill
Cellulose, wood, or paper pulp — 45 0.039
Perlite, expanded — 105 0.036 0.053
Vermiculite, expanded — 122 0.068

Source: Adapted from Ref. 1.

Table 5 Thermal Properties of Saturated Liquidsa

Liquid T (K) 𝜌(kg∕m3)
Cp(kJ∕
kg ⋅ K)

v × 106

(m2∕s)
k × 103

(W∕m ⋅ K)
𝛼 × 107

(m2∕s) Pr
𝛽 × 103

(K−1)

Ammonia, NH3 223 703.7 4.463 0.435 547 1.742 2.60 2.45
323 564.3 5.116 0.330 476 1.654 1.99 2.45

Carbon dioxide, CO2 223 1156.3 1.84 0.119 85.5 0.402 2.96 14.0
303 597.8 36.4 0.080 70.3 0.028 28.7 14.0

Engine oil (unused) 273 899.1 1.796 4280 147 0.910 47,000 0.70
430 806.5 2.471 5.83 132 0.662 88 0.70

Ethylene glycol, C2H4(OH)2 273 1130.8 2.294 57.6 242 0.933 617.0 0.65
373 1058.5 2.742 2.03 263 0.906 22.4 0.65

Clycerin, C3H5(OH)3 273 1276.0 2.261 8310 282 0.977 85,000 0.47
320 1247.2 2.564 168 287 0.897 1,870 0.50

Freon (Refrigerant-12), CCI2F2 230 1528.4 0.8816 0.299 68 0.505 5.9 1.85
320 1228.6 1.0155 0.190 68 0.545 3.5 3.50

aSee Table 23 for H2O.
Source: Adapted from Ref. 2.6
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Table 6 Thermal Properties of Liquid Metals

Composition
Melting
Point (K) T (K) 𝜌(kg∕m3)

Cp

(kJ∕kg ⋅ K)
v × 107

(m2∕s) k (W/m⋅K)
𝛼 × 105

(m2∕s) Pr

Bismuth 544 589 10, 011 0.1444 1.617 16.4 0.138 0.0142
1033 9, 467 0.1645 0.8343 15.6 1.001 0.0083

Lead 600 644 10, 540 0.159 2.276 16.1 1.084 0.024
755 10, 412 0.155 1.849 15.6 1.223 0.017

Mercury 234 273 13, 595 0.140 1.240 8.180 0.429 0.0290
600 12, 809 0.136 0.711 11.95 0.688 0.0103

Potassium 337 422 807.3 0.80 4.608 45.0 6.99 0.0066
977 674.4 0.75 1.905 33.1 6.55 0.0029

Sodium 371 366 929.1 1.38 7.516 86.2 6.71 0.011
977 778.5 1.26 2.285 59.7 6.12 0.0037

NaK (56%/44%) 292 366 887.4 1.130 6.522 25.6 2.55 0.026
977 740.1 1.043 2.174 28.9 3.74 0.0058

PbBi (44.5%/55.5%) 398 422 10, 524 0.147 — 9.05 0.586 —
644 10, 236 0.147 1.496 11.86 0.790 0.189

Source: Adapted from Liquid Metals Handbook, The Atomic Energy Commission, Department of the Navy, Washington,
DC, 1952.

Table 7 Thermal Properties of Gases at Atmospheric Pressure

Gas T (K) 𝜌(kg∕m3) Cp(kJ∕kg ⋅ K)
v × 106

(m2∕s) k(W∕m ⋅ K)
𝛼 × 104

(m2∕s) Pr

Air 100 3.6010 1.0266 1.923 0.009246 0.0250 0.768
300 1.1774 1.0057 16.84 0.02624 0.2216 0.708
2500 0.1394 1.688 543.0 0.175 7.437 0.730

Ammonia, NH3 220 0.3828 2.198 19.0 0.0171 0.2054 0.93
473 0.4405 2.395 37.4 0.0467 0.4421 0.84

Carbon dioxide 220 2.4733 0.783 4.490 0.01081 0.0592 0.818
600 0.8938 1.076 30.02 0.04311 0.4483 0.668

Carbon monoxide 220 1.5536 1.0429 8.903 0.01906 0.1176 0.758
600 0.5685 1.0877 52.06 0.04446 0.7190 0.724

Helium 33 1.4657 5.200 3.42 0.0353 0.04625 0.74
900 0.05286 5.200 781.3 0.298 10.834 0.72

Hydrogen 30 0.8472 10.840 1.895 0.0228 0.02493 0.759
300 0.0819 14.314 109.5 0.182 1.554 0.706
1000 0.0819 14.314 109.5 0.182 1.554 0.706

Nitrogen 100 3.4808 1.0722 1.971 0.009450 0.02531 0.786
300 1.1421 1.0408 15.63 0.0262 0.204 0.713
1200 0.2851 1.2037 156.1 0.07184 2.0932 0.748

Oxygen 100 3.9918 0.9479 1.946 0.00903 0.02388 0.815
300 1.3007 0.9203 15.86 0.02676 0.2235 0.709
600 0.6504 1.0044 52.15 0.04832 0.7399 0.704

Steam (H2O vapor) 380 0.5863 2.060 21.6 0.0246 0.2036 1.060
850 0.2579 2.186 115.2 0.0637 1.130 1.019

Source: Adapted from Ref. 2.
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Table 8 One-Dimensional Heat Conduction

Geometry

Heat Transfer Rate
and Temperature
Distribution

Heat Transfer Rate and Overall Heat
Transfer Coefficient with Convection
at the Boundaries

Plane wall

q=
T1 − T2

(x2 − x1)∕kA

T =T1 +
T2 − T1
xx − x1

(x − x1)

R=
xx − x1
kA

q=UA(T∞,1 − T∞,2)

U = 1
1
h1

+
x2 − x2

k
+ 11

h2

Hollow cylinder

q=
T1 − T2

[ln(r2∕r1)]∕2𝜋kL

T =
T2 − T1
ln(r2∕r1)

ln
r
r1

R=
ln(r2∕r1)
2𝜋kL

q= 2𝜋r1LU1(T∞,1 − T∞,2)
= 2𝜋r1LU2(T∞,1 − T∞,2)

U1 =
1

1
h1

+
r1 ln(r2∕r1)

k
+

r1
r2

1
h2

U2 =
1(

r2
r1

)
1
h1

+
r2 ln(r2∕r1)

k
+ 1

h2
Hollow sphere

q=
T1 − T2(

1
r1

− 1
r2

)
∕4𝜋k

T = 1(
1 −

r1
r2

)

[
r1
r

(
T1 − T2

)
+
(
T2 − T1

r1
r2

)]

R=
(

1
r1

− 1
r2

)
∕4𝜋k

q= 4𝜋r21U1(T∞,1 − T∞,2)
= 4𝜋r22U2(T∞,1 − T∞,2)

U1 =
1

1
h1

+ r21

(
1
r1

− 1
r2

)
∕k +

(
r1
r2

)2
1
h2

U2 =
1

(
r1
r2

)2
1
h1

+ r22

(
1
r1

− 1
r2

)
∕k + 1

h2

For N concentric spheres with negligible interfacial resistance, the thermal resistance can
be expressed as

R =
N∑

n=1

(
1
rn

− 1
rn+1

)
∕4𝜋k

where r1 is the inner radius, and rN+1 is the outer radius.

1.3 Two-Dimensional Steady-State Heat Conduction

Two-dimensional heat transfer in an isotropic, homogeneous material with no internal heat
generation requires solution of the heat diffusion equation of the form 𝜕2T∕𝜕X2 + 𝜕T∕𝜕y2 = 0,
referred to as the Laplace equation. For certain geometries and a limited number of fairly
simple combinations of boundary conditions, exact solutions can be obtained analytically.
However, for anything but simple geometries or for simple geometries with complicated
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boundary conditions, development of an appropriate analytical solution can be difficult and
other methods are usually employed. Among these are solution procedures involving the use
of graphical or numerical approaches. In the first of these, the rate of heat transfer between
two isotherms, T1 and T2, is expressed in terms of the conduction shape factor, defined by

q = kS(T1 − T2)

Table 9 illustrates the shape factor for a number of common geometric configurations. By com-
bining these shape factors, the heat transfer characteristics for a wide variety of geometric
configurations can be obtained.

Prior to the development of high-speed digital computers, shape factor and analytical
methods were the most prevalent methods utilized for evaluating steady-state and transient
conduction problems. However, more recently, solution procedures for problems involving
complicated geometries or boundary conditions utilize the finite-difference method (FDM).
Using this approach, the solid object is divided into a number of distinct or discrete regions,
referred to as nodes, each with a specified boundary condition. An energy balance is then writ-
ten for each nodal region and these equations are solved simultaneously. For interior nodes in a
two-dimensional system with no internal heat generation, the energy equation takes the form of
the Laplace equation discussed earlier. However, because the system is characterized in terms of
a nodal network, a finite-difference approximation must be used. This approximation is derived
by substituting the following equation for the x-direction rate of change expression:

𝜕2T
𝜕x2

||||m,n
≈

Tm+1,n + Tm−1,n − 2Tm,n
(Δx)2

and for the y-direction rate of change expression:

𝜕2T
𝜕y2

||||m,n

Tm,n+1 + Tm,n−1 + Tm,n

(Δy)2

Assuming Δx = Δy and substituting into the Laplace equation results in the following expres-
sion:

Tm,n+1 + Tm,n−1 + Tm+1,n + Tm−1,n − 4Tm,n = 0

which reduces the exact difference to an approximate algebraic expression.
Combining this temperature difference with Fourier’s law yields an expression for each

internal node

Tm,n+1 + Tm,n+1 + Tm−1,n + Tm−1,n +
q̇Δx Δy1

k
− 4Tm,n = 0

Similar equations for other geometries (i.e., corners) and boundary conditions (i.e., convection)
and combinations of the two are listed in Table 10. These equations must then be solved using
some form of matrix inversion technique, Gauss–Seidel iteration method, or other method for
solving large numbers of simultaneous equations.

1.4 Heat Conduction with Convection Heat Transfer on the Boundaries

In physical situations where a solid is immersed in a fluid, or a portion of the surface is exposed
to a liquid or gas, heat transfer will occur by convection (or when there is a large temperature
difference, through some combination of convection and/or radiation). In these situations, the
heat transfer is governed by Newton’s law of cooling, which is expressed as

q = hA ΔT

where h is the convection heat transfer coefficient (Section 2),ΔT is the temperature difference
between the solid surface and the fluid, and A is the surface area in contact with the fluid.
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Table 9 Conduction Shape Factors

System Schematic Restrictions Shape Factor

Isothermal sphere buried in
a semi-infinite medium
having isothermal surface z > D∕2 2𝜋D

1 − D∕4z

Horizontal isothermal
cylinder of length L
buried in a semi-infinite
medium having
isothermal surface

L ≫ D
L ≫ D

z > 3D∕2

}
2𝜋L

cosh −1(2z∕D)
2𝜋L

ln(4z∕D)

The cylinder of length L
with eccentric bore

L ≫ D1,D2
2𝜋L

cosh −1

(
D2

1 + D2
2 − 4𝜀2

2D1D2

)

Conduction between two
cylinders of length L in
infinite medium L ≫ D1,D2

2𝜋L

cosh −1

(
4W2 − D2

1 − D2
2

2D1D2

)

Circular cylinder of length
L in a square solid

L ≫ W
w > D

2𝜋L
ln(1.08 w∕D)

Conduction through the
edge of adjoining walls

D > L∕5 0.54D

Conduction through corner
of three walls with inside
and outside temperature,
respectively, at T1 and T2

L ≪ length and
width of wall

0.15L
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Table 10 Summary of Nodal Finite-Difference Equations

Configuration Finite-Difference Equation for Δx = Δy

Case 1. Interior node
Tm,n+1 + Tm,n−1 + Tm−1,n − 4Tm,n = 0

Case 2. Node at an internal corner with convection 2(Tm−1,n + Tm,n+1) + (Tm+1,n + Tm,n−1)

+ 2
h Δx
k

T∞ − 2
(
3 + h Δx

k

)
Tm,n = 0

Case 3. Node at a plane surface with convection (2Tm−1,n + Tm,n+1 + Tm,n−1) +
2h Δx
k

T∞

− 2
(h Δx

k
+ 2

)
Tm,n = 0

Case 4. Node at an external corner with convection (Tm,n−1 + Tm−1,n) + 2
h Δx
k

T∞

− 2
(h Δx

k
+ 1

)
Tm,n = 0

Case 5. Node near a curved surface maintained at a nonuniform temperature 2
a + 1

Tm+1,n +
2

b + 1
Tm,n−1

+ 2
a(a + 1)

T1 +
2

b(b + 1)
T2

−
(2
a
+ 2

b

)
Tm,n = 0
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The resistance occurring at the surface abounding the solid and fluid is referred to as the thermal
resistance and is given by 1/hA, i.e., the convection resistance. Combining this resistance term
with the appropriate conduction resistance yields an overall heat transfer coefficient U. Usage
of this term allows the overall heat transfer to be defined as q = UA ΔT.

Table 8 shows the overall heat transfer coefficients for some simple geometries. Note that
U may be based either on the inner surface (U1) or on the outer surface (U2) for the cylinders
and spheres.

Critical Radius of Insulation for Cylinders
A large number of practical applications involve the use of insulation materials to reduce the
transfer of heat into or out of cylindrical surfaces. This is particularly true of steam or hot
water pipes where concentric cylinders of insulation are typically added to the outside of the
pipes to reduce the heat loss. Beyond a certain thickness, however, the continued addition of
insulation may not result in continued reductions in the heat loss. To optimize the thickness of
insulation required for these types of applications, a value typically referred to as the critical
radius, defined as rcr = k∕h, is used. If the outer radius of the object to be insulated is less than
rcr, then the addition of insulation will increase the heat loss, while for cases where the outer
radii is greater than rcr any additional increases in insulation thickness will result in a decrease
in heat loss.

Extended Surfaces
In examiningNewton’s law of cooling, it is clear that the rate of heat transfer between a solid and
the surrounding ambient fluid may be increased by increasing the surface area of the solid that
is exposed to the fluid. This is typically done through the addition of extended surfaces or fins
to the primary surface. Numerous examples often exist, including the cooling fins on air-cooled
engines, i.e., motorcycles or lawn mowers or the fins attached to automobile radiators.

Figure 2 illustrates a common uniform cross-section extended surface, fin, with a constant
base temperature, Tb, a constant cross-sectional area, A, a circumference of C = 2W + 2t, and

Figure 2 Heat transfer by extended surfaces.
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Table 11 Temperature Distribution and Heat Transfer Rate at the Fin Base (m =
√
hc∕kA)

Condition at x = L
T−T∞
Tb−T∞

Heat Transfer Rate
q/mkA (Tb−T∞)

h(Tx=L − T∞) = −k
(dT
dx

)

x=L
(convection)

coshm(L − x) + h
mk

sinhm(L − x)

coshmL + h

mk
sinhmL

sinhmL + h
mk

coshmL

coshmL + h

mk
sinhmL

(dT
dx

)

x=L
= 0 (insulated)

coshm(L − x)
coshmL

tanh mL

Tx=L = TL (prescribed temperature)
(TL − T∞)∕(Tb − T∞) sinhmx + sinhm(L − x)

sinhml

coshmL − (TL − T∞)∕(Tb − T∞)
sinhml

Tx=L = T∞ (infinitely long fin, L → ∞) e−mx 1

a length, L, which is much larger than the thickness, t. For these conditions, the temperature
distribution in the fin must satisfy the following expression:

d2T
dx2

− hC
kA

(T − T∞) = 0

The solution of this equation depends on the boundary conditions existing at the tip, i.e.,
at x = L. Table 11 shows the temperature distribution and heat transfer rate for fins of uniform
cross section subjected to a number of different tip conditions, assuming a constant value for
the heat transfer coefficient, h.

Two terms are used to evaluate fins and their usefulness. The first of these is the fin effec-
tiveness, defined as the ratio of the heat transfer rate with the fin to the heat transfer rate that
would exist if the fin were not used. For most practical applications, the use of a fin is jus-
tified only when the fin effectiveness is significantly greater than 2. A second term used to
evaluate the usefulness of a fin is the fin efficiency, 𝜂f , This term represents the ratio of actual
heat-transfer rate from a fin to the heat-transfer rate that would occur if the entire fin surface
could be maintained at a uniform temperature equal to the temperature of the base of the fin.
For this case, Newton’s law of cooling can be written as

q = 𝜂f hAf (Tb − T∞)
where Af is the total surface area of the fin and Tb is the temperature of the fin at the base.
The application of fins for heat removal can be applied to either forced or natural convection
of gases, and while some advantages can be gained in terms of increasing the liquid–solid or
solid–vapor surface area, fins as such are not normally utilized for situations involving phase
change heat transfer, such as boiling or condensation.

1.5 Transient Heat Conduction

Given a solid body, at a uniform temperature, T∞i, immersed in a fluid of different temperature
T∞, the surface of the solid body will be subject to heat losses (or gains) through convection
from the surface to the fluid. In this situation, the heat lost (or gained) at the surface results
from the conduction of heat from inside the body. To determine the significance of these two
heat transfer modes, a dimensionless parameter referred to as the Biot number is used. This
dimensionless number is defined as Bi = hL∕k, where L = V∕A or the ratio of the volume of
the solid to the surface area of the solid, and really represents a comparative relationship of the
importance of convections from the outer surface to the conduction occurring inside. When this
value is less than 0.1, the temperature of the solid may be assumed uniform and dependent on
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time alone. When this value is greater than 0.1, there is some spatial temperature variation that
will affect the solution procedure.

For the first case, Bi < 0.1, an approximation referred to as the lumped heat capacity
method may be used. In this method, the temperature of the solid is given by

T − T∞
Ti − T∞

= exp

(
−t
𝜏t

)
= exp(−BiFo)

where 𝜏t is the time constant and is equal to 𝜌CpV∕hA. Increasing the value of the time con-
stant, 𝜏t, will result in a decrease in the thermal response of the solid to the environment and,
hence, will increase the time required for it to reach thermal equilibrium (i.e., T = T∞). In this
expression, Fo represents the dimensionless time and is called the Fourier number, the value
of which is equal to 𝛼tA2∕V2. The Fourier number, along with the Biot number, can be used to
characterize transient heat conduction problems. The total heat flow through the surface of the
solid over the time interval from t = 0 to time t can be expressed as

Q = 𝜌VCp(Ti − T∞)
[
1 − exp

(
− t
𝜏t

)]

Transient Heat Transfer for Infinite Plate, Infinite Cylinder, and Sphere Subjected to
Surface Convection
Generalized analytical solutions to transient heat transfer problems involving infinite plates,
cylinders, and finite diameter spheres subjected to surface convection have been developed.
These solutions can be presented in graphical form through the use of the Heisler charts,3

illustrated in Figs. 3–11 for plane walls, cylinders, and spheres. In this procedure, the solid is
assumed to be at a uniform temperature, Ti, at time t = 0 and then is suddenly subjected to
or immersed in a fluid at a uniform temperature T∞. The convection heat transfer coefficient,
h, is assumed to be constant, as is the temperature of the fluid. Combining Figs. 3 and 4 for
plane walls, Figs. 6 and 7 for cylinders, and Figs. 9 and 10 for spheres allows the resulting
time-dependent temperature of any point within the solid to be found. The total amount of
energy, Q, transferred to or from the solid surface from time t = 0 to time t can be found from
Figs. 5, 8, and 11.

1.6 Conduction at the Microscale

The mean free path of electrons and the size of the volume involved has long been recog-
nized as having a pronounced effect on electron transport phenomena. This is particularly true
in applications involving thin metallic films or wires where the characteristic length may be
close to the same order of magnitude as the scattering mean free path of the electrons.5 The
first notable work in this area was performed by Tien et al.6 where the thermal conductivity
of thin metallic films and wires were calculated at cryogenic temperatures. Because the length
of the mean free path in these types of applications is shortened near the surface, due to ter-
mination at the boundary, a reduction in transport coefficients, such as electrical and thermal
conductivities, was observed. Tests at cryogenic temperatures were first performed because the
electron mean free path increases as temperature decreases, and the size effects were expected
to become especially significant in this range. The primary purpose of this investigation was to
outline in a systematic manner a method by which the thermal conductivity of such films and
wires at cryogenic temperatures could be determined. The results indicated that, particularly in
the case of thin metallic films, size effects may become an increasingly important part of the
design and analysis required for application. Due to the increased use of thin films in optical
components and solid-state devices and systems, there has been an increasing interest in the
effect of decreasing size on the transport properties of thin solid films and wires.
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Figure 3 Midplane temperature as a function of time for a plane wall of thickness 2L. (Adapted from Heisler.3)
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Figure 4 Temperature distribution in a plane wall of thickness 2L. (Adapted from Heisler.3)

Figure 5 Internal energy change as a function of time for a plane wall of thickness 2L.4 (Used with the
permission of McGraw-Hill Book Company.)
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Figure 6 Centerline temperature as a function of time for an infinite cylinder of radius ro. (Adapted from Heisler.3)

Figure 7 Temperature distribution in an infinite cylinder of radius ro. (Adapted from Heisler.3)
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Figure 8 Internal energy change as a function of time for an infinite cylinder of radius ro.
4 (Used with

the permission of McGraw-Hill Book Company.)

Figure 9 Center temperature as a function of time in a sphere of radius ro. (Adapted from Heisler.3)

Themost commonmethod for calculating the thermal conductivities in thin films andwires
consists of three essential steps:

1. Identifying the appropriate expression for the electrical conductivity size effect

2. Determining the mean free path for electrical conductivity, which is essential in calcu-
lations of all electron transport properties

3. Applying the electrical–thermal transport analogy for calculating the thermal conduc-
tivity size effect5
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Figure 10 Temperature distribution in a sphere of radius ro. (Adapted from Heisler.3)

Figure 11 Internal energy change as a function of time for a sphere of radius ro.
4 (Used with the permis-

sion of McGraw-Hill Book Company.)

For domain thicknesses on the order of the carrier mean free path, jump boundary condi-
tions significantly affect the solution of the conduction problem. This problem can be resolved
through the solution of the hyperbolic heat-equation-based analysis, which is generally justifi-
able engineering applications.7

2 CONVECTION HEAT TRANSFER

As discussed earlier, convection heat transfer is the mode of energy transport in which the
energy is transferred by means of fluid motion. This transfer can be the result of the random
molecular motion or bulk motion of the fluid. If the fluid motion is caused by external forces,
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the energy transfer is called forced convection. If the fluid motion arises from a buoyancy effect
caused by density differences, the energy transfer is called free convection or natural convec-
tion. For either case, the heat transfer rate, q, can be expressed in terms of the surface area, A,
and the temperature difference, ΔT, by Newton’s law of cooling:

q = hA ΔT
In this expression, h is referred to as the convection heat transfer coefficient or film coefficient
and a function of the velocity and physical properties of the fluid, and the shape and nature
of the surface. The nondimensional heat transfer coefficient Nu = hL∕k is called the Nusselt
number, where L is a characteristic length and k is the thermal conductivity of the fluid.

2.1 Forced Convection—Internal Flow

For internal flow in a tube or pipe, the convection heat transfer coefficient is typically defined
as a function of the temperature difference existing between the temperature at the surface of
the tube and the bulk or mixing-cup temperature, Tb, i.e., ΔT = Ts − Tb can be defined as

Tb =
∫

CpT dṁ

∫
Cp dṁ

where ṁ is the axial flow rate. Using this value, heat transfer between the tube and the fluid can
be written as q = hA(Ts − Tb).

In the entrance region of a tube or pipe, the flow is quite different from that occurring
downstream from the entrance. The rate of heat transfer differs significantly, depending on
whether the flow is laminar or turbulent. From fluid mechanics, the flow is considered to be
turbulent when ReD = VmD∕v > 2300 for a smooth tube. This transition from laminar to tur-
bulent, however, also depends on the roughness of tube wall and other factors. The generally
accepted range for transition is 200 < ReD < 4000.

Laminar Fully Developed Flow
For situations where both the thermal and velocity profiles are fully developed, the Nusselt
number is constant and depends only on the thermal boundary conditions. For circular tubes
with Pr ≥ 0.6, and x∕D ReD Pr > 0.05, the Nusselt numbers have been shown to be NuD = 3.66
and 4.36, for constant temperature and constant heat flux conditions, respectively. Here, the
fluid properties are based on the mean bulk temperature.

For noncircular tubes, the hydraulic diameter, Dh = 4 × the flow cross-sectional
area/wetted perimeter, is used to define the Nusselt number NuD and the Reynolds num-
ber ReD. Table 12 shows the Nusselt numbers based on hydraulic diameter for various
cross-sectional shapes.

Laminar Flow for Short Tubes
At the entrance of a tube, the Nusselt number is infinite, and decreases asymptotically to the
value for fully developed flow as the flow progresses down the tube. The Sieder–Tate equation8

gives good correlation for the combined entry length, i.e., that region where the thermal and
velocity profiles are both developing or for short tubes:

NuD = hD

k
= 1.86(Re D Pr)1∕3

(D
L

)1∕3( 𝜇

𝜇s

)0.14

for Ts = constant, 0.48 < Pr < 16,700,0.0044 < 𝜇∕μs < 9.75, and (ReDPrD∕L)1∕3
(𝜇∕μs)0.14 > 2.
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Table 12 Nusselt Numbers for Fully Developed Laminar
Flow for Tubes of Various Cross Sectionsa

Geometry (L∕DH > 100) NuH1 NuH2 Nur

3.608 3.091 2.976

4.123 3.017 3.391

5.099 4.35 3.66

6.490 2.904 5.597

8.235 8.235 7.541

5.385 — 4.861

4.364 4.364 3.657

aNuH1 = average Nusselt number for uniform heat flux in flow direction
and uniform wall temperature at particular flow cross section.
NuH2 = average Nusselt number for uniform heat flux both in flow direc-
tion and around periphery.
NuHrr = average Nusselt number for uniform wall temperature.

In this expression, all of the fluid properties are evaluated at the mean bulk temperature
except for μs, which is evaluated at the wall surface temperature. The average convection heat
transfer coefficient h is based on the arithmetic average of the inlet and outlet temperature
differences.

Turbulent Flow in Circular Tubes
In turbulent flow, the velocity and thermal entry lengths are much shorter than for a laminar
flow. As a result, with the exception of short tubes, the fully developed flow values of the Nus-
selt number are frequently used directly in the calculation of the heat transfer. In general, the
Nusselt number obtained for the constant heat flux case is greater than the Nusselt number
obtained for the constant temperature case. The one exception to this is the case of liquid met-
als, where the difference is smaller than for laminar flow and becomes negligible for Pr > 1.0.
The Dittus–Boelter equation9 is typically used if the difference between the pipe surface tem-
perature and the bulk fluid temperature is less than 6∘C (10∘F) for liquids or 56∘C (100∘F) for
gases:

NuD = 0.023 Re0.8D Prn

for 0.7 ≤ Pr ≤ 160,ReD ≥ 10,000, and L∕D ≥ 60, where

n = 0.4 for heating, Ts > Tb

= 0.3 for cooling, Ts < Tb
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For temperature differences greater than specified above, use8

NuD = 0.027 Re0.8D Pr1∕3
(

𝜇

𝜇s

)0.14

for 0.7 ≤ Pr ≤ 16,700,ReD ≥ 10,000, and L∕D ≥ 60. In this expression, the properties are all
evaluated at the mean bulk fluid temperature with the exception of 𝜇s, which is again evaluated
at the tube surface temperature.

For concentric tube annuli, the hydraulic diameter Dh = Do − Di (outer diameter – inner
diameter) must be used for NuD and ReD, and the coefficient h at either surface of the annulus
must be evaluated from the Dittus–Boelter equation. Here, it should be noted that the foregoing
equations apply for smooth surfaces and that the heat transfer rate will be larger for rough
surfaces and are not applicable to liquid metals.

Fully Developed Turbulent Flow of Liquid Metals in Circular Tubes
Because the Prandtl number for liquid metals is on the order of 0.01, the Nusselt number is
primarily dependent on a dimensionless parameter number referred to as the Peclet number,
which in general is defined as Pe = RePr:

NuD = 5.0 + 0.025Pe0.8D
which is valid for situations where Ts = a constant and PeD > 100 and L∕D > 60.

For qn = constant and 3.6 × 103 < ReD < 9.05 × 105, 102 < PeD < 104, and L∕D > 60,
the Nusselt number can be expressed as

NuD = 4.8 + 0.0185Pe0.827D

2.2 Forced Convection—External Flow

In forced convection heat transfer, the heat transfer coefficient, h, is based on the temperature
difference between the wall surface temperature and the fluid temperature in the free stream
outside the thermal boundary layer. The total heat transfer rate from the wall to the fluid is
given by q = hA(Ts − T∞). The Reynolds numbers are based on the free-stream velocity. The
fluid properties are evaluated either at the free-stream temperature T∞ or at the film temperature
Tf = (Ts + T∞)∕2.

Laminar Flow on a Flat Plate
When the flow velocity along a constant temperature semi-infinite plate is uniform, the bound-
ary layer originates from the leading edge and is laminar and the flow remains laminar until
the local Reynolds number Rex = U∞x∕v reaches the critical Reynolds number, Rec. When the
surface is smooth, the Reynolds number is generally assumed to be Rec = 5 × 105, but the value
will depend on several parameters, including the surface roughness.

For a given distance x from the leading edge, the local Nusselt number and the average
Nusselt number between x = 0 and x = L are given below (Rex and ReL ≤ 5 × 105):

Nux =
hx
k
= 0.332 Re0.5x Pr1∕3

NuL = hL
k
= 0.664 Re0.5L Pr1∕3

}
for Pr ≥ 0.6

Nux = 0.565
(
RexPr

)0.5

NuL = 1.13(ReLPr)0.5

}
for Pr ≤ 0.6

Here, all of the fluid properties are evaluated at the mean or average film temperature.
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Turbulent Flow on a Flat Plate
When the flow over a flat plate is turbulent from the leading edge, expressions for the local
Nusselt number can be written as

Nux = 0.0292 Re0.8x Pr1∕3

NuL = 0.036 Re0.8L Pr1∕3

where the fluid properties are all based on the mean film temperature and 5 × 105 ≤ Rex and
ReL ≤ 108 and 0.6 ≤ Pr ≤ 60.

The Average Nusselt Number between x= 0 and x=L with Transition
For situations where transition occurs immediately once the critical Reynolds number Rec has
been reached10

NuL = 0.036 Pr1∕3[Re0.8L − Re0.8c + 18.44 Re0.5c ]

provided that 5 × 105 ≤ ReL ≤ 108 and 0.6 ≤ Pr ≤ 60. Specialized cases exist for this situation
i.e.,

NuL = 0.036 Pr1∕3(Re0.8L − 18,700)

for Rec = 4 × 105, or
NuL = 0.036 Pr1∕3(Re0.8L − 23,000)

for Rec = 5 × 105. Again, all fluid properties are evaluated at the mean film temperature.

Circular Cylinders in Cross Flow
For circular cylinders in cross flow, the Nusselt number is based upon the diameter and can be
expressed as

NuD = (0.4 Re0.5D + 0.06 Re2∕3)Pr0.4
(
𝜇∞
𝜇s

)0.25

for 0.67 < Pr < 300,10 < ReD < 105, and 0.25 < 5.2. Here, the fluid properties are
evaluated at the free-stream temperature except 𝜇s, which is evaluated at the surface
temperature.11

Cylinders of Noncircular Cross Section in Cross Flow of Gases
For noncircular cylinders in cross flow, the Nusselt number is again based on the diameter, but
is expressed as

NuD = C(ReD)m Pr1∕3

where C and m are listed in Table 13, and the fluid properties are evaluated at the mean film
temperature.12

Flow past a Sphere
For flow over a sphere, the Nusselt number is based on the sphere diameter and can be expressed
as

NuD = 2 + (0.4Re0.5D + 0.06Re2∕3D )Pr0.4(𝜇∞∕𝜇s)0.25

for the case of 3.5 < ReD < 8 × 104, 0.7 < Pr < 380, and 1.0 < 𝜇∞∕𝜇s < 3.2. The fluid prop-
erties are calculated at the free stream temperature except 𝜇s, which is evaluated at the surface
temperature.11
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Table 13 Constants and m for Noncircular Cylinders in Cross-Flow

Geometry ReD C m

Square

5 × 103 − 105 0.246 0.588
5 × 103 − 105 0.102 0.675

Hexagon

5 × 103 − 1.95 × 104 0.160 0.538
1.95 × 104 − 105 0.0385 0.782
5 × 103 − 105 0.153 0.638

Vertical plate

4 × 103 − 1.5 × 104 0.228 0.731

Flow across Banks of Tubes
For banks of tubes, the tube arrangement may be either staggered or aligned (Fig. 12), and
the heat transfer coefficient for the first row is approximately equal to that for a single tube.
In turbulent flow, the heat transfer coefficient for tubes in the first row is smaller than that
of the subsequent rows. However, beyond the fourth or fifth row, the heat transfer coefficient
becomes approximately constant. For tube banks with more than 20 rows, 0.7 < Pr < 500,
and 1000 < ReD,max < 2 × 106, the average Nusselt number for the entire tube bundle can be
expressed as13

NuD = C(ReD,max)m Pr0.36
(
Pr∞
Prs

)0.25

where all fluid properties are evaluated at T∞ except Prs, which is evaluated at the surface tem-
perature. The constants C andm used in this expression are listed in Table 14, and the Reynolds

Figure 12 Tube arrangement.
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Table 14 Constants C and m of Heat Transfer Coefficient for the Banks
in Cross Flow

Configuration ReD,max C m

Aligned 103 − 2 × 105 0.27 0.63
Staggered (ST∕SL < 2) 103 − 2 × 105 0.35(ST∕SL)1∕5 0.60
Staggered (SG∕SL > 2) 103 − 2 × 105 0.40 0.60
Aligned 2 × 105 − 2 × 106 0.21 0.84
Staggered 2 × 105 − 2 × 106 0.022 0.84

number is based on the maximum fluid velocity occurring at the minimum free flow area avail-
able for the fluid. Using the nomenclature shown in Fig. 12, the maximum fluid velocity can
be determined by

Vmax =
ST

ST − D
V

for the aligned or staggered configuration provided
√

S2L + (ST∕2)2 >
ST +D

2
or as

Vmax =
ST

2

√
S2L + (ST∕2)2

V

for staggered if √
S2L + (ST∕2)2 <

ST +D

2

Liquid Metals in Cross Flow over Banks of Tubes
The average Nusselt number for tubes in the inner rows can be expressed as

NuD = 4.03 + 0.228(ReD,max Pr)0.67

which is valid for 2 × 104 < ReD,max < 8 × 104 and Pr < 0.03 and the fluid properties are eval-
uated at the mean film temperature.14

High-Speed Flow over a Flat Plate
When the free-stream velocity is very high, the effects of viscous dissipation and fluid com-
pressibility must be considered in the determination of the convection heat transfer. For these
types of situations, the convection heat transfer can be described as q = hA(Ts − T𝛼s), where
T𝛼s is the adiabatic surface temperature or recovery temperature, and is related to the recovery
factor by r = (T𝛼s − T∞)∕(T0 − T∞). The value of the stagnation temperature, T0, is related to
the free-stream static temperature, T∞, by the expression

T0

T∞
= 1 + 𝛾 − 1

2
M2

∞

where 𝛾 is the specific heat ratio of the fluid andM∞ is the ratio of the free-stream velocity and
the acoustic velocity. For the case where 0.6 < Pr < 15,

r = Pr1∕2 for laminar flow (Rex < 5 × 105)

r = Pr1∕3 for turbulent flow (Rex > 5 × 105)
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Here, all of the fluid properties are evaluated at the reference temperature Tref = T∞ +
0.5(Ts − T∞) + 0.22(T𝛼s − T∞). Expressions for the local heat transfer coefficients at a given
distance x from the leading edge are given as2

Nux = 0.332 Re0.5x Pr1∕3 for Rex < 5 × 105

Nux = 0.0292 Re0.8x Pr1∕3 for 5 × 105 < Rex < 107

Nux = 0.185 Rex(log Rex)−2.584 for 107 < Rex < 109

In the case of gaseous fluids flowing at very high free-stream velocities, dissociation of the
gas may occur and will cause large variations in the properties within the boundary layer. For
these cases, the heat transfer coefficient must be defined in terms of the enthalpy difference,
i.e., q = hA(is − i𝛼s), and the recovery factor will be given by r = (is − i𝛼s)∕(i0 − i∞), where
i𝛼s represents the enthalpy at the adiabatic wall conditions. Similar expressions to those shown
above for Nux can be used by substituting the properties evaluated at a reference enthalpy
defined as iref = i∞ + 0.5(is − i∞) + 0.22(i𝛼s − i∞).

High-Speed Gas Flow Past Cones
For the case of high-speed gaseous flows over conical shaped objects, the following expressions
can be used:

Nux = 0.575 Re0.5x Pr1∕3 for Rex < 105

Nux = 0.0292 Re0.8x Pr1∕3 for Rex > 105

where the fluid properties are evaluated at Tref as in the plate.15

Stagnation Point Heating for Gases
When the conditions are such that the flow can be assumed to behave as incompressible, the
Reynolds number is based on the free-stream velocity and h is defined as q = hA(Ts − T∞).16
Estimations of the Nusselt can be made using the following relationship:

NuD = C Re0.5D Pr0.4

where C = 1.14 for cylinders and 1.32 for spheres, and the fluid properties are evaluated at the
mean film temperature. When the flow becomes supersonic, a bow shock wave will occur just
off the front of the body. In this situation, the fluid properties must be evaluated at the stagnation
state occurring behind the bow shock and the Nusselt number can be written as

NuD = C Re0.5D Pr0.4
(
𝜌∞

𝜌0

)0.25

where C = 0.95 for cylinders and 1.28 for spheres; 𝜌∞ is the free-stream gas density and 𝜌0 is
the stagnation density of stream behind the bow shock. The heat transfer rate for this case is
given by q = hA(Ts − T0).

2.3 Free Convection

In free convection the fluid motion is caused by the buoyant force resulting from the density
difference near the body surface, which is at a temperature different from that of the free fluid
far removed from the surface where velocity is zero. In all free convection correlations, except
for the enclosed cavities, the fluid properties are usually evaluated at the mean film tempera-
ture Tf = (T1 + T∞)∕2. The thermal expansion coefficient 𝛽, however, is evaluated at the free
fluid temperature T∞. The convection heat transfer coefficient h is based on the temperature
difference between the surface and the free fluid.
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Free Convection from Flat Plates and Cylinders
For free convection from flat plates and cylinders, the average Nusselt number NuL can be
expressed as4

NuL = C(GrLPr)m

where the constants C and m are given as shown in Table 15. The Grashof Prandtl number
product (GrLPr) is called theRayleigh number (RaL) and for certain ranges of this value, Figs. 13
and 14 are used instead of the above equation. Reasonable approximations for other types of
three-dimensional shapes, such as short cylinders and blocks, can be made for 104 < RaL <

109, by using this expression and C = 0.6,m = 1∕4, provided that the characteristic length, L,
is determined from 1∕L = 1∕Lhor + 1∕Lver, where Lver is the height and Lhor is the horizontal
dimension of the object in question.

Table 15 Constants for Free Convection from Flat Plates and Cylinders

Geometry GrKPr C m L

Vertical flat plates and
cylinders

10−1–104 Use Fig. 12 Use Fig. 12 Height of plates and cylinders;
restricted to D∕L ≥ 35∕Gr1∕4L
for cylinders

104–109 0.59 1∕4
109–1013 0.10 1∕3

Horizontal cylinders 0–10−5 0.4 0 Diameter D
10−5–104 Use Fig.13 Use Fig.13
104–109 0.53 1∕4
109–1013 0.13 1∕3

Upper surface of heated
plates or lower surface of
cooled plates

2 × 104 − 8 × 106 0.54 1∕4 Length of a side for square plates,
the average length of the two
sides for rectangular plates

8 × 106–1011 0.15 1 1∕3

Lower surface of heated
plates or upper surface of
cooled plates

105–1011 0.58 1∕5 0.9D for circular disks

Figure 13 Free convection heat-transfer correlation for heated vertical plates and cylinders. (Adapted
from Ref. 17. Used with permission of McGraw-Hill Book Company.)
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Figure 14 Free convection heat transfer correlation from heated horizontal cylinders. (Adapted from
Ref. 17. © McGraw-Hill Education.)

For unsymmetrical horizontal square, rectangular, or circular surfaces, the characteristic
length L can be calculated from the expression L = A∕P, where A is the area and P is the wetted
perimeter of the surface.

Free Convection from Spheres
For free convection from spheres, the following correlation has been developed:

NuD = 2 + 0.43(GrD Pr)0.25 for 1 < GrD < 105

Although this expression was designed primarily for gases, Pr ≈ 1, it may be used to approxi-
mate the values for liquids as well.18

Free Convection in Enclosed Spaces
Heat transfer in an enclosure occurs in a number of different situations and with a variety of
configurations. When a temperature difference is imposed on two opposing walls that enclose
a space filled with a fluid, convective heat transfer will occur. For small values of the Rayleigh
number, the heat transfer may be dominated by conduction, but as the Rayleigh number
increases, the contribution made by free convection will increase. Following are a number of
correlations, each designed for a specific geometry. For all of these, the fluid properties are
evaluated at the average temperature of the two walls.

Cavities between Two Horizontal Walls at Temperatures T1 and T2 Separated by Distance 𝜹
(T1 for Lower Wall, T1>T2)

q′′ = h(T1 − T2)

Nu𝛿 = 0.069 Ra1∕3
𝛿

Pr0.074 for 3 × 105 < Ra𝛿 < 7 × 109

= 1.0 f or Ra𝛿 < 1700

where Ra𝛿 = g𝛽(T1 − T2)𝛿3∕𝛼v; 𝛿 is the thickness of the space.19
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Cavities between Two Vertical Walls of Height H at Temperatures by Distance T1 and T2
Separated by Distance 𝜹20,21

q′′ = h(T1 − T2)

Nu𝛿 = 0.22
( Pr
0.2 + Pr

Ra𝛿
)0.28( 𝛿

H

)0.25

for 2 < H∕𝛿 < 10, Pr < 105Ra𝛿 < 1010;

Nu𝛿 = 0.18
( Pr
0.2 + Pr

Ra𝛿
)0.29

for 1 < H∕𝛿 < 2,103 < Pr < 105, and 103 < Ra𝛿 Pr∕(0.2 + Pr); and

Nu𝛿 = 0.42 Ra0.25
𝛿

Pr0.012
(
𝛿

H

)0.3

for 10 < H∕𝛿 < 40,1 < Pr < 2 × 104, and 104 < Ra𝛿 < 107.

2.4 The Log-Mean Temperature Difference

The simplest and most common type of heat exchanger is the double-pipe heat exchanger illus-
trated in Fig. 15. For this type of heat exchanger, the heat transfer between the two fluids can
be found by assuming a constant overall heat transfer coefficient found from Table 8 and a
constant fluid specific heat. For this type, the heat transfer is given by

q = UA ΔTm
where

ΔTm =
ΔT2 − ΔT1
ln(ΔT2∕ΔT1)

In this expression, the temperature difference, ΔTm, is referred to as the log-mean temperature
difference (LMTD); ΔT1 represents the temperature difference between the two fluids at one
end and ΔT2 at the other end. For the case where the ratio ΔT2∕ΔT1 is less than two, the
arithmetic mean temperature difference, (ΔT2 + ΔT1)∕2, may be used to calculate heat transfer
rate without introducing any significant error. As shown in Fig. 15,

ΔT1 = Th,i − Tc,iΔT2 = Th,o − Tc,o for parallel flow

ΔT1 = Th,i − Tc,oΔT2 = Th,o − Tc,i for counterflow

Cross-Flow Coefficient
In other types of heat exchangers, where the values of the overall heat transfer coefficient, U,
may vary over the area of the surface, the LMTDmay not be representative of the actual average
temperature difference. In these cases, it is necessary to utilize a correction factor such that the
heat transfer, q, can be determined by

q = UAF ΔTm
Here the value of ΔTm is computed assuming counterflow conditions, i.e., ΔT1 = Th,i − Tc,i
and ΔT2 = Th,o − Tc,o. Figures 16 and 17 illustrate some examples of the correction factor F
for various multiple-pass heat exchangers.

3 RADIATION HEAT TRANSFER

Heat transfer can occur in the absence of a participating medium through the transmission of
energy by electromagnetic waves, characterized by a wavelength, 𝜆, and frequency, v, which
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Figure 15 Temperature profiles for parallel flow and counterflow in double-pipe heat exchanger.

Figure 16 Correction factor for a shell-and-tube heat exchanger with one shell and any multiple of two
tube passes (two, four, etc., tube passes).
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Figure 17 Correction factor for a shell-and-tube heat exchanger with two shell passes and any multiple
of four tubes passes (four, eight, etc., tube passes).

are related by c = 𝜆v. The parameter c represents the velocity of light, which in a vacuum is
co = 2.9979 × 108m∕s. Energy transmitted in this fashion is referred to as radiant energy and
the heat transfer process that occurs is called radiation heat transfer or simply radiation. In
this mode of heat transfer, the energy is transferred through electromagnetic waves or through
photons, with the energy of a photon being given by hv, where h represents Planck’s constant.

In nature, every substance has a characteristic wave velocity that is smaller than that occur-
ring in a vacuum. These velocities can be related to co by c = co∕n, where n indicates the
refractive index. The value of the refractive index, n, for air is approximately equal to 1. The
wavelength of the energy given or for the radiation that comes from a surface depends on the
nature of the source and various wavelengths sensed in different ways. For example, as shown
in Fig. 18, the electromagnetic spectrum consists of a number of different types of radiation.
Radiation in the visible spectrum occurs in the range 𝜆 = 0.4 − 0.74 μm, while radiation in the
wavelength range 0.1–100 μm is classified as thermal radiation and is sensed as heat. For radi-
ant energy in this range, the amount of energy given off is governed by the temperature of the
emitting body.

3.1 Blackbody Radiation

All objects in space are continuously being bombarded by radiant energy of one form or another
and all of this energy is either absorbed, reflected, or transmitted. An ideal body that absorbs all
the radiant energy falling upon it, regardless of the wavelength and direction, is referred to as a
blackbody. Such a body emits maximum energy for a prescribed temperature and wavelength.
Radiation from a blackbody is independent of direction and is referred to as a diffuse emitter.
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Figure 18 Electromagnetic radiation spectrum.

The Stefan–Boltzmann Law
The Stefan–Boltzmann law describes the rate at which energy is radiated from a blackbody and
states that this radiation is proportional to the fourth power of the absolute temperature of the
body,

eb = 𝜎T4

where eb is the total emissive power and 𝜎 is the Stefan–Boltzmann constant, which has the
value 5.729 × 10−8W∕m2 ⋅ K4(0.173 × 10−8Btu∕h ⋅ ft2 ⋅ ∘R4).

Planck’s Distribution Law
The temperature amount of energy leaving a blackbody is described as the spectral emissive
power, e𝜆b, and is a function of wavelength. This function, which was derived from quantum
theory by Planck, is

e𝜆b =
2𝜋C1

𝜆5[exp(C2∕𝜆T) − 1]

where e𝜆b has a unit W∕m2 ⋅ μm (Btu∕h ⋅ ft2 ⋅ μm).
Values of the constants C1 and C2 are 0.59544 × 10−16W ⋅m2(0.18892 × 108Btu ⋅

𝜇m4∕h ft2) and 14,388 μm ⋅K (25,898 μm ⋅ ∘R), respectively. The distribution of the spectral
emissive power from a blackbody at various temperatures is shown in Fig. 19, which shows that
the energy emitted at all wavelengths increases as the temperature increases. The maximum or
peak values of the constant temperature curves illustrated in Fig. 20 shift to the left for shorter
wavelengths as the temperatures increase.

The fraction of the emissive power of a blackbody at a given temperature and in the wave-
length interval between 𝜆1 and 𝜆2 can be described by

F𝜆1T−𝜆2T = 1
𝜎T4

(

∫

𝜆1

0
e𝜆b d𝜆 −

∫

𝜆2

0
e𝜆b d𝜆

)
= Fo−𝜆1T − Fo−𝜆2T

where the function Fo−𝜆T = (1∕𝜎T4)
∫

𝜆

0
e𝜆b d𝜆 is given in Table 16. This function is useful for

the evaluation of total properties involving integration on the wavelength in which the spectral
properties are piecewise constant.
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Figure 19 Hemispherical spectral emissive power of a blackbody for various temperatures.

Wien’s Displacement Law
The relationship between these peak or maximum temperatures can be described by Wien’s
displacement law:

𝜆max T = 2897.8 μm ⋅K

or
𝜆max T = 5216.0 μm ⋅ ∘R

3.2 Radiation Properties

While to some degree, all surfaces follow the general trends described by the Stefan–Boltzmann
and Planck laws, the behavior of real surfaces deviates somewhat from these. In fact, because
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Figure 20 Configuration factor for radiation exchange between surfaces of area dAi and dAj.

blackbodies are ideal, all real surfaces emit and absorb less radiant energy than a blackbody.
The amount of energy a body emits can be described in terms of the emissivity and is, in
general, a function of the type of material, the temperature, and the surface conditions, such
as roughness, oxide layer thickness, and chemical contamination. The emissivity is, in fact, a
measure of how well a real body radiates energy as compared with a blackbody of the same
temperature. The radiant energy emitted into the entire hemispherical space above a real surface
element, including all wavelengths is given by e = 𝜀𝜎T4, where 𝜀 is less than 1.0 and is called
the hemispherical emissivity (or total hemispherical emissivity to indicate averaging over the
total wavelength spectrum). For a given wavelength the spectral hemispherical emissivity 𝜀𝜆 of
a real surface is defined as

𝜀𝜆 =
e𝜆
e𝜆b

where e𝜆 is the hemispherical emissive power of the real surface and e𝜆b is that of a blackbody
at the same temperature.

Spectral irradiation, G𝜆, (W∕m2 ⋅ μm), is defined as the rate at which radiation is incident
upon a surface per unit area of the surface, per unit wavelength about the wavelength 𝜆, and
encompasses the incident radiation from all directions.

Spectral hemispherical reflectivity, 𝜌𝜆, is defined as the radiant energy reflected per unit
time, per unit area of the surface, per unit wavelength/G𝜆.

Spectral hemispherical absorptivity, 𝛼𝜆, is defined as the radiant energy absorbed per unit
area of the surface, per unit wavelength about the wavelength/G𝜆.

Spectral hemispherical transmissivity is defined as the radiant energy transmitted per unit
area of the surface, per unit wavelength about the wavelength/G𝜆.

For any surface, the sum of the reflectivity, absorptivity, and transmissivity must equal
unity, i.e.,

𝛼𝜆 + 𝜌𝜆𝜏𝜆 = 1
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Table 16 Radiation Function Fo−𝜆T

𝜆T 𝜆T 𝜆T

μm ⋅ K μm ⋅ ∘R Fo−𝜆T μm ⋅ K μm ⋅ ∘R Fo−𝜆T μm ⋅ K μm ⋅ ∘R Fo−𝜆T

400 720 0.1864 × 10−11 3400 6120 0.3617 6400 11,520 0.7692
500 900 0.1298 × 10−8 3500 6300 0.3829 6500 11,700 0.7763
600 1080 0.9290 × 10−7 3600 6480 0.4036 6600 11,880 0.7832
700 1260 0.1838 × 10−5 3700 6660 0.4238 6800 12,240 0.7961
800 1440 0.1643 × 10−4 3800 6840 0.4434 7000 12,600 0.8081
900 1620 0.8701 × 10−4 3900 7020 0.4624 7200 12,960 0.8192
1000 1800 0.3207 × 10−3 4000 7200 0.4809 7400 13,320 0.8295
1100 1980 0.9111 × 10−3 4100 7380 0.4987 7600 13,680 0.8391
1200 2160 0.2134 × 10−2 4200 7560 0.5160 7800 14,040 0.8480
1300 2340 0.4316 × 10−2 4300 7740 0.5327 8000 14,400 0.8562
1400 2520 0.7789 × 10−2 4400 7920 0.5488 8200 14,760 0.8640
1500 2700 0.1285 × 10−1 4500 8100 0.5643 8400 15,120 0.8712
1600 2880 0.1972 × 10−1 4600 8280 0.5793 8600 15,480 0.8779
1700 3060 0.2853 × 10−1 4700 8460 0.5937 8800 15,840 0.8841
1800 3240 0.3934 × 10−1 4800 8640 0.6075 9000 16,200 0.8900
1900 3420 0.5210 × 10−1 4900 8820 0.6209 10,000 18,000 0.9142
2000 3600 0.6673 × 10−1 5000 9000 0.6337 11,000 19,800 0.9318
2100 3780 0.8305 × 10−1 5100 9180 0.6461 12,000 21,600 0.9451
2200 3960 0.1009 5200 9360 0.6579 13,000 23,400 0.9551
2300 4140 0.1200 5300 9540 0.6694 14,000 25,200 0.9628
2400 4320 0.1402 5400 9720 0.6803 15,000 27,000 0.9689
2500 4500 0.1613 5500 9900 0.6909 20,000 36,000 0.9856
2600 4680 0.1831 5600 10,080 0.7010 25,000 45,000 0.9922
2700 4860 0.2053 5700 10,260 0.7108 30,000 54,000 0.9953
2800 5040 0.2279 5800 10,440 0.7201 35,000 63,000 0.9970
2900 5220 0.2505 5900 10,620 0.7291 40,000 72,000 0.9979
3000 5400 0.2732 6000 10,800 0.7378 45,000 81,000 0.9985
3100 5580 0.2958 6100 10,980 0.7461 50,000 90,000 0.9989
3200 5760 0.3181 6200 11,160 0.7541 55,000 99,000 0.9992
3300 5940 0.3401 6300 11,340 0.7618 60,000 108,000 0.9994

When these values are averaged over the entire wavelength from 𝜆 = 0 to ∞, they are
referred to as total values. Hence, the total hemispherical reflectivity, total hemispherical
absorptivity, and total hemispherical transmissivity can be written as

𝜌 =
∫

∞

0

𝜌𝜆G𝜆 d𝜆

G

𝛼 =
∫

∞

0

𝛼𝜆G𝜆 d𝜆

G

and

𝜏 =
∫

∞

0

𝜏𝜆G𝜆 d𝜆

G

respectively, where

G =
∫

∞

0
G𝜆 d𝜆
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As was the case for the wavelength-dependent parameters, the sum of the total reflectivity, total
absorptivity, and total transmissivity must be equal to unity, i.e.,

𝛼 + 𝜌 + 𝜏 = 1

It is important to note that while the emissivity is a function of the material, temperature, and
surface conditions, the absorptivity and reflectivity depend on both the surface characteristics
and the nature of the incident radiation.

The terms reflectance, absorptance, and transmittance are used by some authors for the
real surfaces and the terms reflectivity, absorptivity, and transmissivity are reserved for the
properties of the ideal surfaces (i.e., those optically smooth and pure substances perfectly
uncontaminated). Surfaces that allow no radiation to pass through are referred to as opaque,
i.e., 𝜏𝜆 = 0, and all of the incident energy will be either reflected or absorbed. For such
a surface,

𝛼𝜆 + 𝜌𝜆 = 1 and 𝛼 + 𝜌 = 1

Light rays reflected from a surface can be reflected in such a manner that the incident
and reflected rays are symmetric with respect to the surface normal at the point of incidence.
This type of radiation is referred to as specular. The radiation is referred to as diffuse if the
intensity of the reflected radiation is uniform over all angles of reflection and is independent of
the incident direction, and the surface is called a diffuse surface if the radiation properties are
independent of the direction. If they are independent of the wavelength, the surface is called a
gray surface, and a diffuse gray surface absorbs a fixed fraction of incident radiation from any
direction and at any wavelength, and 𝛼𝜆 = 𝜀𝜆 = 𝛼 = 𝜀.

Kirchhoff’s Law of Radiation
The directional characteristics can be specified by the addition of a prime to the value; for
example, the spectral emissivity for radiation in a particular direction would be denoted by 𝛼′

𝜆
.

For radiation in a particular direction, the spectral emissivity is equal to the directional spectral
absorptivity for the surface irradiated by a blackbody at the same temperature. Themost general
form of this expression states that 𝛼′

𝜆
= 𝜀′

𝜆
. If the incident radiation is independent of angle or

if the surface is diffuse, then 𝛼𝜆 = 𝜀𝜆 for the hemispherical properties. This relationship can
have various conditions imposed on it, depending on whether spectral, total, directional, or
hemispherical quantities are being considered.22

Emissivity of Metallic Surfaces
The properties of pure smooth metallic surfaces are often characterized by low emissivity
and absorptivity values and high values of reflectivity. The spectral emissivity of metals
tends to increase with decreasing wavelength, and exhibits a peak near the visible region. At
wavelengths 𝜆 >∼ 5μm the spectral emissivity increases with increasing temperature, but this
trend reverses at shorter wavelengths (𝜆 <∼ 1.27μm). Surface roughness has a pronounced
effect on both the hemispherical emissivity and absorptivity, and large optical roughnesses,
defined as the mean square roughness of the surface divided by the wavelength, will increase
the hemispherical emissivity. For cases where the optical roughness is small, the directional
properties will approach the values obtained for smooth surfaces. The presence of impurities,
such as oxides or other nonmetallic contaminants, will change the properties significantly
and increase the emissivity of an otherwise pure metallic body. A summary of the normal
total emissivities for metals are given in Table 17. It should be noted that the hemispherical
emissivity for metals is typically l0–30% higher than the values normally encountered for
normal emissivity.
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Table 17 Normal Total Emissivity of Metals

Materials Surface Temperature (K) Normal Total Emissivity

Aluminum
Highly polished plate 480–870 0.038–0.06
Polished plate 373 0.095
Heavily oxidized 370–810 0.20–0.33
Bismuth, bright 350 0.34
Chromium, polished 310–1370 0.08–0.40

Copper
Highly polished 310 0.02
Slightly polished 310 0.15
Black oxidized 310 0.78
Gold, highly polished 370–870 0.018–0.035

Iron
Highly polished, electrolytic 310–530 0.05–0.07
Polished 700–760 0.14–0.38
Wrought iron, polished 310–530 0.28
Cast iron, rough, strongly oxidized 310–530 0.95

Lead
Polished 310–530 0.06–0.08
Rough unoxidized 310 0.43
Mercury, unoxidized 280–370 0.09–0.12
Molybdenum, polished 310–3030 0.05–0.29

Nickel
Electrolytic 310–530 0.04–0.06
Electroplated on iron, not polished 293 0.11
Nickel oxide 920–1530 0.59–0.86
Platinum, electrolytic 530–810 0.06–0.10
Silver, polished 310–810 0.01–0.03

Steel
Polished sheet 90–420 0.07–0.14
Mild steel, polished 530–920 0.27–0.31
Sheet with rough oxide layer 295 0.81
Tin, polished sheet 310 0.05
Tungsten, clean 310–810 0.03–0.08

Zinc
Polished 310–810 0.02–0.05
Gray oxidized 295 0.23–0.28

Source: Adapted from Ref. 22.

Emissivity of Nonmetallic Materials
Large values of total hemispherical emissivity and absorptivity are typical for nonmetallic sur-
faces atmoderate temperatures and, as shown in Table 18, which lists the normal total emissivity
of some nonmetals, the temperature dependence is small.

Absorptivity for Solar Incident Radiation
The spectral distribution of solar radiation can be approximated by blackbody radiation at a
temperature of approximately 5800 K (10,000∘R) and yields an average solar irradiation at
the outer limit of the atmosphere of approximately 1353 W∕m2(429 Btu∕ft2 ⋅ h). This solar
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Table 18 Normal Total Emissivity of Nonmetals

Materials Surface Temperature (K) Normal Total Emissivity

Asbestos, board 310 0.96
Brick

White refractory 1370 0.29
Rough Red 310 0.93
Carbon, lampsoot 310 0.95
Concrete, rough 310 0.94
Ice, smooth 273 0.966
Magnesium oxide, refractory 420–760 0.69–0.55

Paint
Oil, all colors 373 0.92–0.96
Lacquer, flat black 310–370 0.96–0.98
Paper, white 310 0.95
Plaster 310 0.91
Porcelain, glazed 295 0.92
Rubber, hard 293 0.92
Sandstone 310–530 0.83–0.90
Silicon carbide 420–920 0.83–0.96
Snow 270 0.82
Water, deep 273–373 0.96
Wood, sawdust 310 0.75

Source: Adapted from Ref. 22.

irradiation is called the solar constant and is greater than the solar irradiation received at the
surface of the earth, due to the radiation scattering by air molecules, water vapor, and dust,
and the absorption by O3,H2O, and CO2 in the atmosphere. The absorptivity of a substance
depends not only on the surface properties but also on the sources of incident radiation. Since
solar radiation is concentrated at a shorter wavelength, due to the high source temperature, the
absorptivity for certain materials when exposed to solar radiation may be quite different from
that which occurs for low-temperature radiation, where the radiation is concentrated in the
longer-wavelength range. A comparison of absorptivities for a number of different materials is
given in Table 19 for both solar and low-temperature radiation.

3.3 Configuration Factor

The magnitude of the radiant energy exchanged between any two given surfaces is a function
of the emisssivity, absorptivity, and transmissivity. In addition, the energy exchange is a strong
function of how one surface is viewed from the other. This aspect can be defined in terms
of the configuration factor (sometimes called the radiation shape factor, view factor, angle
factor, or interception factor). As shown in Fig. 20, the configuration factor, Fi−j, is defined as
that fraction of the radiation leaving a black surface, i, that is intercepted by a black or gray
surface, j, and is based on the relative geometry, position, and shape of the two surfaces. The
configuration factor can also be expressed in terms of the differential fraction of the energy or
dFi−dj, which indicates the differential fraction of energy from a finite area Ai that is intercepted
by an infinitesimal area dAj. Expressions for a number of different cases are given below for
several common geometries.



224 Heat Transfer Fundamentals

Table 19 Comparison of Absorptivities of Various Surfaces to Solar and Low Temperature Thermal
Radiation

Absorptivity

Surface For Solar Radiation
For Low-Temperature
Radiation (∼300 K)

Aluminum, highly polished 0.15 0.04
Copper, highly polished 0.18 0.03
Tarnished 0.65 0.75
Cast iron 0.94 0.21
Stainless steel, No. 301, polished 0.37 0.60
White marble 0.46 0.95
Asphalt 0.90 0.90
Brick, red 0.75 0.93
Gravel 0.29 0.85
Flat black lacquer 0.96 0.95
White paints, various types of pigments 0.12–0.16 0.90–0.95

Source: Adapted from Refs. 23 and 24.

Infinitesimal area dAj to infinitesimal area dAj:

dFdi−dj =
cos 𝜃i cos 𝜃j

𝜋R2
dAj

Infinitesimal area dAj to finite area Aj:

Fdi−j = ∫Aj

cos 𝜃i cos 𝜃j
𝜋R2

dAj

Finite area Ai to finite area Aj:

Fi−j =
1
Ai ∫Aj∫Aj

cos 𝜃i cos 𝜃j
𝜋R2

dAi dAj

Analytical expressions of other configuration factors have been found for a wide variety of
simple geometries and a number of these are presented in Figs. 21–24 for surfaces that emit
and reflect diffusely.

Reciprocity Relations
The configuration factors can be combined and manipulated using algebraic rules referred to
as configuration factor geometry. These expressions take several forms, one of which is the
reciprocal properties between different configuration factors, which allow one configuration
factor to be determined from knowledge of the others:

dAi dFdi−dj = dAj dFdj−di

dAi dFdi−j = Aj dFj−di

AiFi−j = AjFj−i

These relationships can be combined with other basic rules to allow the determination of the
configuration of an infinite number of complex shapes and geometries from a few select, known
geometries. These are summarized in the following sections.
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Figure 21 Configuration factors for some simple geometries.22 © McGraw-Hill Education.
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Figure 22 Configuration factor for coaxial parallel circular disks.

Figure 23 Configuration factor for aligned parallel rectangles.
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Figure 24 Configuration factor for rectangles with common edge.

The Additive Property
For a surface Ai subdivided into N parts (Ai1

,Ai2
, … ,AiN

) and a surface Aj subdivided intoM
parts (Aj1

,Aj2
, … ,AjM

),

AiFi−j =
N∑

n=1

M∑

m=1
Ain

Fin−jm

Relation in an Enclosure
When a surface is completely enclosed, the surface can be subdivided into N parts having areas
A1,A2, … ,AN , respectively, and

N∑

j=1
Fi−j = 1

Blackbody Radiation Exchange
For black surfaces Ai and Aj at temperatures Ti and Tj, respectively, the net radiative exchange,
qij, can be expressed as

qij = AiFi−j𝜎(T4
i − T4

j)
and for a surface completely enclosed and subdivided into N surfaces maintained at tempera-
tures T1,T2, … , TN , the net radiative heat transfer, qi, to surface area Ai is

qi =
N∑

j=1
AiFi−j𝜎(T4

i − T4
j) =

N∑

j=1
qij
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3.4 Radiative Exchange among Diffuse Gray Surfaces in an Enclosure

One method for solving for the radiation exchange between a number of surfaces or bodies is
through the use of the radiocity, J, defined as the total radiation that leaves a surface per unit
time and per unit area. For an opaque surface, this term is defined as

J = 𝜀𝜎T4 + (1 − 𝜀)G
For an enclosure consisting of N surfaces, the irradiation on a given surface i can be

expressed as

Gi =
N∑

j=1
JjFi−j

and the net radiative heat transfer rate at given surface i is

qi = Ai(Ji −Gi) =
𝜀iAi

1 − 𝜀i
(𝜎T4

i − Ji)

For every surface in the enclosure, a uniform temperature or a constant heat transfer rate can be
specified. If the surface temperature is given, the heat transfer rate can be determined for that
surface and vice versa. Shown below are several specific cases that are commonly encountered.

Two Diffuse Gray Surfaces Forming an Enclosure
The net radiative exchange, q12, for two diffuse gray surfaces forming an enclosure are shown
in Table 20 for several simple geometries.

Radiation Shields
Often in practice, it is desirable to reduce the radiation heat transfer between two surfaces. This
can be accomplished by placing a highly reflective surface between the two surfaces. For this

Table 20 Net Radiative Exchange between Two Surfaces Forming an Enclosure

Large (infinite) parallel planes
A1 = A2 = A q12 =

A𝜎(T4
1 − T4

2 )
1
𝜀1

+ 1
𝜀2

− 1

Long (infinite) concentric cylinders A1

A2

=
r1
r2

q12 =
𝜎A1(T4

1 − T4
2 )

1
𝜀1

+ 1−𝜀2
𝜀2

(
r1
r2

)

Concentric sphere A1

A2

=
r21
r22

q12 =
𝜎A1(T4

1 − T4
2 )

1
𝜀1

+ 1−𝜀2
𝜀2

(
r1
r2

)2

Small convex object in a large cavity A1

A2

≈ 0 q12 = 𝜎A1𝜀1(T
4
1 − T4

2 )
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Table 21 Values of X for Radiative Shields

Geometry X

1
𝜀s1

+ 1
𝜀s2

− 1

1
𝜀1

+ 1
𝜀2

− 1

Infinitely long parallel plates

(
r1
r2

)2 (
1
𝜀s1

+ 1
𝜀s2

− 1
)

1
𝜀1

+
(

1
𝜀2

− 1
)(

r1
r2

)2

n = 1 for infinitely long concentric cylinders
n = 2 for concentric spheres

configuration, the ratio of the net radiative exchange with the shield to that without the shield
can be expressed by the relationship

q12 with shield

q12 without shield
= 1

1 + 𝜒

Values for this ratio, 𝜒 , for shields between parallel plates, concentric cylinders, and concentric
spheres are summarized in Table 21. For the special case of parallel plates involving more than
one or N shields, where all of the emissivities are equal, the value of 𝜒 equals N.

Radiation Heat Transfer Coefficient
The rate at which radiation heat transfer occurs can be expressed in a form similar to Fourier’s
law or Newton’s law of cooling, by expressing it in terms of the temperature difference T1 − T2,
or as

q = hrA(T1 − T2)

where hr is the radiation heat transfer coefficient or radiation film coefficient. For the case of
radiation between two large parallel plates with emissivities, respectively, of 𝜀1 and 𝜀2,

hr
𝜎(T4

1 − T4
2 )

T1 − T2(1∕𝜀1 + 1∕𝜀2 − 1)

3.5 Thermal Radiation Properties of Gases

All of the previous expressions assumed that the medium present between the surfaces did not
affect the radiation exchange. In reality, gases such as air, oxygen (O2), hydrogen (H2), and
nitrogen (N2) have a symmetrical molecular structure and neither emit nor absorb radiation
at low to moderate temperatures. Hence, for most engineering applications, such nonpartici-
pating gases can be ignored. However, polyatomic gases such as water vapor (H2O), carbon
dioxide (CO2), carbon monoxide (CO), sulfur dioxide (SO2), and various hydrocarbons emit
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and absorb significant amounts of radiation. These participating gases absorb and emit radi-
ation in limited spectral ranges, referred to as spectral bands. In calculating the emitted or
absorbed radiation for a gas layer, its thickness, shape, surface area, pressure, and temperature
distribution must be considered. Although a precise method for calculating the effect of these
participating media is quite complex, an approximate method developed by Hottel25 will yield
results that are reasonably accurate.

The effective total emissivities of carbon dioxide and water vapor are a function of the
temperature and the product of the partial pressure and the mean beam length of the sub-
stance as indicated in Figs. 25 and 26, respectively. The mean beam length, Le, is the char-
acteristic length that corresponds to the radius of a hemisphere of gas, such that the energy
flux radiated to the center of the base is equal to the average flux radiated to the area of
interest by the actual gas volume. Table 22 lists the mean beam lengths of several simple
shapes. For a geometry for which Le has not been determined, it is generally approximated
by Le = 3.6V∕A for an entire gas volume V radiating to its entire boundary surface A. The data
in Figs. 25 and 26 were obtained for a total pressure of 1 atm and zero partial pressure of the
water vapor. For other total and partial pressures the emissivities are corrected by multiply-
ing CCO2

(Fig. 27) and CH2O
(Fig. 28), respectively, to 𝜀CO2

and 𝜀H2O
, which are found from

Figs. 25 and 26.

Figure 25 Total emissivity of CO2 in a mixture having a total pressure of 1 atm. (From Ref. 25.
© McGraw-Hill Education.)
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Figure 26 Total emissivity of H2O at 1 atm total pressure and zero partial pressure. (From Ref. 25.
© McGraw-Hill Education.)

Figure 27 Pressure correction for CO2 total emissivity for values of P other than 1 atm. (Adapted from
Ref. 25. © McGraw-Hill Education.)
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Table 22 Mean Beam Length

Geometry of Gas Volume Characteristic Length Le

Hemisphere radiating to element at center of base Radius R R
Sphere radiating to its surface Diameter D 0.65D
Circular cylinder of infinite height radiating to concave bounding surface Diameter D 0.95D
Circular cylinder of semi-infinite height radiating to:

Element at center of base Diameter D 0.90D
Entire base Diameter D 0.65D

Circular cylinder of height equal to diameter radiating to:
Element at center of base Diameter D 0.71D
Entire surface Diameter D 0.60D

Circular cylinder of height equal to two diameters radiating to:
Plane end Diameter D 0.60D
Concave surface Diameter D 0.76D
Entire surface Diameter D 0.73D

Infinite slab of gas radiating to:
Element on one face Slab thickness D 1.8D
Both bounding planes Slab thickness D 1.8D
Cube radiating to a face Edge X 0.6X

Gas volume surrounding an infinite tube bundle and radiating to a single tube:
Equilateral triangular array:

S = 2D
S = 3D

Tube diameter D and spacing
between tube centers, S

3.0(S-D)
3.8(S-D)

Square array:
S = 2D 3.5(S-D)

Source: Adapted from Ref. 22.

Figure 28 Pressure correction for water vapor total emissivity for values of PH2O
and P other than 0 and

1 atm. (Adapted from Ref. 25. © McGraw-Hill Education.)
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Figure 29 Correction on total emissivity for band overlap when both CO2 and water vapor are present: (a)
gas temperature Tg = 400 K (720∘R), (b) gas temperature Tg = 810 K (1460∘R), and (c) gas temperature
Tg = 1200 K (2160∘R). (Adapted from Ref. 25. © McGraw-Hill Education.)

These results can be applied when water vapor or carbon dioxide appear separately
or in a mixture with other nonparticipating gases. For mixtures of CO2 and water vapor in
a nonparticipating gas, the total emissivity of the mixture, 𝜀g, can be estimated from the
expression

𝜀g = CCO2
𝜀CO2

+ CH2O
𝜀H2O

− Δ𝜀

where Δ𝜀 is a correction factor given in Fig. 29.

Radiative Exchange between Gas Volume and Black Enclosure of Uniform Temperature
When radiative energy is exchanged between a gas volume and a black enclosure, the exchange
per unit area, q′′, for a gas volume at uniform temperature, Tg, and a uniform wall temperature,
Tw, is given by

q′′ = 𝜀g(Tg)𝜎T4
g − 𝛼g(Tw)𝜎T4

w

where 𝜀g(Tg) is the gas emissivity at a temperature Tg and 𝛼g(Tw) is the absorptivity of gas for
the radiation from the black enclosure at Tw. As a result of the nature of the band structure of the
gas, the absorptivity, 𝛼g, for black radiation at a temperature Tw is different from the emissivity,
𝜀g, at a gas temperature of Tg. When a mixture of carbon dioxide and water vapor is present,
the empirical expression for 𝛼g is

𝛼g = 𝛼CO2
+ 𝛼H2O

− Δ𝛼

where

𝛼CO2
= CCO2

𝜀′CO2

( Tg
Tw

)0.65

𝛼H2O
= CH2O

𝜀′H2O

( Tg
Tw

)0.45

where Δ𝛼 = Δ𝜀 and all properties are evaluated at Tw.
In this expression, the values of 𝜀′CO2

and 𝜀′H2O
can be found from Figs. 25 and 26 using an

abscissa of Tw, but substituting the parameters pCO2
LeTw∕Tg and pH2O

LeTw∕Tg for pCO2
Le and

pH2O
Le, respectively.
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Radiative Exchange between a Gray Enclosure and a Gas Volume
When the emissivity of the enclosure, 𝜀w, is larger than 0.8, the rate of heat transfer may be
approximated by

qgray =
(
𝜀w + 1

2

)
qblack

where qgray is the heat transfer rate for gray enclosure and qblack is that for black enclosure. For
values of 𝜀w < 0.8, the band structures of the participating gas must be taken into account for
heat transfer calculations.

4 BOILING AND CONDENSATION HEAT TRANSFER

Boiling and condensation are both forms of convection in which the fluid medium is undergo-
ing a change of phase. When a liquid comes into contact with a solid surface maintained at a
temperature above the saturation temperature of the liquid, the liquid may vaporize, resulting in
boiling. This process is always accompanied by a change of phase, from the liquid to the vapor
state, and results in large rates of heat transfer from the solid surface, due to the latent heat of
vaporization of the liquid. The process of condensation is usually accomplished by allowing
the vapor to come into contact with a surface at a temperature below the saturation temperature
of the vapor, in which case the liquid undergoes a change in state from the vapor state to the
liquid state, giving up the latent heat of vaporization.

The heat transfer coefficients for condensation and boiling are generally larger than that
for convection without phase change, sometimes by as much as several orders of magnitude.
Application of boiling and condensation heat transfer may be seen in a closed-loop power
cycle or in a device referred to as a heat pipe, which will be discussed in the following section.
In power cycles, the liquid is vaporized in a boiler at high pressure and temperature. After
producing work by means of expansion through a turbine, the vapor is condensed to the liquid
state in a condenser, and then returned to the boiler where the cycle is repeated.

4.1 Boiling

The formation of vapor bubbles on a hot surface in contact with a quiescent liquid without
external agitation; it is called pool boiling. This differs from forced-convection boiling in which
forced convection occurs simultaneously with boiling. When the temperature of the liquid is
below the saturation temperature, the process is referred to as subcooled boiling. When the
liquid temperature is maintained or exceeds the saturation temperature, the process is referred
to as saturated or saturation boiling. Figure 30 depicts the surface heat flux, qn, as a func-
tion of the excess temperature, ΔTe = Ts − Tsat, for typical pool boiling of water using an
electrically heated wire. In the region 0 < ΔTe < ΔTe ,A bubbles occur only on selected spots
of the heating surface, and the heat transfer occurs primarily through free convection. This
process is called free convection boiling. When ΔTe ,A < ΔTe < ΔTe ,C, the heated surface is
densely populated with bubbles, and the bubble separation and eventual rise due to buoyancy
induce a considerable stirring action in the fluid near the surface. This stirring action substan-
tially increases the heat transfer from the solid surface. This process or region of the curve is
referred to as nucleate boiling. When the excess temperature is raised to ΔTe,C, the heat flux
reaches a maximum value, and further increases in the temperature will result in a decrease
in the heat flux. The point at which the heat flux is at a maximum value, is called the critical
heat flux.

Film boiling occurs in the region where ΔTe > ΔTe ,D, and the entire heating surface is
covered by a vapor film. In this region the heat transfer to the liquid is caused by conduc-
tion and radiation through the vapor. Between points C and D, the heat flux decreases with



4 Boiling and Condensation Heat Transfer 235

Figure 30 Typical boiling curve for a wire in a pool of water at atmospheric pressure.

increasing ΔTe. In this region, part of the surface is covered by bubbles and part by a film.
The vaporization in this region is called transition boiling or partial film boiling. The point
of maximum heat flux, point C, is called the burnout point or the Lindenfrost point. Although
it is desirable to operate the vapor generators at heat fluxes close to q′′c , to permit the maxi-
mum use of the surface area, in most engineering applications it is necessary to control the heat
flux and great care is taken to avoid reaching this point. The primary reason for this is that,
as illustrated, when the heat flux is increased gradually, the temperature rises steadily until
point C is reached. Any increase of heat flux beyond the value of q′′c , however, will dramati-
cally change the surface temperature to Ts = Tsat + Te,E, typically exceeding the solid melting
point and leading to failure of the material in which the liquid is held or from which the heater
is fabricated.

Nucleate Pool Boiling
The heat flux data are best correlated by26

q′′ = 𝜇lhfg

[
g
(
𝜌1 − 𝜌v

)

gc𝜎

]1∕2(
cp,lΔTe
ChfgPr

1.7
l

)3

where the subscripts l and v denote saturated liquid and vapor, respectively. The surface tension
of the liquid is 𝜎 (N/m). The quantity gc is the proportionality constant equal to 1 kg ⋅m∕N ⋅ s2.
The quantity g is the local gravitational acceleration in m∕s2. The values of C are given in
Table 23. The above equation may be applied to different geometries, such as plates, wire, or
cylinders.

Table 23 Values of the Constant C for Various Liquid–Surface Combinations

Fluid–Heating Surface Combinations C

Water with polished copper, platinum, or mechanically polished stainless steel 0.0130
Water with brass or nickel 0.006
Water with ground and polished stainless steel 0.008
Water with Teflon-plated stainless steel 0.008
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The critical heat flux (point C of Fig. 30) is given by27

q′′c = 𝜋

24
hfg𝜌v

[
𝜎ggc

(
𝜌1 − 𝜌v

)

𝜌2v

]0.25(
1 +

𝜌v

𝜌l

)0.5

For a water–steel combination, q′′c ≈ 1290 kW∕m2 and ΔTe,c ≈ 30∘C. For water–chrome-
plated copper, q′′c ≈ 940 − 1260 kW∕m2 and ΔTe,c ≈ 23–28∘C.

Film Pool Boiling
The heat transfer from the surface to the liquid is due to both convection and radiation. A total
heat transfer coefficient is defined by the combination of convection and radiation heat transfer
coefficients of the following form28 for the outside surfaces of horizontal tubes:

h4∕3 = h4∕3c + hrh
1∕3

where

hc = 0.62

[
k3v𝜌v

(
𝜌l − 𝜌v

)
g(hfg + 0.4cp,vΔTe)

𝜇vD ΔTe

]1∕4

and

hr =
5.73 × 10−8𝜀(T4

s − Tr
sat)

Ts − Tsat
The vapor properties are evaluated at the film temperature Tf = (Ts + Tsat)∕2. The temper-

atures Ts and Tsat are in kelvins for the evaluation of hr. The emissivity of the metallic solids
can be found from Table 17. Note that q = hA (Ts − Tsat).

Nucleate Boiling in Forced Convection
The total heat transfer rate can be obtained by simply superimposing the heat transfer due to
nucleate boiling and forced convection:

q′′ = q′′boiling + q′′forced convection

For forced convection, it is recommended that the coefficient 0.023 be replaced by 0.014 in
the Dittus–Boelter equation (Section 2.1). The above equation is generally applicable to forced
convection where the bulk liquid temperature is subcooled (local forced convection boiling).

Simplified Relations for Boiling in Water
For nucleate boiling,29

h = C(ΔTe)n
(

p

pa

)0.4

where p and pa are, respectively, the system pressure and standard atmospheric pressure. The
constants C and n are listed in Table 24.

Table 24 Values of C and n for Simplified
Relations for Boiling in Water

Surface q′′(kW∕m2) C n

Horizontal q′′ < 16 1042 1
3

16 < q′′ < 240 5.56 3
Vertical q′′ < 3 5.7 1

7
3 < q′′ < 63 7.96 3
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For local forced convection boiling inside vertical tubes, valid over a pressure range of
5–170 atm,30

h = 2.54(ΔTe)3ep∕1.551

where h has the unit W∕m2 ⋅ ∘C,ΔTe is in ∘C, and p is the pressure in 106 N∕m3.

4.2 Condensation

Depending on the surface conditions, the condensation may be a film condensation or a drop-
wise condensation. Film condensation usually occurs when a vapor, relatively free of impuri-
ties, is allowed to condense on a clean, uncontaminated surface. Dropwise condensation occurs
on highly polished surfaces or on surfaces coated with substances that inhibit wetting. The con-
densate provides a resistance to heat transfer between the vapor and the surface. Therefore, it
is desirable to use short vertical surfaces or horizontal cylinders to prevent the condensate from
growing too thick. The heat transfer rate for dropwise condensation is usually an order of mag-
nitude larger than that for film condensation under similar conditions. Silicones, Teflon, and
certain fatty acids can be used to coat the surfaces to promote dropwise condensation. How-
ever, such coatings may lose their effectiveness owing to oxidation or outright removal. Thus,
except under carefully controlled conditions, film condensation may be expected to occur in
most instances, and the condenser design calculations are often based on the assumption of film
condensation.

For condensation on surface at temperature Ts the total heat transfer rate to the surface is
given by q = hLA (Tsat − Ts), where Tsat is the saturation temperature of the vapor. The mass
flow rate is determined by ṁ = q∕hfg; hfg is the latent heat of vaporization of the fluid (see
Table 25 for saturated water). Correlations are based on the evaluation of liquid properties at
Tf = (Ts + Tsat)∕2, except hfg, which is to be taken at Tsat.

Film Condensation on a Vertical Plate
The Reynolds number for condensate flow is defined by ReΓ = 𝜌lVmDh∕𝜇l, where 𝜌l and 𝜇l are
the density and viscosity of the liquid, Vm is the average velocity of condensate, and Dh is the
hydraulic diameter defined byDh = 4 × condensate film cross-sectional area/wetted perimeter.
For the condensation on a vertical plate ReΓ = 4Γ∕𝜇l, where Γ is the mass flow rate of con-
densate per unit width evaluated at the lowest point on the condensing surface. The condensate
flow is generally considered to be laminar for ReΓ < 1800, and turbulent for ReΓ < 1800. The
average Nusselt number is given by31

NuL = 1.13

[
g𝜌l

(
𝜌l − 𝜌v

)
hfgL

3

𝜇lkl(Tsat − Ts)

]0.25

for ReΓ < 1800

NuL = 0.0077

[
g𝜌l

(
𝜌l − 𝜌v

)
L3

𝜇2
l

]1∕3

Re0.4Γ for ReΓ > 1800

Film Condensation on the Outside of Horizontal Tubes and Tube Banks

NuD = 0.725

[
g𝜌l

(
𝜌l − 𝜌v

)
hfgD

3

N𝜇lkl(Tsat − Ts)

]0.25

where N is the number of horizontal tubes placed one above the other; N = l for a single
tube.32
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Film Condensation Inside Horizontal Tubes
For low vapor velocities such that ReD based on the vapor velocities at the pipe inlet is less than
350033

NuD = 0.555

[
g𝜌l

(
𝜌l − 𝜌l

)
h′fgD

3

𝜇lkl(Tsat − Ts)

]0.25

where h′fg + 3∕8Cp,l(Tsat − Ts). For higher flow rate,34 ReG > 5 × l04,

NuD = 0.0265 Re0.8G Pr1∕3

where the Reynolds number ReG = GD∕𝜇l is based on the equivalent mass velocity G = Gl +
Gv(𝜌l∕𝜌v)0.5. The mass velocity for the liquid Gl and that for vapor Gv are calculated as if each
occupied the entire flow area.

The Effect of Noncondensable Gases
If noncondensable gas such as air is present in a vapor, even in a small amount, the heat transfer
coefficient for condensation may be greatly reduced. It has been found that the presence of a
few percent of air by volume in steam reduces the coefficient by 50% or more. Therefore, it is
desirable in the condenser design to vent the noncondensable gases as much as possible.

4.3 Heat Pipes

Heat pipes are two-phase heat transfer devices that operate on a closed two-phase cycle35 and
come in a wide variety of sizes and shapes.36,37 As shown in Fig. 31, they typically consist
of three distinct regions, the evaporator or heat addition region, the condenser or heat rejec-
tion region, and the adiabatic or isothermal region. Heat added to the evaporator region of the
container causes the working fluid in the evaporator wicking structure to be vaporized. The
high temperature and corresponding high pressure in this region result in flow of the vapor to

Figure 31 Typical heat pipe construction and operation.38 From “Effective Thermal Conductivity of SinteredHeat PipeWicks,”
by G.P. Peterson and L.S. Fletcher; reprinted by permission of the American Institute of Aeronautics and Astronautics, Inc.
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the other, cooler end of the container where the vapor condenses, giving up its latent heat of
vaporization. The capillary forces existing in the wicking structure then pump the liquid back to
the evaporator section. Other similar devices, referred to as two-phase thermosyphons, have no
wick and utilize gravitational forces to provide the liquid return. Thus, the heat pipe functions
as a nearly isothermal device, adjusting the evaporation rate to accommodate a wide range of
power inputs, while maintaining a relatively constant source temperature.

Transport Limitations
The transport capacity of a heat pipe is limited by several important mechanisms. Among these
are the capillary wicking limit, viscous limit, sonic limit, entrainment, and boiling limits. The
capillary wicking limit and viscous limits deal with the pressure drops occurring in the liquid
and vapor phases, respectively. The sonic limit results from the occurrence of choked flow in the
vapor passage, while the entrainment limit is due to the high liquid vapor shear forces developed
when the vapor passes in counterflow over the liquid saturated wick. The boiling limit is reached
when the heat flux applied in the evaporator portion is high enough that nucleate boiling occurs
in the evaporator wick, creating vapor bubbles that partially block the return of fluid.

To function properly, the net capillary pressure difference between the condenser and the
evaporator in a heat pipe must be greater than the pressure losses throughout the liquid and
vapor flow paths. This relationship can be expressed as

ΔPc ≥ ΔP+ + ΔP− + ΔPl + ΔPv

where

ΔPc = net capillary pressure difference
ΔP+ = normal hydrostatic pressure drop
ΔP− = axial hydrostatic pressure drop
ΔPl = viscous pressure drop occurring in the liquid phase
ΔPv = viscous pressure drop occurring in the vapor phase

If these conditions are not met, the heat pipe is said to have reached the capillary limitation.
Expressions for each of these terms have been developed for steady-state operation, and

are summarized below.

Capillary pressure ΔPc,m =
(
2𝜎
rc,e

)

Values for the effective capillary radius, rc, can be found theoretically for simple geometries
or experimentally for pores or structures of more complex geometry. Table 26 gives values for
some common wicking structures.

Table 26 Expressions for the Effective Capillary Radius for Several Wick Structures

Structure rc Data

Circular cylinder (artery or tunnel wick) r r = radius of liquid flow passage
Rectangular groove 𝜔 𝜔 = groove width
Triangular groove 𝜔∕ cos 𝛽 𝜔 = groove width

𝛽 = half-included angle
Parallel wires 𝜔 𝜔 = wire spacing
Wire screens (𝜔 + d𝜔)∕2 = 1

2
N d = wire diameter

N = screen mesh number
𝜔 = wire spacing

Packed spheres 0.41rs rs = sphere radius
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Table 27 Wick Permeability for Several Wick Structures

Structure K Data

Circular cylinder (artery or tunnel wick) r2∕8 r = radius of liquid flow passage
Open rectangular grooves 2𝜀(rh,l)2∕(flRe1) = 𝜔∕s 𝜀 = wick porosity

𝜔 = groove width
s = groove pitch
𝛿 = groove depth
(rh,l) = 2𝜔𝛿∕(𝜔 + 2𝛿)

Circular annular wick 2(rh,l)2∕(flRel) (rh,l) = r1 − r2
Wrapped screen wick 1∕122d𝜔

2𝜀3∕(1 − 𝜀)2 d𝜔 = wire diameter
𝜀 = 1 − (1.05𝜋N d𝜔∕4)
N = mesh number

Packed sphere 1∕37.5rs2𝜀3∕(1 − 𝜀)2 rs = sphere radius
𝜀 = porosity (dependent on packing mode)

Normal and axial hydrostatic pressure drop ΔP+ = 𝜌lgdv cos𝜓

ΔP− = 𝜌lgL sin𝜓

In a gravitational environment, the axial hydrostatic pressure termmay either assist or hinder the
capillary pumping process, depending on whether the tilt of the heat pipe promotes or hinders
the flow of liquid back to the evaporator (i.e., the evaporator lies either below or above the
condenser). In a zero-g environment, both this term and the normal hydrostatic pressure drop
term can be neglected because of the absence of body forces:

Liquid pressure drop ΔPl =
(

𝜇l

KAwhfg𝜌l

)
Leffq

where Leff is the effective heat pipe length defined as

Leff = 0.5Le + La + 0.5Lc

and K is the liquid permeability as shown in Table 27.

Vapor pressure drop ΔPv =

(
C
(
fvRev

)
𝜇v

2(rh,v)2 Av𝜌vhfg

)
Leffq

Although during steady-state operation the liquid flow regime is always laminar, the vapor flow
may be either laminar or turbulent. It is therefore necessary to determine the vapor flow regime
as a function of the heat flux. This can be accomplished by evaluating the local axial Reynolds
and Mach numbers and substituting the values as shown below:

Rev < 2300, Mav < 0.2
(fv Rev) = 16

C = 1.00

Rev < 2300, Mav > 0.2

(fv Rev) = 16

C =
[
1 +

(
𝛾v − 1

2

)
Ma2v

]1∕2

Rev > 2300, Mav < 0.2
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(fv Rev) = 0.038

[
2
(
rh,v

)
q

Av𝜇vhfg

]3∕4

C = 1.00

Rev > 2300, Mav > 0.2

(fv Rev) = 0.038

[
2(rh,vq
Av𝜇vhfg

]3∕4

C =
[
1 +

(
𝛾v − 1

2

)
Ma2v

]−1∕2

Since the equations used to evaluate both the Reynolds number and the Mach number
are functions of the heat transport capacity, it is necessary to first assume the conditions of
the vapor flow. Using these assumptions, the maximum heat capacity, qc,m, can be determined
by substituting the values of the individual pressure drops into Eq. (1) and solving for qc,m.
Once the value of qc,m is known, it can then be substituted into the expressions for the vapor
Reynolds number and Mach number to determine the accuracy of the original assumption.
Using this iterative approach, accurate values for the capillary limitation as a function of
the operating temperature can be determined in units of W ⋅m or watts for (qL)c,m and qc,m,
respectively.

The viscous limitation in heat pipes occurs when the viscous forces within the vapor region
are dominant and limit the heat pipe operation:

ΔPv

Pv
< 0.1

for determining when this limit might be of a concern. Due to the operating temperature range,
this limitation will normally be of little consequence in the design of heat pipes for use in the
thermal control of electronic components and devices.

The sonic limitation in heat pipes is analogous to the sonic limitation in a converging–
diverging nozzle and can be determined from

qs,m = Av𝜌vhfg

[
𝛾vRvTv

2
(
𝛾v + 1

)
]1∕2

where Tv is the mean vapor temperature within the heat pipe.
Since the liquid and vapor flow in opposite directions in a heat pipe, at high enough vapor

velocities, liquid droplets may be picked up or entrained in the vapor flow. This entrainment
results in excess liquid accumulation in the condenser and, hence, dryout of the evaporator
wick. Using the Weber number, We, defined as the ratio of the viscous shear force to the force
resulting from the liquid surface tension, an expression for the entrainment limit can be found as

qe,m = Avhfg

[
𝜎𝜌v

2
(
rh,w

)
]1∕2

where (rh,w) is the hydraulic radius of the wick structure, defined as twice the area of the wick
pore at the wick–vapor interface divided by the wetted perimeter at the wick–vapor interface.

The boiling limit occurs when the input heat flux is so high that nucleate boiling occurs in
the wicking structure and bubbles may become trapped in the wick, blocking the liquid return
and resulting in evaporator dryout. This phenomenon, referred to as the boiling limit, differs
from the other limitations previously discussed in that it depends on the evaporator heat flux as
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opposed to the axial heat flux. This expression, which is a function of the fluid properties, can
be written as

qb,m =

[
2𝜋LeffkeffTv

hfg𝜌v ln
(
ri∕rv

)
](

2𝜎
rn

− ΔPc,m

)

where keff is the effective thermal conductivity of the liquid–wick combination, given in
Table 28, ri is the inner radius of the heat pipe wall, and rn is the nucleation site radius. After
the power level associated with each of the four limitations is established, determination of
the maximum heat transport capacity is only a matter of selecting the lowest limitation for any
given operating temperature.

Heat Pipe Thermal Resistance
The heat pipe thermal resistance can be found using an analogous electrothermal network.
Figure 32 illustrates the electrothermal analog for the heat pipe illustrated in Fig. 31.

Table 28 Effective Thermal Conductivity for Liquid-Saturated Wick Structures

Wick Structures keff

Wick and liquid in series
klkw

𝜀kw + kl(1 − 𝜀)
Wick and liquid in parallel 𝜀kl + kw(1 − 𝜀)

Wrapped screen
kl[(kl + kw) − (1 − 𝜀)(kl − kw)]
(kl + kw) + (1 − 𝜀)(kl − kw)]

Packed spheres
kl[(2kl + kw) − 2(1 − 𝜀)(kl − kw)]
(2kl + kw) + (1 − 𝜀)(kl − kw)

Rectangular grooves
(wf klkw𝛿) + wkl(0.185wf kw + 𝛿kl)

(w + wf )(0.185wf kf + 𝛿kl)

Figure 32 Equivalent thermal resistance of a heat pipe.
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As shown, the overall thermal resistance is composed of nine different resistances arranged in
a series/parallel combination, which can be summarized as follows:

Rpe The radial resistance of the pipe wall at the evaporator
Rwe The resistance of the liquid–wick combination at the evaporator
Rie The resistance of the liquid–vapor interface at the evaporator
Rya The resistance of the adiabatic vapor section
Rpa The axial resistance of the pipe wall
Rwa The axial resistance of the liquid–wick combination
Ric The resistance of the liquid–vapor interface at the condenser
Rwc The resistance of the liquid–wick combination at the condenser
Rpc The radial resistance of the pipe wall at the condenser

Because of the comparative magnitudes of the resistance of the vapor space and the axial resis-
tances of the pipe wall and liquid–wick combinations, the axial resistance of both the pipe wall
and the liquid–wick combination may be treated as open circuits and neglected. Also, because
of the comparative resistances, the liquid–vapor interface resistances and the axial vapor resis-
tance can, in most situations, be assumed to be negligible. This leaves only the pipe wall radial
resistances and the liquid–wick resistances at both the evaporator and condenser. The radial
resistances at the pipe wall can be computed from Fourier’s law as

Rpe =
𝛿

kpAe

for flat plates, where 𝛿 is the plate thickness and Ae is the evaporator area, or

Rpe =
ln(Do∕Di)
2𝜋Lekp

for cylindrical pipes, where Le is the evaporator length. An expression for the equivalent thermal
resistance of the liquid–wick combination in circular pipes is

Rwe =
ln(Do∕Di)
2𝜋Lekeff

where values for the effective conductivity, keff, can be found in Table 28. The adiabatic vapor
resistance, although usually negligible, can be found as

Rva =
Tv(Pv,e − Pv,c)

𝜌vhfgq

where Pv ,e and Pv ,c are the vapor pressures at the evaporator and condenser. Combining these
individual resistances provides a mechanism by which the overall thermal resistance can be
computed and hence the temperature drop associated with various axial heat fluxes can be
computed.
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1 INTRODUCTION

Temperature can be defined qualitatively as a measure of hotness of a body. Temperature is the
property that determines whether a system is in thermal equilibrium with other systems. If the
temperature of two bodies in thermal contact with each other is the same, then there will be no
net transfer of thermal energy. Quantitatively temperature can be defined from the second law
of thermodynamics in terms of the rate of change of entropy with energy.

To allow the assignment of numerical values to bodies at different temperatures, some
form of temperature scale is necessary. The SI unit of the thermodynamic temperature scale
is Kelvin, with symbol K. This is defined in terms of the interval between absolute zero, 0 K,
and the triple point of pure water, 273.16 K. Kelvin is defined as the fraction 1/273.16 of the
temperature of a system exhibiting the triple point of water. Other temperature units are also in
common use, including the Celsius, Fahrenheit, and Rankine temperature scales. Conversion
equations for these are given as

t = T − 273.15 (1)

T∘F = 1.8t + 32 (2)

T∘R = T∘F + 459.67 (3)

247
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where t = temperature in degrees Celsius (∘C)
T = absolute temperature (K)

T∘F = temperature in degrees Farenheit (∘F)
T∘R = temperature in the Rankine scale (oR)

The thermodynamic temperature scale is defined by means of theoretically perfect heat
engines. These are not practically realizable, and the International Temperature Scale of 1990
(see Ref. 1), denoted by ITS-90, was developed as a practical best approximation using avail-
able technologies to the thermodynamic temperature scale. Its range of application extends
from 0.65 K up to the highest temperature practically measurable using Planck’s law of ther-
mal radiation. The ITS-90 is believed to represent thermodynamic temperature to within ±2
mK from 2 to 273 K, ±3.5 mK at 730 K, and ±7 mK at 900 K (one standard deviation limit;
see Ref. 2). The ITS-90 is constructed using a number of overlapping temperature ranges. This
leads to some ambiguity, albeit small, in the true value of a temperature across an overlapping
region but allows greater flexibility in the use of the scale. The ranges are defined between
repeatable conditions using a variety of specified materials at their melting, freezing, and triple
points. The ITS-90 was developed under the auspices of the Metric Treaty and the associated
consultative committees, BIPM (Bureau International des Poids et Mesures), CIPM (Comité
International des Poids et Mesures), and CCT (Comité Consultatif de Thermométrie) and was
adopted by the International Committee of Weights and Measures in 1989.

The principal role of the ITS-90 in practical measurement is to allow a means of traceabil-
ity between the measurement that is actually made and the temperature scale defined by the
ITS-90. Thermometers or systems used in defining the ITS-90 are unlikely to be used to mea-
sure the temperature of a system of interest. Instead a thermometer can be used that has been
calibrated against another device calibrated using guidelines specified in ITS-90. Calibration
is the process of relating the output value from a measurement system to a known input value.
The schematic given in Fig. 1 illustrates this process whereby there is a transfer of calibration
between practical and specialist devices. The chain between the thermometer in use and the
ITS-90 may in practice have more links than those shown in the diagram, each link tending to
increase the uncertainty associated with the measurement.

1.1 Measurement Process

A measurement provides information about a property and gives magnitude to that prop-
erty. Temperature can be measured by observing physical phenomena that are temperature
dependent. This may involve inserting a probe containing a transducer into the medium of
interest and relating the observed effect on the transducer to temperature. A measurement

ITS-90

National standards laboratory

Laboratory standards

Customer devices

Accreditation service

Figure 1 Traceability between customer devices and ITS-90.
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system may comprise a transducer to convert a temperature-dependent phenomenon into
a signal that is a function of that temperature, a method to transmit the signal from the
transducer, some form of signal processing, and a display and method of recording the data.
In a given application some of these functions such as data recording may be undertaken by
the sensor system itself or by a human operator. A calibration is used to convert the measured
quantity into a value of temperature. The significance of temperature can then be considered.
The related subject of heat flux measurement is reviewed by Childs et al.3

Whenever a measurement is made, it is unlikely that the measured value will equal the
true value, the actual or exact value of the measured variable. The difference between the mea-
sured value and the true value is the error. There are a number of reasons why a measured value
will not equal the true value, and many of these can be inferred by considering the measure-
ment process. The insertion of a transducer, or sometimes even thermal interactions between a
remote sensor and an application, will result in disturbance to the temperature distribution in
an application. The magnitude of this disturbance will depend on the heat transfer processes
involved. Natural instabilities associated with the transducer and signal-measuring devices also
contribute to a deviation between the true and measured values. Further deviations between the
measured and true values are due to the processing of the signal and data and uncertainties
arising from the calibration process.

1.2 Calibration

Calibration can be achieved in a number of ways. The sensor to be calibrated can be placed in
an environment at a known temperature such as one of the fixed points, for example, the triple
point of water. The output from the sensor can be recorded and, within the uncertainties asso-
ciated with the temperature of the fixed point, taken as an indication of that temperature. The
sensor can then be exposed to a different temperature using a different fixed point, for example,
the melting point of gallium, and the process repeated. For intermediate values of temperature
between the fixed points, the special interpolation equations documented in the ITS-90 can be
used. The process described so far is appropriate for producing a sensor with very low uncer-
tainty capability. This, however, is an expensive undertaking and is rarely necessary for the
majority of scientific and industrial applications. Instead, a sensor that has been calibrated in
this way and is stable is used to calibrate another sensor by comparison. The calibrated and
uncalibrated sensors are placed in thermal contact in an enclosure such as a bath of liquid or
in a specially constructed heating block or furnace. The medium is heated and the output of
both the calibrated and the uncalibrated sensor is recorded. The output from the uncalibrated
sensor can then be related to the temperature indicated by the calibrated sensor. In this way a
transfer between values of temperatures set up in the ITS-90 and sensors used in practice can be
achieved as illustrated schematically in Fig. 1. It is normally recommended that there should be
no more than three or four links between a practical measurement and the ITS-90. The details
of the calibration process depend partly on the type of sensor concerned typically involving
established procedures for record keeping, inspection and conditioning of the sensor, generic
checks, intercomparison either with another sensor or with a medium at a known temperature,
analysis of the data, quantification of uncertainties, and completion of records.

Traceability involves ensuring that appropriate procedures have been followed, and in the
current industrial setting, this is typically associated with quality standards. Two approaches
can be adopted. The first involves following a set of standards and obtaining the appropriate
approval and registration certificates for that quality system. The second approach is to accept
the principles of the process commended within quality standards and to follow them closely
to be able to state that the spirit of the standard has been followed. This latter approach negates
the need for registration to a standards system but does require a level of trust.
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The difference between a measurement and the true value of temperature is known as the
error. The term uncertainty can be used to quantify confidence in the measurement indicated
by a sensor. For instance, a sensor may be supplied with a 95% confidence interval uncertainty
of ±1.5∘C. This means that, provided the device does not disturb the temperature distribution
in the medium of interest, measurements made will be within 1.5∘C of the true value for 95%
of the measurements made. The term uncertainty is used in preference to accuracy as the latter
should generally be reserved for qualitative use. The subject of measurement uncertainty is
addressed comprehensively by Figliola and Beasley.4

2 SELECTION

The selection of a specific sensor or system for temperature measurement can require consid-
eration of a number of aspects, including:

• Uncertainty
• Temperature range
• Thermal disturbance
• Level of contact
• Size of the sensor
• Transient response
• Sensor protection
• Availability
• Cost

For many applications there is often more than one method that will provide an adequate
determination of temperature. A key consideration is application, whether the measurement is
of a liquid, gas, solid body, or surface.

The measurement of temperature of a solid material can be achieved in several ways. A
transducer can be embedded in the material by forming a hole, inserting the device, and, in
the case of an electrically based transducer, feeding the wires out through the drill hole. This
method can also be used for liquid-in-glass or bimetallic thermometers where the stem of a
device is inserted to a specific depth bringing the transducer into thermal contact with the region
of interest. In the case of a liquid-in-glass thermometer the device may have to be removed
from the application in order to reveal the scale to enable the temperature to be read against the
scale. It is important that the transducer is in good thermal contact with the solid body in order
to ensure that the transducer takes up the local temperature. Thermal contact can be improved
in some cases by filling the hole or pocket with high-thermal-conductivity oil or other liquid,
which will provide a much better conduction path than if a gas is filling the space between the
probe and the hole walls. Errors arising from the effects of unwanted heat conduction along the
connecting wires or the presence of the probe should be minimized, subject to the requirements
of the measurement.

Surface temperatures can be measured by attaching a sensor to the surface, drilling
or forming a channel on the underside of the surface and attaching a sensor, applying a
temperature-sensitive paint to the surface, or observing the surface remotely using, say,
an infrared thermometer. For approximate assessment of surface temperature, bimetallic
thermometers are available with flat bases, spring clips, and permanent magnets. However,
if a substantial temperature difference exists between the surface and the immediate sur-
roundings, uncertainties can arise. Thermocouples, platinum resistance thermometers, or
thermistors equipped with flat or suitably formed pads can also be considered. To obtain the
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best uncertainty with applied probes it is usually advantageous if they are small and perhaps
also recessed in shallow grooves. An alternative method of surface temperature measurement
is the noninvasive techniques of infrared radiation or thermal imaging. These techniques
may be more expensive to implement. At the other end of the scale there is frequently a
need to obtain a quick and uncomplicated way of checking the temperature of a surface.
Temperature-indicating paints can be applied very readily to provide an indication of the
temperatures that are being encountered. The measurement of the temperature of a surface that
is in thermal contact with a gas and also exchanging thermal radiation with its surroundings
is subject to a series of processes that could contribute to deviations between the measured
temperature and that of the undisturbed object.

The measurement of liquid temperatures usually involves using a transducer that is
immersed in the liquid. If a simple visual indication is required, a liquid-in-glass thermometer
can be considered. Extremely low uncertainty is possible with an appropriate, calibrated
instrument. If a larger indicator is required, a bimetallic thermometer might be suitable.
Bimetallic thermometers are robust and self-contained. However, in many cases an electrical
signal is required for processing, recording, or controlling purposes. Electrically based devices
include thermocouples and resistance thermometers. The actual device will be dependent
on the temperature range and the precision required. If the temperatures are changing with
time, the response characteristics of the sensor and system must be adequate. Thermocouples
or resistance temperature detectors will probably be the best choice if a particularly rapid
response is needed. Infrared thermometers can be used to measure the surface temperature of
molten materials such as metals and glass.

Many of the considerations that influence the measurement of liquid temperatures also
apply to measuring the temperature of a body of gas. If the gas is moving, then there is poten-
tial for heat transfer due to conduction along the sensing probe, connection wires, and supports,
which can lead to significant errors, unless accounted for. In addition, if the gas is at a different
temperature to the surrounding surfaces, then thermal radiation exchanges will occur between
the sensor and surfaces, again leading to a deviation between the indicated temperature and the
gas temperature unless accounted for. High gas velocities can give rise to dynamic heating with
an immersed sensor and due allowance must be made for this effect. For simple, isolated mea-
surements, liquid-in-glass or bimetallic thermometers may well be suitable. If electrical signals
are required, the choice again lies between thermocouples, platinum resistance thermometers,
thermistors, or transistor instruments. If protection has to be added, the increase in thermal
mass and thermal resistance will tend to degrade the response of the sensor more seriously in a
gas than in a liquid. For some gas temperature measurements, generally associated with com-
bustion processes, it may be undesirable or impossible to use conventional sensors and cooled
devices or a noninvasive technique may be suitable.

An indication of the temperature range of a variety of methods is given in Table 1.

3 INVASIVE TEMPERATURE MEASUREMENT

One option for measuring temperature is to locate the sensor in the medium of interest or on
its surface. The sensor will, due to its presence, alter the distribution of temperature within
the medium. This is due to differences in the thermal conductivity and heat capacity of the
sensing device and the medium of interest. As a result, the installation of a sensor in or on
a solid or fluid can be classified as invasive. A wide range of invasive sensors are available,
including liquid-in-glass thermometers, manometric thermometers, bimetallic thermometers,
thermocouples, resistance temperature devices such as platinum resistance thermometers
(PRTs) and thermistors, noise thermometers, and pyrometric cones. These are described in
Sections 3.1–3.7.
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Table 1 Approximate Temperature Measurement Range Capabilities
for Different Methods

Method
Minimum

Temperature (∘C)
Maximum

Temperature (∘C)

Gas thermometer about −269 700
Liquid-in-glass thermometer −200 600
Bimetallic thermometer −73 540
Thermocouple −270 2300
Electrical resistance device −260 1064
Thermistors −100 700
Semiconductor devices −272 300
Fiber-optic probes −200 2000
Capacitance −272 −170
Noise −273 1500
Thermochromic liquid crystals −40 283
Thermographic phosphors −250 2000
Heat-sensitive paints 300 1300
Infrared thermometer −40 2000
Schlieren 0 2000
Shadowgraph 0 2000
Interferometry 0 2000
Line reversal 727 2527
Absorption spectroscopy 20 2500
Emission spectroscopy 20 2700
Rayleigh scattering 20 2500
Raman scattering 20 2227
CARS 20 2000
LIF 0 2700
Acoustic thermography −26.9 2000

3.1 Liquid-in-Glass Thermometers

Liquid-in-glass thermometers exploit the higher volumetric expansion of liquids with temper-
ature in comparison with that of solids. A liquid-in-glass thermometer typically consists of
a reservoir and capillary tube containing a thermometric liquid, supported in a stem with a
temperature-indicating scale. On heating, the volume of the liquid increases relative to that of
the container and the liquid expands up the capillary tube. Liquid-in-glass thermometers can
be used from approximately −196∘C to 650∘C, although no single instrument is capable of
measuring temperature across the whole range because of the limitations of the thermometric
liquids. Liquid-in-glass thermometers do not require an external power supply and can be rela-
tively inexpensive. As glass is generally chemically stable, these thermometers can be used in
a wide variety of chemical environments. Their disadvantages include fragility and the lack of
remote logging capability.

In the case of a solid stem thermometer the bulb reservoir is usually a thin glass con-
tainer with 0.35–0.45-mm-thick walls holding a thermometric liquid such as mercury, ethanol,
pentane, toluene, or xylene. The choice of the liquid depends on the desired temperature range:

• Mercury, −35–510∘C
• Ethanol, −80–60∘C
• Pentane, −200–30∘C
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• Toluene, −80–100∘C
• Xylene, −80–50∘C

The space above the thermometric liquid can be evacuated or filled with an inert gas. As
the temperature of the liquid in the bulb rises, the liquid will expand and some of it will be
forced up the capillary. The temperature of the bulb is indicated by the position of the top of
the meniscus, in the case of a mercury thermometer, against markings engraved on the stem.

Liquid-in-glass thermometers can be calibrated at a number of fixed points and a scale
subsequently applied to the stem supporting the capillary tube to indicate the value of the tem-
perature. The uncertainty of industrial glass thermometers depends on the device concerned
with values ranging from ±0.01 to ±4∘C (see, e.g., BS 10415). The use of liquid-in-glass ther-
mometers is reviewed by Ween,6 Wise,7 Nicholas and White,8 Nicholas,9 and Childs.10,11

Mercury-in-glass thermometers are increasingly being replaced by resistance-based
temperature devices, which have cost and environmental advantages, and by infrared devices
and noninvasive measurement or by thermally sensitive paint devices, which give a visible
color-based indication of temperature.

3.2 Manometric Thermometry

Methods of temperature measurement based on the measurement of pressure are known as
manometric thermometry. There are two principal categories: gas thermometry and vapor pres-
sure thermometry.

Gas thermometry is based on the ideal gas law:

pV = nℜT (4)

where p = pressure (N/m2)
V = volume (m3)
n = number of moles of gas [n = m/M (m = mass, M = molar mass)]
ℜ = universal gas constant (8.314510 J/mol K12,13

T = temperature (K)

By assuming values for the quantity of mass and for the gas constant, the temperature is
obtained by measuring pressure and/or volume. The basic components of a gas thermometer are
enclosures to hold the gas sample of interest under carefully controlled conditions and a flow
circuit to allow the pressure to be measured. Gas thermometers can be used for applications
from a few Kelvin to 1000 K. The principal application has been in cryogenics, and the gas
enclosure, commonly known as the bulb, is usually located within a cryostat. Figure 2 illustrates
the principal components of a constant-volume gas thermometer. Gas thermometry tends to be
a specialist activity and is usually confined to standards laboratories and cryogenic applications.

Direct use of Eq. 4 requires knowledge of the gas constant. To reduce uncertainty arising
from uncertainty in the gas constant, a number of methods have been devised that eliminate the
need for knowing the gas constant, operating on the principle of maintaining either constant
pressure, constant volume, and/or constant bulb temperature. Such techniques include:

• Absolute pressure volume (PV) isotherm thermometry
• Constant-volume gas thermometry
• Constant-pressure gas thermometry
• Constant-bulb- temperature gas thermometry
• Two-bulb gas thermometry
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Figure 2 Principal constant-volume gas thermometer components.

Uncertainty in the measurement of temperature using gas thermometry is a function of the
care taken and the temperature range. Pavese and Steur,14 for example, report an uncertainty of
0.5 mK for the temperature range 0.5–30 K.

Real gases do not behave exactly according to the ideal gas equation and the nonideal
nature of real gases can be modeled using the virial equation

p =
(
ℜT
V

+ B (T)
V2

+ C(T)
V3

+ D(T)
V4

+ … …
)

(5)

where B(T), C(T), D(T), etc., are the second, third, fourth virial coefficients, and so on.
The saturation vapor of a pure substance above its liquid phase varies with temperature

and is known with low uncertainty for a number of cryogenic liquids such as helium 3 and 4,
hydrogen, neon, nitrogen, oxygen, argon, methane, and carbon dioxide. Measurement of the
vapor pressure can therefore be used to determine the temperature, and this technique provides
a method with good sensitivity and requires relatively simple equipment. Equations quantifying
the relationship between pressure and temperature for a variety of cryogenic liquids are given
by Pavese,15 and vapor pressure thermometry is described in detail by Pavese and Molinar.16

3.3 Bimetallic Thermometers

A bimetallic thermometer consists of two strips of materials, typically two different types of
metal that are bonded together. When heated, the assembly will deform due to a mismatch of
the coefficient of linear expansion between the two materials. If one end is fixed, then a needle
mounted on the other end can be used to indicate the temperature against a calibrated scale. To
maximize the bending of the assembly and hence the sensitivity of the device, materials with
significantly different coefficients of expansion can be used. Table 2 lists some of the materials
typically used in bimetallic thermometers.

A bimetallic strip can be coiled in a spiral or helical configuration in order to provide
increased sensitivity for a given volume and this form is commonly used in dial thermometers.
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Table 2 Properties of Selected Materials Used in Bimetallic Elements

Material
Density
(kg/m3)

Young’s
Modulus

(GPa)

Heat
Capacity
(J/kg K)

Coefficient
of Thermal
Expansion
(10−6 K)

Thermal
Conductivity

(W/m K)

Al 2, 700 61–71 896 24 237
Brass 8, 500 110.6 820 19 106
Cu 8, 954 129.8 383.1 17 386
Cr 7, 100 279 518 6.5 94
Au 19, 300 78.5 129 14.1 318
Fe 7, 870 211.4 444 12.1 80.4
Ni 8, 906 199.5 446 13.3 90
Ag 10, 524 82.7 234.0 19.1 419
Sn 7, 304 49.9 226.5 23.5 64
Ti 4, 500 120.2 523 8.9 21.9
W 19, 350 411 134.4 4.5 163
Invar
(Fe64/Ni36) 8, 000 140–150 480 1.7–2.0 13

Dial bimetallic thermometers tend to be reasonable rugged devices and have the advantage that
they do not need an independent power supply. A variety of options are typically available for
attaching the instrument to an application, including magnetic bases and clips.

The uncertainty of typical commercial bimetallic thermometers is 1–2% of the full-scale
deflection with an operating range of −70–600∘C. The theoretical limit of operation however
is from about −270∘C to the elastic limit of available materials.

The general equations for defining the curvature of a bimetallic strip are developed by
Timoshenko17 and Childs.10,11 An advanced design device with a sensitivity of 0.0035∘C/mm
and a repeatability of 0.027∘C was demonstrated by Huston.18 The merits of bimetallic ther-
mometers include that they can be easily read, can be used as an indicator of temperature or as
an actuator, are relatively inexpensive, and do not require an independent power supply. Their
disadvantages include that they are subject to drift, the measurements are usually relatively
uncertain in comparison to, say, thermocouples and industrial PRTs, and they cannot provide a
remote indication of temperature.

3.4 Thermocouples

In its simplest practical form a thermocouple can consist of two dissimilar wires connected
together at one end with a voltage measurement device across the free ends, as indicated in
Fig. 3. A net electromotive force (emf) due to the Seebeck effect will be indicated by the volt-
meter, which is a function of the temperature difference between the joint and the voltmeter
connections. Thermocouples are widely used in industry and research with applications from
−272 to 2000∘C. The merits of thermocouples are their relatively low cost, small size, rugged
nature, versatility, reasonable stability, reproducibility, reasonable uncertainty, and fast speed
of response. Although PRTs are more accurate and stable and thermistors are more sensitive,
thermocouples are often a more economical solution than PRTs and their temperature range
is greater than thermistors. The main disadvantage of thermocouples is their relatively weak
signal, which makes the reading sensitive to electrical noise. For example, the output is about
4.1 mV at 100∘C for a type K thermocouple. Other disadvantages include a nonlinear output
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Figure 3 Simple practical thermocouple circuit: T1 = temperature at thermoelectric junction; T0 = tem-
perature at terminus connections.10,11
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Figure 4 A current will flow through the above circuit that is proportional to the temperature difference
between the two junctions.10,11

that requires amplification, and calibrations can vary with contamination of the thermocouple
materials, cold working, and temperature gradients.

The fundamental physical phenomenon exploited in thermocouples, discovered by Johann
Seebeck, is that heat flowing in a conductor produces a movement of electrons and thus an
emf. Seebeck demonstrated that a small current flowed through the circuit shown in Fig. 4
when the temperature of the two junctions was different (Seebeck, 1823). The emf produced
is proportional to the temperature difference and is called the Seebeck emf or thermoelectric
potential. As well as being a function of the net temperature difference, the magnitude of the
emf produced is also a function of the materials used.

Thermocouple Analysis
Thermocouple circuits can consist of the simple forms illustrated in Figs. 3 and 4 or much more
complex systems resulting from considerations of data logging and long distances between
the point of interest and emf measurement. In this case the use of thermocouple wire for the
whole length may be prohibitively expensive and alternative materials, known as extension and
compensation cable, can be used to convey the emf. In order to ensure correct assessment of
the signal produced, the circuit must be analyzed. Analysis of a given thermocouple circuit can
be undertaken using fundamental physical relationships (see, e.g., Refs. 19–23 ). Alternatively,
thermocouple behavior can be modeled in most applications using a number of laws or an
algebraic technique. The thermocouple laws allow a quick commonsense approach to be taken
to practical temperature measurement and have been developed by a number of authors (e.g.,
Refs. 10, 11, and 24–26).
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Law of Interior Temperatures
The thermal emf of a thermocouple with the junction at T1 and terminus connections at T0 is
unaffected by temperature elsewhere in the circuit provided the properties of the two thermoele-
ments used are homogenous. This requirement means that the physical properties of the wires
must be constant with length. If the wire is stretched or strained in a region or the chemical
makeup of the wire varies along its length, this will affect the thermoelectric output and could
invalidate the law. The law of interior temperatures is illustrated in Fig. 5. Provided the wire is
uniform and homogenous on both sides of the hot spot, no net emf is generated by the hot spot.
The thermocouple will respond only to the temperature difference between the thermoelectric
junction and the terminus connections. This result is particularly useful as it means that the emf
from a thermocouple is not dependent on intermediate temperatures along a thermoelement.

Law of Inserted Materials
If a third homogenous material C is inserted into either thermoelement A or B, then, as long as
the two new thermoelectric junctions are at the same temperature, the net emf of the circuit is
unchanged irrespective of the temperature in material C away from the thermoelectric junctions.
This law is illustrated in Fig. 6, where a third material is inserted into the thermoelement A
and then heated locally. Provided the thermoelectric junctions between C and A are both at
the same temperature, the net emf of the thermocouple is unaffected by the presence of the
inserted material and any local hot spot as the emf excursion between 2 and 3 is canceled by
that between 3 and 4.

v

T0

T0

T1

Hot

spot
Thermoelement B

Thermoelement A

Terminus

connections

Figure 5 Illustration of law of interior temperatures. The thermocouple is unaffected by hot spots along
the thermoelement, and the reading is only a function of T1 and T0.10,11
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Tnew Tnew
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Thermoelement C

Thermoelement A

Figure 6 Illustration of law of inserted materials. The thermocouple is unaffected by the presence of the
inserted material and any local hot spot.
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Figure 7 Illustration of law of intermediate materials. As there is no thermal gradient across the new
thermoelectric junctions, the presence of the inserted material does not contribute to the net emf produced
by the thermocouple.

Law of Intermediate Materials
If material C is inserted between A and B, the temperature of C at any point away from the
junctions A–C and B–C is not significant. This law is illustrated in Fig. 7. Here an intermediate
thermoelectric material is inserted between the two thermoelements. As there is no thermal
gradient across the new thermoelectric junctions, the presence of the inserted material does
not contribute to the net emf produced by the thermocouple. This law is of great practical
significance as it allows us to model the implications of manufacturing techniques used to
form thermoelectric junctions. Provided there is no thermal gradient across the thermoelectric
junction, it does not matter if the thermoelements are joined by a third material such as solder
or if local thermoelectric properties are changed at the junction by, for instance, welding.

Modeling Fundamental Thermoelectric Phenomena
An assessment of the fundamental thermoelectric phenomena can be made. These are the
Seebeck, Peltier, and Thompson effects, but in practical thermocouple circuits the contribu-
tion of the Peltier and Thompson effects is insignificant. The Seebeck effect is the generation
of emf in a conductor whenever there is heat transfer and is a consequence of electron move-
ments when heat transfer occurs. An emf will be generated in a material whenever there is a
temperature difference in the material and its magnitude will be a function of the temperature
difference and the type of material. The Seebeck coefficient is a measure of how the electrons
are coupled to the metal lattice and grain structure. It is sensitive to changes in the chemical and
physical structure of the solid and will alter if the material is contaminated, oxidized, strained,
or heat treated. Data for thermocouple materials normally use the relative Seebeck coefficient,
stating the Seebeck coefficient relative to platinum.

The Seebeck coefficient is defined by Eq. 6 and is a transport property of all electrically
conducting materials:

S(T) = lim
ΔT→0

ΔE
ΔT

= dE
dT

(6)

where S = Seebeck coefficient (μV/K)
ΔT = temperature difference across a segment of the conductor (K)
ΔE = absolute Seebeck emf (μV)
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The Seebeck coefficient cannot be measured directly. Instead it must be determined by
measuring the Thomson coefficient and using a thermodynamic relationship. The Seebeck coef-
ficient varies with temperature so it must be mathematically defined by the gradient dE/dT at a
specific temperature.

Rearranging Eq. 6 allows modeling of the net thermoelectric emf generated by a practical
thermocouple circuit:

dE = S(T)dT (7)

If the circuit comprises two materials, A and B, then

E =
∫

T2

T1

SAdT −
∫

T2

T1

SBdT =
∫

T2

T1

(SA − SB)dT (8)

where E = thermoelectric emf (μV)
SA = Seebeck coefficient for material A (μV/K)
SB = Seebeck coefficient for material B (μV/K)

In Eq. 8 a difference in the Seebeck coefficients in the two thermoelements appears. It is
this difference that is of practical interest in thermocouple thermometry, and it is called the rel-
ative Seebeck coefficient. The relative Seebeck coefficient is normally determined with respect
to a reference material such as platinum:

SAPt = SA − SPt (9)

SBPt = SB − SPt (10)

SAB = SA − SB = SAPt − SBPt (11)

where SApt = Seebeck coefficient for material A relative to platinum (μV/K)
SBPt = Seebeck coefficient for material B relative to platinum (μV/K)

Values for the Seebeck coefficient relative to platinum are listed in Table 3 for a variety of
materials.

Substituting for SA and SB in Eq. 11 gives

E =
∫

T2

T1

SABdT (12)

and if the relative Seebeck coefficient can be taken as constant over the temperature range, then

E = SAB(T2 − T1) (13)

Equation 13 is particularly useful as it allows the analysis of a wide range of circuits.
This can be achieved using loop analysis. In loop analysis the contribution of emf due to the
thermal gradient across each element is summed together to produce the total emf that would
be indicated by a voltage-measuring device.

The influence of connection leads shown in Fig. 8 on the output can be analyzed using Eq.
13. If identical conductors are used, then by using loop analysis

E = SC(T1 − T0) + SA(T2 − T1) + SB(T1 − T2) + SC(T0 − T1) (14)

This simplifies to
E = SAB(T2 − T1) (15)
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Table 3 Seebeck Coefficients
for Various Materials

Material 20∘C 1000∘C

Chromel 22.2 9.4
Fe 13.3 −7
Nicrosil 11.8 8.8
Au 2.0 4
Cu 1.9 7
Ag 1.7
W 1.3 20.3
Pt 4.7 21.4
Nisil −14.8 −29.8
Alumel −18.2 −29.6
Ni −19.5 −35.4
Constantan −38.3 −65.6

Source: After Ref. 27.
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Figure 8 Use of connection leads for a thermocouple.

The output emf is therefore dependent only on the temperature difference between the
thermoelement junction and the terminus junctions. In other words, the temperature of the con-
nections at the multimeter or data logger does not contribute to the emf produced by the ther-
mocouple circuit. In effect the reference temperature T1 has been moved from the data logger
to the terminus connections.

Use of the circuit illustrated in Fig. 8 requires the temperature T1 to be known. This can be
achieved by using an alternative method of temperature measurement at this junction such as
a thermistor or PRT. Alternatively, the terminus connections can be submerged in an ice bath.
The temperature at T1 will then be known and at 0∘C.

In practical use it is uncommon to need values for the Seebeck coefficients. Instead the
emf temperature characteristics of certain selected thermocouples have been identified under
controlled conditions and standardized and these data can be used. If, however, you are involved
in the design of a new type of thermocouple or some unusual application, data for Seebeck
coefficients of a wide range of materials are tabulated by Pollock19 and Mott and Jones.23

Thermocouple Types
There are hundreds of types of thermocouples that have been developed. In principle almost any
dissimilar metals and even semiconductors can be used to form thermocouples. The wide scope
of alloys indicates the range possible. Kinzie,28 for example, lists more than 300 combinations
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of materials for thermocouples. A series of international and national standards are however
available for thermocouples listing just eight combinations of materials that are widely used.
Stringent guidelines are provided for these thermocouples to ensure that devices that are man-
ufactured to be compatible with the specific standard concerned from one company perform in
a similar fashion to those manufactured by another company.

The eight standardized thermocouples fall into three general categories:

• Rare metal thermocouples (types B, R, and S)
• Nickel-based thermocouples (types K and N)
• Constantan negative thermocouples (types E, J, and T)

In the rare metal group, types B, R, and S are based on platinum and its alloys with rhodium.
These are the most stable of the standard thermocouples and can be used at high temperatures
(up to 1750∘C) but are generally more expensive and sensitive to contamination. In nickel-based
thermocouples, types N and K are commonly used for applications not requiring the elevated
temperature range of the rare metal thermocouples. In constantan negative leg thermocouples,
types E, J, and T have high emf outputs as constantan has a strong negative Seebeck coefficient.

The criteria for thermocouple selection include cost, maximum and minimum operating
temperatures, chemical stability, material compatibility, atmospheric protection, mechanical
limitations, duration of exposure, sensor lifetime, sensitivity, and output emf.

Standards organizations throughout the world have specified allowable tolerances for the
deviation of the thermocouple output from standardized tables. Many of the standards are based
on the results and research at national laboratories and there is similarity between the magnitude
of tolerances in the standards from one country to another. Tables 4 and 5 give the manufactur-
ing tolerances for American Society for Testing and Materials (ASTM) and British Standard
(BS) thermocouples. Many countries use the term Class 1 for special tolerance and Class 2 for
standard tolerance.

The data for thermoelectric emf versus temperature for two of the standardized thermo-
couples, types K and T, according to International Electrotechnical Commission (IEC) 584.1:
199530 and BS EN 60584.1: 199631 is reproduced in Tables 6 and 7 and for all the standardized
thermocouples plotted in Fig. 9. In the tables just part of the data available are presented in
10∘C steps. Complete data sets, with listings in 1∘C steps, are available in the standards and
have also been reproduced in many manufacturers’ catalogs.

Table 4 Manufacturing Tolerances for ASTM
Thermocouples

Type
Temperature
Range (∘C)

Standard
Tolerance (∘C)

Special
Tolerance (∘C)

B 870–1700 ±0.5% ±0.25%
E 0–870 ±1.7 or ±0.5% ±1.0 or ±0.4%
J 0–760 ±2.2 or ±0.75% ±1.1 or ±0.4%
K 0–1260 ±2.2 or ±0.75% ±1.1 or ±0.4%
N 0–1260 ±2.2 or ±0.75% ±1.1 or ±0.4%
R 0–1480 ±1.5 or ±0.25% ±0.6 or ±0.1%
S 0–1480 ±1.5 or ±0.25% ±0.6 or ±0.1%
T 0–370 ±1.0 or ±0.75% ±0.5 or ±0.4%
E −200 to 0 ±1.7 or ±1.0%
K −200 to 0 ±2.2 or ±2.0%
T −200 to 0 ±1.0 or ±1.5%

Source: ASTM E 230-98 (Ref. 29).
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Table 5 Manufacturing Tolerances for Thermocouples

Type Tolerance Class 1 Tolerance Class 2

B — ±0.25% (600–1700∘C)
E ±1.5∘C (−40–375∘C) ±2.5∘C (−40–333∘C)

±0.4% (375–800∘C) ±0.75% (333–900∘C)
J ±1.5∘C (−40–375∘C) ±2.5∘C (−40–333 ∘C)

±0.4% (375–750∘C) ±0.75% (333–750∘C)
K ±1.5∘C (−40–375∘C) ±2.5∘C (−40–333∘C)

±0.4% (375–1000∘C) ±0.75% (333–1200∘C)
N ±1.5∘C (−40–375∘C) ±2.5∘C (−40–333∘C)

±0.4% (375–1000∘C) ±0.75% (333–1200∘C)
R ±1.0∘C (0–1100∘C) ±1.5∘C (0–600∘C)

±[1+0.003(t – 1100)] (1100–1600∘C) ±0.25% (600–1600∘C)
S ±1.0∘C (0–1100∘C) ±1.5∘C (0–600∘C)

±[1+0.003(t – 1100)] (1100∘C–1600∘C) ±0.25% (600–1600∘C)
T ±0.5∘C (−40∘C to 125∘C) ±1.0 ∘C (−40–133∘C)

±0.4% (125∘C–350∘C) ±0.75% (133–350∘C)

Source: BS EN 60584.2 (Ref. 31).

Table 6 Standard Reference Data to IEC 584.1:1995 and BS EN 60584.1 Part 4: 1996 for Type K
Nickel–Chromium/Nickel–Aluminum Thermocouples Giving Thermocouple emf (μV) for Various Tip
Temperatures Assuming Cold Junction at 0∘C

Type K

∘C 0 10 20 30 40 50 60 70 80 90 100

−200 −5, 891 −6, 035 −6, 158 −6, 262 −6, 344 −6, 404 −6, 441 −6, 458
−100 −3, 554 −3, 852 −4, 138 −4, 411 −4, 669 −4, 913 −5, 141 −5, 354 −5, 550 −5, 730 −5, 891

0 0 −392 −778 −1, 156 −1, 527 −1, 889 −2, 243 −2, 587 −2, 920 −3, 243 −3, 554
0 0 397 798 1, 203 1, 612 2, 023 2, 436 2, 851 3, 267 3, 682 4, 096

100 4, 096 4, 509 4, 920 5, 328 5, 735 6, 138 6, 540 6, 941 7, 340 7, 739 8, 138
200 8, 138 8, 539 8, 940 9, 343 9, 747 10, 153 10, 561 10, 971 11, 382 11, 795 12, 209
300 12, 209 12, 624 13, 040 13, 457 13, 874 14, 293 14, 713 15, 133 15, 554 15, 975 16, 397
400 16, 397 16, 820 17, 243 17, 667 18, 091 18, 516 18, 941 19, 366 19, 792 20, 218 20, 644
500 20, 644 21, 071 21, 497 21, 924 22, 350 22, 776 23, 203 23, 629 24, 055 24, 480 24, 905
600 24, 905 25, 330 25, 755 26, 179 26, 602 27, 025 27, 447 27, 869 28, 289 28, 710 29, 129
700 29, 129 29, 548 29, 965 30, 382 30, 798 31, 213 31, 628 32, 041 32, 453 32, 865 33, 275
800 33, 275 33, 685 34, 093 34, 501 34, 908 35, 313 35, 718 36, 121 36, 524 36, 925 37, 326
900 37, 326 37, 725 38, 124 38, 522 38, 918 39, 314 39, 708 40, 101 40, 494 40, 885 41, 276

1000 41, 276 41, 665 42, 053 42, 440 42, 826 43, 211 43, 595 43, 978 44, 359 44, 740 45, 119
1100 45, 119 45, 497 45, 873 46, 249 46, 623 46, 995 47, 367 47, 737 48, 105 48, 473 48, 838
1200 48, 838 49, 202 49, 565 49, 926 50, 286 50, 644 51, 000 51, 355 51, 708 52, 060 52, 410
1300 52, 410 52, 759 53, 106 53, 451 53, 795 54, 138 54, 479 54, 819

Thermocouple Assemblies and Installation
Temperature measurement can rarely be undertaken using a bare thermocouple wire. Often the
thermocouple wires must be electrically isolated from the application and protected from the
environment. When measuring the temperature of a moving fluid, it may also be necessary to
locate the thermocouple within a specialized assembly to produce a measurement that can be
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Table 7 Standard Reference Data to IEC 584.1:1995 and BS EN 60584.1 Part 5: 1996 for Type T
Copper/Copper–Nickel Thermocouples giving Thermocouple emf (μV) for Various Tip Temperatures
Assuming Cold Junction at 0∘C

Type T

∘C 0 10 20 30 40 50 60 70 80 90 100

−200 −5, 603 −5, 753 −5, 888 −6, 007 −6, 105 −6, 180 −6, 232 −6, 258
−100 −3, 379 −3, 657 −3, 923 −4, 177 −4, 419 −4, 648 −4, 865 −5, 070 −5, 261 −5, 439 −5, 603

0 0 −383 −757 −1121 −1, 475 −1, 819 −2, 153 −2, 476 −2, 788 −3, 089 −3, 379
0 0 391 790 1, 196 1, 612 2, 036 2, 468 2, 909 3, 358 3, 814 4, 279

100 4, 279 4, 750 5, 228 5, 714 6, 206 6, 704 7, 209 7, 720 8, 237 8, 759 9, 288
200 9, 288 9, 822 10, 362 10, 907 11, 458 12, 013 12, 574 13, 139 13, 709 14, 283 14, 862
300 14, 862 15, 445 16, 032 16, 624 17, 219 17, 819 18, 422 19, 030 19, 641 20, 255 20, 872
400 20, 872
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Figure 9 emf versus temperature characteristics for standard thermocouples.

related to the temperature of the flow. A thermocouple assembly therefore involves considera-
tion of joining the wires at the tip to form the thermoelectric junction, electrical isolation of the
wires, protection of the wires, installation of the assembly into the application, and connection
of the thermocouple to the voltage-measuring device.

As indicated by the law of intermediate materials, the precise form of connection of the two
thermoelements does not significantly affect the output provided the temperature of the bead
formed is relatively uniform. Thermocouple beads can therefore be formed by twisting a few
millimeters of the wire end together at the tip, which provides only limited strength, crimping,
or welding, as illustrated in Fig. 10. The choice of connection depends upon the requirements of
the application such as the need for strength or high speed of response. For applications requir-
ing high strength of the bead or resistance to vibration, a welded bead may be most appropriate.
The vast majority of commercial thermocouples are welded during manufacture, and this need
not be a concern for the bulk of users. If, however, thermocouples are being assembled from
wire, then the bead can be formed by using a discharge-welding machine.

Many applications require the thermocouple wires to be electrically or chemically isolated
from the environment or medium of interest. Examples of insulation materials include PVC
(polyvinyl chloride) for temperatures from −30 to 105∘C, Teflon from −273 to –+250∘C, glass
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(a) (b) (c) (d) (e) (f)

Figure 10 Bead formation options: (a) butt welded, (b) welded bead, (c) butt welded and sheathed,
(d) grounded and sheathed, (e) twisted wires, and ( f ) crimped.

fiber from −50 to –400∘C, and polyimide from −269 to 400∘C. Higher temperatures can be
achieved using ceramic sheaths. The requirements of electrical or chemical isolation and good
thermal contact are often in conflict, giving rise to thermal disturbance errors.

In addition to the need to electrically isolate the thermocouple, it is also necessary in some
applications to protect the thermocouple from exposure to the local environment that could
otherwise impair the function of the measurement device. An example is the immersion of
a thermocouple into a corrosive fluid. Levels of protection can be achieved by use of a pro-
tection tube or sheath around the insulation. An example of a thermocouple assembly with a
protecting tube and head is illustrated in Fig. 11. These tubes and connectors are commercially
available. Choice of the insulator and sheath materials depends on the application. The ASTM
manual32 on the use of thermocouples in temperature measurement lists a wide range of pro-
tecting tube materials for different applications. The mineral insulated metal sheathed (MIMS)
thermocouple attempts to combine high-temperature capability and protection from the envi-
ronment in a single assembly. In these devices a mineral such as magnesium oxide is compacted
around the thermocouple wires to electrically isolate and support them and this assembly is
encapsulated within a metal sheath (Fig. 12). MIMS thermocouples can be used for the range
−200–1250∘C.

Removable cap

Threaded connectors

can be used to connect

to a sheathed thermocouple

or a thermowell

Figure 11 Protection tube and connector designs.
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Thermoelements

Compacted

ceramic

Figure 12 MIMS thermocouple for high-temperature capability and protection from local environment.

Thermocouples are useful for determining the temperature for a wide range of applications
from surfaces and solid bodies to stationary and flowing fluids. As a thermocouple consists
simply of the thermoelectric wires it is usually necessary to insulate the wires and sometimes
encapsulate the wires in a protective sheath. In addition, in order to avoid errors caused by heat
transfer, it may be necessary to install the thermocouple within a specialized assembly to ensure
appropriate measurement of the parameter of interest.

The temperature of a solid surface can be measured using a thermocouple by a variety of
means depending on the type of surface and uncertainty desired. Typically the choice is limited
to surface mounting or installing the thermocouple in a hole or recess. In the case of surface
mounting, an adhesive or shims may be used to secure the thermoelement wires to the surface
and to improve thermal contact between the surface of interest and the thermocouple bead. An
example of the use of shims for a gas turbine application is shown in Fig. 13.

Solid temperatures and the temperature of a liquid flowing in a pipe are sometimes mea-
sured with the thermocouple immersed in a thermowell. A thermowell is a protecting tube to

Figure 13 Thermocouple installation.33
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Flanged

thermowell

Straight

thermowell

Tapered

thermowell

Figure 14 Thermowells.32 Reprinted with permission from Manual on the Use of Thermocouples in
Temperature Measurement, 4th Edition. Copyright ASTM International, 100 Barr Harbor Drive, West
Conshohocken, PA 19428.

prevent or minimize damage from harmful atmospheres, corrosive fluids, or mechanical dam-
age and common commercial forms are illustrated in Fig. 14. As a general rule of thumb a
thermowell should be immersed in the liquid to a depth of 10 times the diameter. Material
property requirements for thermowells are documented in American Society of Mechanical
Engineers (ASME) PTC 19.3.34

A thermocouple placed in a gas environment will experience heat transfer by conduction
along its wires and support, convective heat transfer with the surrounding gas both at the tip and
along the length of the wires and support, and radiative heat exchange with the surroundings.
The contribution due to conduction is usually relatively small in comparison to convection.
Radiative heat transfer tends to be a function of the fourth power of the absolute temperature and
can therefore be significant if the temperature of the gas is distinctly different to the temperature
of the enclosure. Because of these exchanges of heat, the measurement of gas temperature needs
to be carefully thought through and undertaken (see Refs. 10 and 11).

Extension Leads and Compensation Cable
In some applications the measurement location and readout instrumentation are separated by a
considerable length. An example is the measurement of temperatures of various different com-
ponents in an engine on test, for example, a hundred thermocouples all connected to a data
acquisition system some 30 m away. In most applications the thermal gradient and resultant
emf is most significant in the first few meters of the wire. The remaining wire length serves the
purpose of transmitting the emf to the data acquisition system. The thermoelectric properties
of this length of wire are less critical than the part in the region of large thermal gradient. The
drive for economy can make the use of a lower specification and hence cheaper wire for this
region of wire attractive, and these lengths of wire are known as extension leads or extension
wires. There are two types of extension wire: those with similar physical composition to the
thermocouple wire itself but manufactured to a less stringent specification and those manufac-
tured using a different material altogether. Some people use the term extension leads for wires
manufactured using the same material as the thermocouple and the term compensation lead for
wires manufactured using different materials. However, this terminology is not universal and
the terms extension and compensation lead, wire, and cable are used interchangeably. The use
of extension leads in a thermocouple circuit is illustrated in Fig. 15.
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Figure 15 Use of extension leads in thermocouple circuit.10,11

For the configuration shown in Fig. 15 loop analysis can again be used to analyze the
output. If the Seebeck coefficients of the extension leads are SA and SB, respectively, then

E = SA′ (T1 − T0) + SA(T2 − T1) + SB(T1 − T2) + SB′ (T0 − T1) (16)

This simplifies to
E = SA′B′ (T1 − T0) + SAB(T2 − T1) (17)

If the wire pair A′B′ is selected so that it has approximately the same relative Seebeck
coefficient as AB, then

SA′B′ ≈ SAB (18)

and
E ≈ SAB(T2 − T0) (19)

So the reference junction is effectively located at the connections between the voltmeter
or the data logger and the extension leads.

3.5 Resistance Temperature Devices

The electrical resistance of a material is a function of temperature, and this phenomenon
is exploited by the class of instruments called resistance temperature detectors (RTDs).
Types of RTDs include platinum resistance thermometers, thermistors, and a variety of
semiconductor-based instruments. RTDs are used in a wide range of applications. Some types
such as PRTs can have very low uncertainty, better than 0.002 K,2 and are used in the definition
of the ITS-90, and others such as thermistors and some semiconductor-based devices can be
inexpensive in comparison to, say, thermocouples.

In an RTD the measurement of resistance is made across the length of material. This is
usually a metal, although germanium and carbon are used in some cryogenic (<273 K) appli-
cations. Any metal could in principle be used, but stability considerations normally limit the
choice to platinum, copper, and nickel. Copper and nickel are useful over the range of 212 to
350∘C,35 and are cheap in comparison to platinum. Platinum is more chemically stable and
tends to be the preferred material for the majority of metal-based RTDs where low uncertainty
is required or a message of quality is important in branding. PRTs are used to define part of the
ITS-90.
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Platinum Resistance Thermometers
Platinum resistance thermometers consist of a length of platinum, connection wires, and an
instrument to measure the resistance. Platinum resistance thermometers fall into a number of
broad categories:

• Standard platinum resistance thermometers (SPRTs) which are used for low uncertainty
measurements

• Industrial platinum resistance thermometers (IPRTs) which are used for practical lab-
oratory and industrial use

• Secondary SPRTs which are designed for laboratory environments and limited temper-
ature ranges while still providing low uncertainty measurements

The relationship between resistance and temperature can be approximated by

Rt = R0(t + 𝛼t) (20)

where R0 = resistance at 0∘C (Ω)
Rt = resistance at temperature t (Ω)
𝛼 = temperature coefficient of resistance (∘C−1)
t = temperature (∘C)

The temperature coefficient of resistance, 𝛼, is calculated from

𝛼 =
R100 − R0

100∘C × R0
(21)

where R100 = resistance at 100∘C (Ω)
Much of the original work on resistance thermometry was undertaken by Siemens36 and

Callendar.37–39 Callendar found that the resistance of platinum could fairly accurately be
described by a quadratic in the form

Rt = R0(1 + At + Bt2) (22)

where A and B are constants.
This equation has traditionally been written in the form given in Eq. 23, known as Cal-

lendar’s equation, which simplifies the calculations necessary to determine the calibration con-
stants 𝛼 and 𝛿:

Rt = R0

[
1 + 𝛼t + 𝛼𝛿

( t
100

)(
1 − t

100

)]
(23)

where 𝛿 is a constant.
For temperatures below 0∘C, additional terms are needed and the temperature resistance

characteristic is relatively accurately defined by the Callendar–Van Dusen equation 24, which
was the basis of the now superceded International Practical Temperature Scales of 1927, 1948,
and 1968.

Rt = R0(1 + At + Bt2 + C(t − 100)t3) (24)

Here C = a constant and is zero above 0∘C. Typical values for the coefficients in Eq. 24
for a standard PRT and an industrial PRT are listed in Table 8.

The resistance element may be a coil of fine wire or a track of platinum deposited on a sur-
face. The design of the resistance element depends on the requirements of the thermometer (see
Ref. 40). Most materials tend to expand and contract with temperature and this induces strain in
a material. This can affect the PRT in a number of ways. Expansion of a track of platinum can
alter the cross-sectional area available for conduction and therefore alter the resistance. In addi-
tion, repetitive strain cycling can modify the microscopic structure of the platinum and therefore
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Table 8 Typical Values for Constants in Callendar–Van
Dusen Equation for SPRT and IPRT

Constant SPRT IPRT

A 3.985 × 10−3/∘C 3.908 × 10−3/∘C
B −5.85 × 10−7/∘C2 −5.80 × 10−7/∘C2

C −4.27 × 10−12/∘C4 −4.27 × 10−12/∘C4

𝛼 3.927 × 10−3/∘C 3.85 × 10−3/∘C

Source: From Ref. 8.

the resistance. A further compounding effect is any variation in the electrical properties of the
insulation and connection wires.

Standards (BS 1041: Part 341; ASTM E113742; BS EN 6075143) have been produced for
PRTs. Values for resistance and the corresponding temperature can be readily interpolated in
order to determine a given reading. Two classes of uncertainty are defined for IPRTs: Class A
devices where the uncertainty is within ±(0.15+0.002∣t∣) and Class B devices, with an uncer-
tainty ±(0.3+0.005∣t∣).

The delicate strain-free designs of an SPRT would not survive the shock and vibration
encountered in some industrial environments. The IPRT typically comprises a platinum wire
encapsulated within a ceramic housing or a thick film sensor coated onto a ceramic surface. The
actual sensing element of an IPRT can be further protected from the environment by a metal
sheath. In the design of an IPRT the constraint for mounting the platinum wire so that strain is
minimized is relaxed in favor of producing a robust device. Most designs have just two wires
sealed within the sensor body as this reduces the risk of short circuits and makes the device
more robust. The ceramic encapsulation used should be selected so that its thermal coefficient
of expansion closely matches that of platinum and the former over the temperature range of the
PRT. The ceramic material used for encapsulation can include compounds and impurities that
react with the platinum and change the transducer’s temperature coefficient. The uncertainty
achievable for an IPRT is generally of the order of ±0.01∘C to ±0.2∘C over the range 0–300∘C
(see Ref. 44).

The platinum-sensing element can also be deposited as a thin or thick film on an insulat-
ing substrate such as alumina. For a thick-film sensor, the surface area can be of the order of
25 mm2 with an active area of 5 mm2. They are mass produced with each sensor individually
trimmed to produce the desired resistance. The thick-film structure produces a device that is
robust and capable of operating in applications experiencing minor shock or vibration. They are
noninductive and therefore insensitive to stray electrical fields. Thick-film PRTs are normally
designated to Class B of IEC-751.45 An innovative form of temperature measurement is the
application of thin-film PRTs to polyamide sheet.46 Massed arrays of PRTs can be formed on
a polyamide sheet substrate by evaporating or sputtering platinum followed by depositing gold
leads using a magnetron. The resulting sheet is flexible and can be glued to the geometry of
interest.

In order to obtain a measure of temperature using an RTD, the resistance must be mea-
sured. Simplistically this can be achieved by passing a current through the sensing resistor and
measuring the potential across it. If the current is known, then the ratio of potential to current
provides the measurement of the resistance from Ohm’s law, and the temperature can be deter-
mined from the resistance temperature characteristic. However, even if an uncertainty of only
1∘C is desired, the resistance must be measured to better than 0.4% and as a result must be
undertaken with care.8 There are two basic methods for measuring resistance commonly used
in platinum resistance thermometry, potentiometric methods, and bridge methods, and these
are reviewed by Nicholas and White,8 Connolly,47 and Wolfendale et al.48
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Rhodium Iron, Doped Germanium, and Carbon Resistors
A number of types of RTDs are suitable for cryogenic applications including platinum,
rhodium iron, doped germanium, and carbon. Although used to define the ITS-90 between
1234.93 K and 13.81 K, the sensitivity of platinum falls off below about 20 K. Rhodium iron
alloy has a similar resistance temperature characteristic to platinum at temperatures above
30 K. Below 30 K the sensitivity drops to a minimum between 25 K and 15 K and then rises
again giving a RTD with good sensitivity at low temperatures (see Refs. 49 and 50). Doped
germanium resistors are available with a relatively wide temperature range for cryogenic
applications, from 0.05 to 325 K, and typically comprise the semiconductor encapsulated
in a 3-mm-diameter, 8.5-mm-long cylinder (example cited is the GR-200A from Lakeshore
Cryotronics www.lakeshore.com). Certain carbon resistors produce stable RTDs.

Thermistors
Thermistors use the variation in resistance with temperature of ceramic semiconductor. Mod-
ern thermistors are usually mixtures of oxides of chromium, nickel, manganese, iron, copper,
cobalt, titanium, other metals, and doped ceramics. Thermistors can have either a positive
temperature coefficient or a negative temperature coefficient. A typical resistance temperature
characteristic is 1 Ω/0.01∘C. The temperature can be determined approximately from the rela-
tionship given in the equation51

RT = R0 exp

[
1 − B

(
1
T
− 1

T0

)]
(25)

where R0 is the resistance at T0 and B is a constant for the particular thermistor material.
The resistance characteristic of a thermistor expressed by Eq. 25 is negative and nonlinear.

This can be offset if desired using two or more matched thermistors packaged in a single device
so that the nonlinearities of each device negate each other (see Refs. 52–54). Thermistors are
usually designated by their resistance at 25∘C, with common resistances ranging from 470 Ω
to 100 kΩ. The high resistivity of thermistors normally negates the need for a four-wire bridge
circuit.

In order to produce a lower uncertainty fit for the resistance temperature characteristic of a
thermistor, a polynomial can be used with the degree used depending on the temperature range
and the type of thermistor. Equation 26 is adequate for most systems:

ln RT = A0 +
A1

T
+

A2

T2
+

A3

T3
(26)

Here A0, A1, A2, and A3 are constants.
Alternatively Eq. 27 can be used where the second-order term has been neglected:

1
T

= b0 + b1RT + b3(ln RT )3 (27)

where b0, b1, and b3 are constants.

3.6 Semiconductor Devices

A forward voltage across a transducer junction can be used to generate a temperature-sensing
output proportional to absolute temperature. Temperature sensors based on simple transistor cir-
cuits can be readily incorporated as a part of an integrated circuit to provide on-board diagnostic
or control capability. The majority of semiconductor junction sensors use a diode connected
bipolar transistor. If the base of the transistor is shorted to the collector, then a constant cur-
rent flowing in the remaining p–n junction (base to emitter) produces a forward voltage that

http://www.lakeshore.com
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is proportional to absolute temperature. This can be modeled by Eq. 28 and in practice has a
temperature coefficient of approximately –2 mV/∘C:

VF =
(
kT
q

)
ln

(
IF
IS

)
(28)

where k = Boltzmann’s constant (1.38×10−23 J/K)
T = temperature (K)
q = charge of electron (1.6×10−19 C)
IF = forward current (A)
IS = junction’s reverse saturation current (A)

3.7 Diode Thermometers

The forward voltage drop across a p–n junction increases with decreasing temperature.
For certain semiconductors the relationship between voltage and temperature is almost
linear and in silicon this occurs between 400 and 25 K with a sensitivity of approximately
2.5 mV/K. Commonly used semiconductors for thermometry are Si and GaAs with the
addition of certain elements for stability. The merits of diode thermometers include price,
simple voltage–temperature relationship, relatively large temperature range (1–400 K), no
need for a reference junction, relatively high sensitivity, uncertainty lower than ±50 mK,55

and simplicity of operation with a constant current source and a digital voltmeter.

3.8 Noise Thermometry

The thermal motion of atoms and molecules and charge carriers within an electrical conductor
generates broadband electrical noise.56,57 The noise power generated is called Johnson noise
and is related to temperature by

Power = 4kTΔf (29)

where k = Boltzmann’s constant (J/K)
T = absolute temperature (K)
Δf = frequency band (Hz)

In noise thermometry the thermal noise is measured across a resistor. The thermal noise
power generated in a resistor is usually very small and sensitive instrumentation is therefore
necessary. In principle the temperature range of application is from a few mK to over 2500∘C.
The circuitry used depends on the temperature range and has been reviewed by Kamper,58

Blalock and Shepard,59 and White et al.60

3.9 Pyrometric Cones

A number of deforming temperature- and heat-rate-indicating devices have been developed,
known as pyrometric cones, thermoscope bars, and Bullers rings, for use in kilns and furnaces.
Pyrometric cones, also known as Harrison, Seger, or Orton cones, are slender trihedral pyramids
manufactured from mixtures of various mineral oxides.61 On heating the effects of gravity cause
the inclined cone to progressively bend as the material softens; see Fig. 16. Pyrometric cones
do not provide a precise indication of temperature as their deformation is a function of both
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Figure 16 Pyrometric cones.

the rate of heating and the temperature cycle. They tend to be used to provide an indication of
process completion such as completion of firing.

Cones vary in shape, size, and method of use according to the manufacturer. They are an
economic means of identifying firing completion and can be distributed at a number of loca-
tions in a kiln to indicate local conditions. An alternative is the use of thermocouples, RTDs, or
infrared thermometers, but these have a higher initial cost. One manufacturer, Orton Ceramics,
provides cones suitable for temperatures in the range 590–2015∘C. Determination of perfor-
mance equivalents between different manufacturers is standardized in ANSI/ASTM C24-79
and reported by Fairchild and Peters62 and Beerman.63 The practical use of pyrometric cones
is described by McGee64 and Childs,10,11 and in manufacturers’ guidelines. Thermoscope bars
comprise a rod of material mounted on a stand. The bars soften and deform with temperature,
and the deformation can be measured and compared with a look-up table supplied by the manu-
facturer to provide an indication of temperature. Bullers rings are dust pressed rings that shrink
linearly with temperature rise. Use of thermoscope bars and Bullers rings is outlined in BS
1041, Part 7.65

4 SEMI-INVASIVE METHODS

Some temperature measurement scenarios permit the modification of a surface of interest with
a thermally sensitive material that can be observed remotely. These techniques can be classed as
semi-invasive and include heat-sensitive paints, thermographic phosphors, thermochromic liq-
uid crystals, and a variety of crayons and labels. Some of the materials available provide a means
of continuously monitoring temperature while others merely provide a means of identifying that
a certain temperature has been reached or exceeded. The latter are known as peak-temperature
indicators.

4.1 Peak-Temperature-Indicating Devices

A number of products are available that provide an indication that a particular temperature
has been attained or exceeded. On heating above some critical temperature the material used
for the indicator melts, fuses, or changes composition providing a permanent record that a
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given temperature has been reached or more likely exceeded. Commercially available products
include heat-sensitive crayons, pellets, labels, and paints.

Fuseable material can be applied to a surface by means of a crayon. Applications include
identifying temperatures in metal treatment and welding. Self-adhesive labels consisting of
a temperature-sensitive indicator sealed under a transparent window are also available. These
provide a convenient means of identifying whether a component such as an electronics package
has experienced an excessive temperature or in medical applications to validate that a process
temperature has been attained. The indicating material permanently changes color from say a
light gray to black at the rated temperature, which is printed on the label. Some labels include
multiple indicators, sensitive to a range of temperatures, to enable greater resolution of the peak
temperature.

4.2 Temperature-Sensitive Paints

The same kind of fusible material as used in the peak-temperature-indicating crayons is avail-
able in paint form. Thermally sensitive paint has also been developed for high-temperature
applications in order to indicate the peak temperatures on turbine blades (1989). Early work
on turbines involved the use of proprietary paints from Thermindex, Faber Castel, and Tempil.
The development of a range of multichange paints is reported by Bird et al.66 Some paint for-
mulations are available that provide a reversible indication of peak temperature. One principle
exploited is to drive water off a colorful salt, thus changing its color. On cooling, the salt can
reabsorb water vapor from the atmosphere and revert to its initial color state.

Parameter-sensitive paints are sensitive to a number of physical parameters including pres-
sure and temperature. The paints comprise luminescent molecules and a polymer binder mate-
rial that can be dissolved in a solvent. Temperature-sensitive paint (TSP) can be applied by
brush or spray, and as the paint dries, the solvent evaporates to leave luminescent molecules
embedded in a polymer matrix. The principle exploited by TSPs is photoluminescence where
a probe molecule is promoted to an excited state by the absorption of a photon of appropri-
ate energy in a fashion comparable to thermographic phosphors. The difference is that the
intensity of the luminescence is related to temperature by photophysical processes known as
thermal and oxygen quenching67 and the intensity of luminescence is inversely proportional to
the temperature.

4.3 Thermographic Phosphors

The luminescent properties of materials, known as thermographic phosphors, such as the lan-
thanide doped ceramics YAG:Tb, YAG:Dy, or Y2O3:Eu, are temperature dependent. In order
to measure the temperature of a surface temperature, a thin layer of luminescent materials
can be applied, illuminated with UV light, typically from a laser, and the subsequent lumines-
cence observed and analyzed. Thermographic phosphors can be used to indicate temperatures
from cryogenic levels to about 2000∘C. A phosphor-based thermometry system will generally
consist of a source of excitation energy, a method of delivery of energy to the target, a fluoresc-
ing medium bonded to the target, optical, detector and data acquisition, and analysis systems.
Before excitation phosphor’s electronic levels are populated in their ground state. They can be
excited by the absorption of energy by, for instance, electromagnetic radiation such as visible
or UV light, X- or 𝛾-rays, particle beams, or an electric field. After absorption of energy the
atomic configuration of the material may not remain excited but may return to its initial or
some intermediate state. The intensity of emitted light is an inverse function of temperature. In
the case of europium-based phosphors experiencing continuous illumination, it is given by the
equation68

IT = [aj + ajAe
−ΔE∕kT ]−1 (30)
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where IT = intensity
aj = probability rate
A = factor related to aj
E = energy (J)
T = temperature (K)
k = Boltzmann’s constant (J/K)

Sensitivities of 0.05∘C and an uncertainty of 0.1–5% of the Celsius temperature reading are
possible.69 Most thermographic phosphors are ceramics and therefore relatively inert. Bonding
of the phosphor to the application can be achieved by mixing the phosphor slurry with epoxy,
paint, or glue and then applying the mixture onto the surface by brushing or spraying. For
harsh environments subject to, for example, high mechanical shock or large thermal gradients,
chemical bonding by vapor deposition, RF sputtering, and laser ablation can also be considered.
Thermographic phosphors are reviewed by Heyes,70,71 and the development of a thermal barrier
coating for turbomachinery components capable of both sustaining a high thermal gradient and
indicating temperature is described by Feist et al.72,73

4.4 Thermochromic Liquid Crystals

Thermochromic liquid crystals are a class of materials that display significant changes in color
over discrete temperature bands. As the temperature rises, a thermochromic liquid crystal mix-
ture will change from colorless, black against a blackened background and pass through the
visible spectrum of colors, red to orange to yellow to green to blue to violet, before turning col-
orless again. The process of color change is reversible with cooling. The colors displayed can
be related to temperature by a calibration process. The sensitivity to temperature arises from
the structure within the thermochromic liquid crystal with transition between solid and liquid
states. In the liquid crystal phase, molecules lose positional order, becoming fluid, but retain
orientation order and the optical properties of crystalline solids.74 When a thermochromic liq-
uid crystal is illuminated with white light, it will selectively reflect monochromatic light with
wavelength equal to the pitch of the helical molecular structure. The wavelength of the reflected
light decreases as the temperature increases and the color observed will therefore change from
red through the visible spectrum to blue.

Pure crystals deteriorate rapidly with age and exposure to ultraviolet light but their life can
be extended by encapsulation of the crystals within a polymer coating. Thermochromic crystals
are commercially available in the form of water-based slurry. This can be sprayed onto a dark
or blackened surface using an airbrush (see, e.g., Refs. 74–76 for practical guidance). They are
also available as a preformed layer on a blackened substrate of mylar or paper.

The temperature at which a liquid crystal formulation begins to display color is called its
red-start temperature. The range of temperature over which the crystals display color is often
referred to as the color play bandwidth or the temperature event range. The range of temperature
over which a liquid crystal displays a single color is called the isochrome bandwidth and this
can be as little as 0.1∘C. For narrow-band thermochromic liquid crystals the color changes over
a range of about 1∘C and these can be used to determine surface temperature with an uncertainty
of about 0.1∘C. Wide-band thermochromic liquid crystals are typically active across a range of
5–20∘C and can be used to determine the distribution of surface temperature. The value of the
red-start temperature and the color play bandwidth can be controlled by selecting appropriate
cholesteric estors and their proportions.

A number of approaches have been adopted in determining the value of temperature from
color in the use of thermochromic crystals. For instance, in the use of forehead clinical ther-
mometers, human eyesight and judgment are used comparing the displayed color to a look-up
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table or identifying the most significant illumination in a panel. A CCD camera can also be used
to capture the images produced by liquid crystals and the resulting RGB image processed to
hue and a calibration used to convert this to a corresponding temperature (see Refs. 74 and 77).

Applications of thermochromic liquid crystals have included forehead and fish-tank ther-
mometers, novelty stickers, turbine heat transfer experiments (e.g., Refs. 78 and 79, jet engine
nacelles, and vehicle interiors.80

5 NONINVASIVE METHODS

A number of temperature-dependent phenomena such as the emission of radiation, scattering,
and luminescence can be observed remotely, thereby providing the possibility of measuring
temperature without disturbing the medium of interest. Remote observation can under certain
circumstances be classed as noninvasive to the medium of interest or target. It should however
be noted that optical techniques, particularly for methods requiring use of a laser system, can
involve use of bulky and complicated equipment, and while this may not require machining or
installation of a measurement device on the surface of interest or location of a sensor in a fluid,
the equipment may nevertheless be bulky and will likely require optical access through, say,
special windows. Noninvasive methods are potentially attractive for a variety of reasons and
applications, including:

• Targets in motion
• Fragile targets
• Remote targets
• Unsteady temperature applications
• Harsh environments
• Temperature distribution required

Noninvasive methods of temperature measurement have developed with the advances in
semiconductor fabrication technology and the availability of lasers as a source of excitation.
Use of infrared thermometers is now commonplace for inspection in industry and retail.
Temperature measurement techniques based on infrared radiation are reviewed in Sections 5.1
and 5.2.

A series of sophisticated methods for noninvasive measurement of gas temperature are
available, such as index of refraction, absorption and emission spectroscopy, line reversal, scat-
tering, laser-induced fluorescence, light polarization, speed of sound, and speckle methods.
Some of the techniques, such as laser-induced fluorescence, are highly specialized and expen-
sive, requiring extensive expertise and high-cost capital equipment. This type of method is not
available off the shelf and its use should be carefully justified in terms of the value of the data
it would produce. These methods are reviewed in ESDU81 and Childs .10,11

5.1 Infrared Thermometry

Infrared thermometers measure the thermal radiation emitted by a body due to its temperature
and have found applications from cryogenic temperatures to over 6000 K. Infrared thermome-
ters are widely available with examples used in industry and retail where the cost is the same
order of magnitude as, for example, a thermocouple indicator to highly sophisticated traceable
devices for high-temperature gas or surface measurement, suitable for laboratory and research
use. Anybody will emit energy in the form of thermal radiation due to its temperature with the
quantity of radiation rising with increasing temperature. The energy emitted over the electro-
magnetic spectrum due to temperature by a blackbody is modeled by Planck’s law [Eq. 31]. The
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energy radiated reduces with temperature but the wavelength distribution shifts toward those
with longer wavelengths:

Eλb =
C1

𝜆5[exp(C2∕𝜆T) − 1]
(31)

where E𝜆,b = spectral emissive power for a blackbody (W/m3)
C1 = first radiation constant (3.7417749 × 10−16 W m2, Ref. 12)
𝜆 = wavelength (m)

C2 = second radiation constant (0.01438769 m K, Ref. 12)
T = absolute temperature (K)

Integration of Eq. 31 over all wavelengths gives the total thermal radiation emitted by the
blackbody equation

Eb = 𝜎T4 (32)

where 𝜎 is the Stefan–Boltzmann constant.

𝜎 = 5.67051 × 10−8W∕m2K4(Ref.12)
An infrared system consists of three basic elements, the source, propagation medium, and

measuring device. The infrared-measuring device may comprise an optical system, a detector,
processing circuit, and display. The purpose of the optical system is to focus the energy emitted
by the target onto the sensitive surface of the infrared detector, which usually converts the
energy into an electrical signal. There are a number of types of infrared thermometers depending
on whether the device is sensitive to all or a specific band of wavelengths. Those sensitive to
all wavelengths are classed as total radiation or broadband thermometers. Those sensitive to
radiation in a specific band of wavelengths are classed as spectral band thermometers, ratio
thermometers, and thermal imagers.

The radiation emitted by real targets does not match the ideal simplification of Eqs. 31 and
32. Radiation emitted by real bodies is a function of both the surface temperature and surface
properties. The surface property limiting the quantity of radiation is called the emissivity, 𝜀,
and is the ratio of the electromagnetic flux that is emitted from a surface to that emitted from
a blackbody at the same temperature. Emissivity is a function of the dielectric constant and
subsequently its refractive index and is generally wavelength dependent. Quantification and
accounting for the effects of emissivity in undertaking a temperature measurement using an
infrared thermometer are usually necessary. Target surfaces can be classified into three cate-
gories:

• Blackbodies
• Graybodies
• Nongraybodies

Information about the emissivity of a wide range of materials is documented in the ref-
erence texts edited by Touloukian et al.82–84 and also tends to be available from infrared ther-
mometer suppliers.

The medium across which the radiation is transmitted can attenuate the radiation due to
absorption, scattering, and turbulence with absorption and emission dependent on the energy
structure of the constituent molecules. As well as nitrogen and oxygen, air typically contains a
proportion of water vapor and CO2 along with a number of trace molecules. The strong dipole
moment and light hydrogen atoms in water vapor result in strong and broad absorption bands. In
addition, water vapor is an asymmetric top and this gives an irregular absorption spectrum. The
properties of water vapor and CO2 along with those of other trace substances in air act to absorb
a proportion of the radiation emitted from a target at specific wavelengths and even make air
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opaque at some frequencies. This means that using Eq. 31 without modification to account for
the radiation not transmitted would lead to an error. Information concerning the transmissive
properties of air, which varies with distance and local composition, has been published by Yates
and Taylor85 and is also modeled in a number of software packages, such as LOWTRAN,86–89

MODTRAN, HITRAN, and FASCODE. These codes represent long-running research and
development and are reviewed in Smith90 and are available elsewhere (see, e.g., Ref. 91).
When dealing with other transmission mediums or specific particulates such as smoke, the
transmission characteristics for the system concerned must be identified in order to allow for
the temperature reading to be correctly interpreted.

An approach to negate the impact of nontransmission of thermal radiation is to use spec-
trally sensitive detectors. These operate across a specific wave band only and a detector can be
selected to match the characteristics of a given application. For example, there are a number of
wavelengths, known as windows, near 0.65, 0.9, 1.05, 1.35, 1.6, 2.2, 4, and 10 μm, where the
transmittance is high and air is effectively transparent to thermal radiation. A large number of
detectors have now been identified that are sensitive to thermal radiation such as PbS, PbSe,
InSb, HgCdTe, and PbSnTe (for further data see, e.g., Ref. 92). As a general rule instruments
used for measuring hot targets operate at shorter wavelengths (e.g., 0.9–1.1 μm) and those for
cooler objects operate at longer wavelengths (3–5 or 8–14 μm). A further issue arises from the
use of optical devices and windows between the target and the detector as materials used for
lenses and windows also have their own spectral characteristics and only transmit a proportion
of the incident radiation at specific wavelengths. An infrared sensor should only be operated
when the spectral range over which a target and the media transmit and over which the detector
is sensitive all overlap.

A compounding problem affecting a temperature measurement using an infrared ther-
mometer is background radiation. An infrared thermometer will read any radiation incident
on the detector whether it is emitted, transmitted, or reflected from a target. If a surface is
not a perfect absorber of incident radiation, then a proportion of the incident radiation can be
reflected, and this can distort the indicated temperature. If, for example, a target surface is at
a temperature, say 300 K, but is in close proximity to a hotter object, then it is possible for an
infrared thermometer to read the radiation emitted from both the surface and a proportion of
radiation from the hotter object that is reflected off the surface of the target. The temperature
indicated for the target will be artificially high, without appropriate offsetting. A number of
strategies are available to minimize such effects involving repositioning the detector or using
screens. The practical use of infrared thermometers is described by Kaplan.93

When an infrared thermometer is aimed at a target it collects energy within a collecting
beam, or zone, whose shape is determined by the optical system and detector and is typically
conical. The cross section of the collecting beam is called the field of view and this determines
the spot size, the area on the target over which a temperature measurement is made.

In principle it is possible to side step the requirement of knowing the surface emissivity
by using ratio thermometers. These measure the radiation emitted from a surface around two
fixed wavelengths. The ratio of the radiation emitted is given by

R =
𝜀(𝜆1)𝜆5

2(e
C2∕𝜆2T − 1)

𝜀(𝜆2)𝜆5
1(eC2∕𝜆2T − 1)

(33)

If the emissivity is not spectrally sensitive and is near unity, the emissivities will cancel,
and provided the target temperature is low, then

T =
C2(𝜆1 − 𝜆2)∕𝜆1𝜆2

ln

[
R
(

𝜆1

𝜆2

)5
] (34)
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An optical fiber can be used to convey thermal radiation into a narrow wavelength band
from a location of interest or a convenient viewing point to a detector. This enables the detector
to be remote from the target and is particularly useful in monitoring very hot applications such
as combustion processes. Optical fiber-based devices are useful for temperatures in the range
100–4000∘C. The use of this technique is reported by Dils,94 Saaski and Hartl,95 Sun,96 Ewan,97

Zhang et al.,98 Grattan and Zhang,99 and Krohn.100

5.2 Thermal Imaging

Infrared radiation principles can be used to measure the spatial distribution of temperature
on a target surface and this is known as thermal imaging or thermography. Applications of
thermal imaging are extensive, ranging from plant condition monitoring, diagnostics, materials
testing, process control, energy auditing for structures, and surveillance. The developments in
semiconductor technology have resulted in the wider availability of thermal imaging devices,
including reasonably priced items for process control. Thermal imagers typically comprise an
optical system, a detector, processing electronics, and a display and are extensions of infrared
thermometer technologies combined with some form of scanning optics. Thermal imagers do
not require any form of additional illumination in order to operate, and this makes them highly
attractive in surveillance applications. It should be noted that military and surveillance thermal
imagers tend to be configured to produce an image rather than quantitative information on the
distribution of temperatures.

It is possible to make use of a single detector with some form of scanner to transmit the
radiation signal from specific regions of the optical system to enable a two-dimensional image
of the temperature distribution to be built up. The disadvantage of single-detector scanners is
the trade-off between the speed of response of the instrument and the signal-to-noise ratio of the
detector. The detector typically needs to be cooled and operated at performance limits in order
to achieve the desired time response. Multidetector scanners comprising a linear detector array
or a two-dimensional array of detectors, known as a staring array, enable the temporal-to-spatial
burden to be reduced. Cooling of the detectors can be achieved in a number of ways such as
use of liquid nitrogen, Peltier coolers, or a miniature Sterling engine.

The optimum wave band for a thermal imager as for most other infrared thermometers is
dictated by the wavelength distribution of the emitted radiation, the transmission characteristics
of the atmospheric environment between the imager and the target, and the characteristics of
the available detector technology. The following optical bands for air are defined:

• Short-wavelength infrared imaging band (SWIR), 1.1–2.5 μm
• Medium-wavelength infrared imaging band (MWIR), 2.5–7 μm, with a notch at 4.2 μm

due to CO2 absorption
• Long-wavelength imaging band (LWIR), 5–15 μm
• Further bands beyond 15 μm classed as far infrared (FIR) and very long wave infrared

(VLWIR)

The emissivity of most naturally occurring objects and organic paints is high in the
long-wave infrared but is lower and more variable in the medium-wave infrared. Metallic
surfaces tend to have lower emissivity in either band. As such, the use of a thermal imager
to provide quantitative information for the temperature distribution, particularly for a surface
comprising different materials, has to be carefully managed. Without correction for local
emissivity values the thermal imager will assume a default value and apply this to the whole
image. However, basing the choice of thermal imager on emissivity alone ignores attenuation
in the transmission medium. Fog particles, for example, attenuate radiation by scattering with
the magnitude dependent on the particulate size. If moderately sized particulates are present,
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scattering affects the MWIR region more than the LWIR, and a LWIR system can generally
provide better range performance.

A number of performance parameters can be used for thermal imagers, allowing different
systems to be compared (see also Refs. 101–103):

• Thermal sensitivity [noise equivalent differential temperature (NEDT)] refers to the
smallest temperature differential that can be detected and depends on the optical system,
the responsivity of the detector, and the noise of the system.

• Spatial resolution defines the smallest quantity that can be discerned and is often quan-
tified by Airy disc size.

• Minimum resolvable temperature (MRT).
• Minimum detectable temperature (MDT).

The price of a thermal imager usually reflects the performance, ruggedness, and image
processing capability. Some compact imagers can be readily hand held while other systems are
designed to be mounted on a platform weighing as much as 100 kg. The availability of uncooled
and Sterling engine-cooled detector arrays has made battery-powered portable devices viable.
The uncertainty associated with the temperature measurement is specific to the device, but
typical figures are ±2 K or ±2% full-scale output. Modern thermal imagers can be particularly
easy to use needing simply to be aimed at the target of interest and the image captured by
pressing a button.

6 CONCLUSIONS

A wide variety of methods are available for measuring temperature. Despite the many types of
temperature-measuring systems, the choice for a given application is typically limited by a num-
ber of factors, including uncertainty, temperature range, thermal disturbance, level of contact,
size of the sensor, transient response, sensor protection, availability, and cost. This chapter has
provided a review of a range of invasive, semi-invasive, and noninvasive instrumentation along
with an introduction to the measurement process, calibration, and traceability. Some applica-
tions permit the installation of a sensor on or within the medium of interest. Alternatively it
may be desirable to observe the target remotely using an infrared pyrometer, a thermal imager,
or other form of noninvasive method.

Nomenclature.

aCTS Charge transfer state rate
aj Probability rate
B(T) Second virial coefficient (cm3/mol)
C(T) Third virial coefficient (cm6/mol2)
C1 First radiation constant (3.7417749 × 10−16 W.m2, Ref. 12)
C2 Second radiation constant (0.01438769 m.K, Ref. 12)
D(T) Fourth virial coefficient (cm9/mol3)
E Thermoelectric emf (μV); energy (J)
E𝜆,b Spectral emissive power for a blackbody (W/m3)
Eb Emissive power for a blackbody (W/m2)
IF Forward current (A)
IS Junction reverse saturation current (A)
IT Intensity
k Boltzmann’s constant (1.380658×10-23 J/K, Ref. 12)
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n Number of moles of the gas
p Pressure (N/m2)
q Charge of electron (1.6 × 10-19oC)
ℜ Universal gas constant (8.314510 J/mol K, Ref. 12)
R0 Resistance at 0∘C (Ω)
Rt Resistance at temperature t (Ω)
RT Resistance at temperature T (Ω)
R100 Resistance at 100∘C (Ω)
S Seebeck coefficient (μV/K)
SA Seebeck coefficient for material A (μV/K)
SB Seebeck coefficient for material B (μV/K)
SAB Relative Seebeck coefficient (μV/K)
SAPt Seebeck coefficient for material A relative to platinum (μV/K)
SBPt Seebeck coefficient for material B relative to platinum (μV/K)
t Temperature (∘C)
T Temperature (K)
T∘F Temperature in degrees Fahrenheit (∘F)
T∘R Rankine temperature (oR)
T0 Temperature at a reference condition (K)
V Volume (m3)
VF Forward voltage (V)
𝛼 Temperature coefficient of resistance (ΩΩ-1oC−1 or ∘C−1)
𝛿 Constant
𝜀 Emissivity
𝜆 wavelength (m)
𝜎 Stefan–Boltzmann constant equal to 5.67051 × 10−8W/m2 K4 (Ref. 12)
ΔE Absolute Seebeck emf (μV)
Δf Frequency interval (Hz)
ΔT Temperature difference across segment of conductor (K)
ANSI American National Standards Institute
ASTM American Society for Testing and Materials
BS British Standard
FIR Far infrared
IPRT Industrial platinum resistance thermometer
IR Infrared
ITS-90 International Temperature Scale of 1990
MDT Minimum detectable temperature
MRT Minimum resolvable temperature
MWIR Medium-wavelength infrared
NEDT Noise equivalent differential temperature
NTC Negative temperature coefficient
PRT Platinum resistance thermometer
PSP Parameter-sensitive paint
PTC Positive temperature coefficient
RTD Resistance temperature detector
SPRT Standard platinum resistance thermometer
SWIR Short-wavelength infrared
TSP Temperature-sensitive paints
UV Ultraviolet
VLWIR Very long wave infrared
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1 INTRODUCTION

As the cost of energy increases, the importance of predicting and controlling its movement
is of increasing concern. For many years the calculation of heat transfer has been considered
a fundamental part of the engineering design of any thermal system. Whether for building
environments, power production, or manufacturing processes, temperature control is often of
paramount concern for physical comfort and the production of industrial materials and prod-
ucts. To effectively control temperature requires that energy be transferred in a known and
controlled manner. It is understood that good temperature measurements are essential, and
many companies offer extensive lines of temperature sensors for almost any environment. But
it is equally important to know the details of the energy transfer itself.

Temperature is a fundamental property of a material and accurate measurement and cal-
ibration standards are readily available. The measurement of heat transfer, however, is a very
different situation. First, it is much more challenging because heat transfer is the movement
of thermal energy through a material and is not a property. Consequently, establishing mea-
surement standards and calibration methods is much more challenging. Second, the whole
concept of heat flux or thermal energy transfer per area is not as well understood by the general
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population. Even many engineers do not have a good physical understanding of a W∕m2 or a
Btu∕ft2-h. Heat flux gauge sales are a miniscule fraction of the thermal measurement market.
Hopefully this chapter will encourage researchers and practitioners to use this important tech-
nology. Part of an engineer’s or scientist’s education should be the experience of using heat flux
gauges and measuring heat transfer.

Previous reviews have covered the history of heat flux instrumentation. The most compre-
hensive was done in 1993.1 Combustion applications were covered by Arai et al.,2 focusing on
radiation heat transfer measurement. An emphasis on electronic cooling was given by Keltner.3

Heat transfer measurements in buildings was presented by Flanders.4 Childs et al.5 covered the
broad range of sensors used for convection measurements, while Han et al.6 focused more
specifically on gas turbine applications. A compilation of heat flux gauge manufacturers with
details of the available gauges is also available.7

The focus of the present review is the most useful current heat flux instrumentation, partic-
ularly heat flux gauges. Although some heat flux gauges are available commercially and may
even be standard stock items, others are currently limited to research laboratories. The latter
may be the commercial gauges of the future. Optical methods are discussed briefly, but these
are generally research methods that require sophisticated equipment and data processing tech-
niques. General principles for the proper use of heat flux gauges are discussed first, followed by
the details of specific gauges along with some of their typical applications. Three classifications
of gauges are considered based on measured temperature difference over space, the tempera-
ture change with time, and the power dissipated at a maintained temperature. In all of these
cases it is important to understand the pathways of heat in and around the sensor, which means
that how gauges are mounted on or in materials can consequently be crucial. The measurement
methods are also categorized according to the type of temperature measurement. The three
common techniques are thermocouples (either individually or differentially), resistance tem-
perature devices (RTDs), and optical (liquid crystals, infrared, or thermographic phosphors).
Calibration of heat flux gauges is then discussed along with error analysis. Obtaining a signal
from a heat flux gauge is easy; properly interpreting the measurements is the challenge.

2 IMPORTANT ISSUES

There are a number of styles of gauges commercially available, made by several companies in
the United States and Europe. While many of these gauges are easy to install and read the output,
it is often crucial that a gauge with the correct style and range is selected to give meaningful
results for a specific application. For example, it is desirable to use different types of gauges to
measure the low heat fluxes typical of buildings and natural convection, the moderate heat fluxes
of radiation from fires and forced convection in fluids, and the high heat fluxes of high-speed
combustion and hypersonic flow.

As explained in this section, there are a number of problems and complications that should
be taken into account while planning for any heat flux measurements. The most important issue
is maintaining the proper heat flow and corresponding temperature distributions while making
the measurements. The presence of a heat flux gauge on or in a surface will necessarily alter
the temperature field and heat flux to some extent. For considering this effect the gauges can
be categorized as either surface mounted or insert. The surface-mounted gauges are flat and are
attached to the surface with some type of glue or paste. The insert gauges are usually cylin-
drical and are pressed into a hole flush with the surface. An additional issue that is sometimes
neglected is where the heat goes, or the heat sink. This will be considered first, followed by
the potential heat flow disruption. If these issues are not properly considered, even the most
accurate heat flux gauge will give erroneous results.
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qconvectionqradiation

qconduction

Figure 1 Surface heat balance.

2.1 Heat Sink

For the transfer of thermal energy to occur there must be a heat source and there must be a heat
sink. Heat flux gauges are designed to measure the net heat transfer between the heat source
and the heat sink, usually normal to a surface between them. For example, if a heat flux gauge
is mounted to a surface that does not provide a good heat source or sink, it will usually measure
no heat flux at steady-state conditions, irregardless of the surrounding temperatures.

Figure 1 illustrates the usual condition at the surface of a material. Conduction occurs
through the material to the heat sink or source with convection and/or radiation exchange at the
surface. If the material is low thermal conductivity, the heat flux at steady-state conditions will
be very small. Therefore, high conductivity metals are usually desired for the material. Also, it
is usually difficult to arrange conditions at the surface that provide only convection or radiation.
There is usually always some of both at least to some extent. The surface heat balance is then
expressed as

qconduction = qconvection + qradiation (1)

Alternatively, another material may be placed against the surface to provide conduction in place
of the convection and radiation.

2.2 Potential Disruption of Surface-Mounted Gauges

The measured heat flux at the surface of the material on which the gauge is mounted is assumed
to be one dimensional. Because of the thermal disruption caused by the placement of the gauge
on the surface, this may not be true, however. Wesley8 and Baba et al.9 have analyzed the
thermal effects of a flat gauge mounted on the surface of the material. They determined that the
one-dimensional assumption is valid when

(
k
ks

)(
𝛿

R

)
≫ 1 (2)

where ks is the thermal conductivity of the substrate, R is the radius of the gauge, and 𝛿 and k
are the effective thickness and thermal conductivity of the gauge and adhesive.

Measurements of convective heat flux are particularly sensitive to disturbances of the tem-
perature of the surface. Convection is often expressed in terms of a heat transfer coefficient (h)
and the fluid and surfaced temperatures:

q′′convection = h (Tfluid − Tsurface) (3)

Because the heat transfer coefficient in a boundary layer is increased locally by any surface tem-
perature change, the effect of a small temperature change with location is further amplified at the
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gauge location, as explained by Diller.1 Therefore, any surface temperature disruptions caused
by the gauge should be kept much smaller than the surface-to-environment temperature differ-
ence causing the heat flux. For gauges with one-dimensional heat transfer according to Eq. (2),
the corresponding criterion for surface disruption of temperature (5% of the fluid-to-surface
temperature difference) is

h
𝛿

k
≤ 0.05 (4)

where h is the heat transfer coefficient between the fluid and surface. The important parameter is
the ratio of the gauge thickness (𝛿) to the gauge thermal conductivity (k). As this ratio increases,
the sensitivity of the gauge increases, but the disruption caused by the gauge also increases
according to Eq. (4). An optimum value for the particular application must be determined. If
the gauge material uniformly covers the entire surface, however, the value of h𝛿∕k can be up to
an order of magnitude larger because there are no local disruptions of the surface temperature.
Independent measures of the substrate surface temperature and the gauge surface temperature
are advantageous in defining a value of the heat transfer coefficient and ensuring that the sensor
does indeed provide a small thermal disruption.

Measurements of radiation heat transfer from the surface have similar sensitivities to sur-
face temperature disturbances as convection. This is not true for radiation to the surface, how-
ever. This asymmetry of disturbance effects is due to the radiation heat flux being proportional
to the fourth power of the absolute temperature. Consequently, a high-temperature heat source
dominates the transfer exchange over the low-temperature heat sink. The surface coating prop-
erties of the gauge (absorptivity, transmissivity, reflectivity, and emissivity), however, should
be matched with those of the surrounding surface for either case with radiation present. If the
coating is nearly black, a match of emissivity is usually sufficient.

2.3 Potential Disruption of Insert Gauges

Insert heat flux gauges appear to cause less disruption of the surface because they can be
mounted flush with the surface. This does not ensure a good temperature match with the sur-
rounding surface, however. The local temperature and heat flux in the vicinity of the sensor is
disturbed whenever the thermal properties and heat sink of the gauge are different than those
of the surrounding surface. Gifford et al.10 have modeled the two effects as

q′′g
q′′p

= 1
(hp∕hg) + hp R′′ (5)

where the heat flux measured by the gauge (q′′g ) is compared to that of the surrounding undis-
turbed surface (q′′p ). The thermal resistance of the gauge is represented by R′′, which causes
a lower apparent heat flux from the gauge. It also decreases the apparent heat transfer coef-
ficient over the gauge hg relative to the surrounding undisturbed surface hp. The effect has
been demonstrated for laminar flow1 and calculated for turbulent boundary layer flow.11 Mof-
fat et al.12 have shown experimentally that this effect is larger than originally anticipated for
turbulent boundary layers. It is counterintuitive that this effect actually becomes larger as the
gauge size becomes smaller. Therefore, surface temperature disruptions caused by the gauge
should be kept much smaller than the surface-to-environment temperature difference causing
the heat flux.

If the gauge is not water cooled, it relies on the surrounding material to conduct away
the heat it receives. Therefore, it must have a good thermal path to the surface into which
it is mounted. It should also have good physical contact ensured by a tight fit in the hole or
threads with a method to tighten the gauge into the surface. For steady-state measurements the
gauge should have an effective thermal conductivity as high or higher than the surrounding
material because all of the heat must be dissipated into the surrounding surface. For unsteady



3 Gauges Based on Spatial Temperature Difference 289

heat transfer conditions, however, the gauge properties should match those of the surrounding
material to ensure the same thermal transients. If the gauge is water cooled, the surrounding sub-
strate can still affect the readings whenever forced or natural convection is present.13 In either
case, independent measures of the substrate and the gauge surface temperatures are advanta-
geous in defining a value of the heat transfer coefficient and for ensuring that the gauge does
indeed match the surface temperature.

3 GAUGES BASED ON SPATIAL TEMPERATURE DIFFERENCE

These heat flux gauges operate by measuring a temperature difference over a spatial distance.
There are several different geometries and temperature measurement methods. Because these
gauges measure continuously, the heat flux through the gauge can be measured as long as the
signal is monitored. They can be attached on the surface or inserted into the material. The
different styles are discussed in separate subsections.

3.1 One-Dimensional Planar Gauges

The simplest concept for heat flux measurement is the layered gauge as illustrated in Fig. 2. The
temperature is measured on either side of a thermal resistance layer in the direction normal to
the surface. The two most common methods of measuring the temperature difference are RTDs
and thermocouples. A new American Society for Testing and Materials (ASTM) standard is
devoted to these heat flux gauges.14

The voltage output of the heat flux gauge illustrated in Fig. 2 is not only a function of the
temperature difference but also the thickness and thermal conductivity of the thermal resistance
material, 𝛿 and k. At steady state the one-dimensional conduction equation reduces to

q′′ = k
𝛿
(T1 − T2) (6)

The transient response of the gauge is a function of the thermal resistance layer thickness and
the thermal diffusivity of the material. Hager15 has analyzed the one-dimensional transient
response when mounted on a perfect heat sink and gives the time required for 98% response as

t = 1.5𝛿2

𝛼
(7)

where 𝛼 is the gauge thermal diffusivity. It should be noted that the sensitivity increases linearly
with the thermal resistance layer thickness, but the response time increases as the square of the
thickness. Consequently, sensitivity versus time response is one of the major tradeoffs in the
design of these gauges.

Temperature sensor, T2

Temperature sensor, T1

δ

q″

Thermal
resistance

Figure 2 Layered heat flux gauge.
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Surface-Mounted Gauges Using RTD Sensors
Any material that is an electrical conductor and changes electrical resistance with temperature
can in theory be used as an RTD. The temperature sensitivity for most metals is nearly constant
over a wide temperature range, but is small (a fraction of a percent change in resistance per
∘C). The advantage of an RTD is that it usually has a higher precision in measuring temperature
than a thermocouple and it gives absolute temperature. It must be supplied with a small constant
current, however, for measurements. Another disadvantage is that its resistance is also sensitive
to strain and other factors, such as aging.

Epstein et al.16 produced a heat flux gauge for turbomachinery research using a
25-μm-thick sheet of polyimide (Kapton) with nickel RTDs deposited on either side. The
nickel resistance element (1.0 mm by 1.3 mm) is immediately contacted to gold leads to isolate
the voltage drop of the measurement at the sensor location. The leads from the bottom element
are brought through the polyimide sheet so that all four leads can be taken to the edge of
the sheet together. The nickel elements are either vacuum deposited with direct-current (dc)
sputtering or electroless plated. Up to frequencies of about 20 Hz the gauge responds directly
to the heat flux, as indicated in Eq. (6). For frequencies above 1 kHz the polyimide resistance
layer appears infinitely thick, and the top resistance element (T1) responds like a transient heat
flux gauge described in Section 4.1. To cover the entire range from dc to 100 kHz a numerical
data reduction technique is used to reconstruct the heat flux signal. One of the advantages
of these gauges is that they can be wrapped onto curved surfaces, although the temperature
calibrations change during this process, which may necessitate in situ calibration.

The heat flux gauge developed by Piccini et al.17 is made by sputtering platinum RTDs
onto one side of a 50-μm-thick sheet of Upilex to measure T1. A thermocouple is mounted into
the metal substrate onto which the sheet is glued for the second temperature measurement, T2.
The heat flux at steady state is calculated from the temperature difference between the RTD and
the thermocouple as shown in Eq. (6). The thickness and thermal conductivity of the Upilex and
the glue layer are determined from direct calibration. Analytical solutions of the unsteady heat
transfer equations are used to determine the unsteady heat flux up to frequencies of 100 kHz,
similar to the method used by Epstein et al.16

For higher temperature applications, Talib et al.18 painted platinum films onto an enameled
piece of 2-mm-thick Inconel. This was mounted onto a surface with embedded thermocouples
to create a heat flux gauge of the same functionality as Piccini et al.17 This was used in a propane
burner for fire testing. Fralick and Wrbanek19 have demonstrated a heat flux gauge with plat-
inum RTDs printed on both sides of a 1-mm-thick slice of alumina for high-temperature appli-
cations. This double-sided arrangement keeps both temperature measurements on the gauge
itself, which avoids the required in situ calibration of the previous two methods.

Surface-Mounted Gauges Using Thermocouple Sensors
The temperature sensitivity of different combinations of materials for thermocouples is indi-
cated by the Seebeck coefficient, ST . Excluding the semiconductor materials, the maximum
sensitivity for any of the possible pairs is 50–100 μV∕∘C. Kinzie20 lists details of many non-
standard thermocouple pairs. Although a reference temperature is required for measuring abso-
lute temperature, thermocouples generate an electrical output without the excitation current
required of RTDs. For measuring temperature difference, however, a reference temperature is
not needed. This is illustrated in Fig. 3 where the output voltage E is

E = ST (T1 − T2) (8)

If a number of these units are connected together in series, the result is a thermopile that
increases the voltage output for a given temperature difference. An example of such a ther-
mopile heat flux gauge is illustrated in Fig. 4. Figure 4 shows three and one-half pairs of
thermocouples combined in series across the thermal resistance layer. Each produces an output
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E

Thermocouple material 1

Thermocouple material 2

T1 T1

T2

Figure 3 Thermocouple measurement of temperature difference.

Lower thermocouple

Upper thermocouple

Thermocouple material 1

Thermocouple material 2

Thermal Resistance

Figure 4 Thermopile heat flux gauge.

voltage that is proportional to the temperature difference, T1 − T2. The total output voltage is
then proportional to the number of thermocouple pairs, N, and the Seebeck coefficient for the
thermocouple pair, ST :

E = NST (T1 − T2) (9)

Using a thermopile, therefore, can easily overcome the greater sensitivity of individual RTDs.
Thermocouples are also insensitive to strain and most other factors besides temperature. More-
over, only two leads are required for a heat flux measurement, versus four for two RTDs. The
corresponding heat flux sensitivity of the ideal layered gauge is therefore

Sq =
E
q′′

=
NST𝛿

k
(10)

To minimize the temperature disruption of the gauge, the thickness, 𝛿, should be kept as small
as possible, particularly if there is a large convection coefficient on the surface, as shown in
Eq. (4).

The values of 𝛿 used in different gauges vary widely depending on the range of heat fluxes
to be measured. Thermal resistance layers with thicknesses of 1 mm or more have generally
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been used for heat fluxes less than 1 kW∕m2. The time response is on the order of a second
or more. Applications are typically conduction heat flux in building structures or insulation
and natural convection. Bales et al.21 have published a book of articles discussing the design,
calibration, and use of heat flux gauges for building applications. One design uses welded wire
to form the thermopile across a sensor about 1 mm thick with an upper temperature limit of
300∘C. These are manufactured in a range of sizes by International Thermal Instrument Co.
Applications include heat transfer in buildings and physiology. Sensors with higher sensitivity
are made with semiconductor thermocouple materials for geothermal applications.

For heat fluxes of up to 100 kW∕m2 thermal resistance thicknesses of 25–100 μm have
been used. The corresponding time response is as low as 50 ms. Some improvement in the
frequency response is possible with appropriate signal conditioning.22 To measure the temper-
ature difference, T1 − T2, Ortolano and Hines23 used a thermopile constructed of thin metal
foils built around a Mylar or Kapton sheet. It is very versatile because it easily conforms to
most surface shapes. Applications have included many types of conduction, convection, and
radiation. These gauges are manufactured by the RdF Corp. and sold by several distributors.
One effective method of eliminating the problem of the thermal and physical disruption from
gluing the gauge onto the surface during forced convection measurements is to mask the entire
surface with an equivalent thickness of the gauge material. The same approach was used by
Hubble and Diller24 to produce an array of heat flux sensors on a Kapton sheet. Instead of con-
necting the differential thermocouples in series, they were isolated individually as single pairs
that gave 10 heat flux readings on each sheet. With appropriate data processing a 95% time
response of 36 ms was obtained.

Thick-film technology was used by Van Dorth et al.25 to put over 500 thermocouple pairs
on a heat flux sensor that was 15 by 30 mm in size. Platinum and platinum–gold conductors
were printed over and under a thermal resistance layer of glasslike material. This gave good
sensitivity for demonstrated heat fluxes up to 200 kW∕m2 and temperatures up to 500∘C.

A smaller, but similar sensor design has been made with screen printing techniques of
conductive inks.26 A copper–nickel thermocouple pair was used with a dielectric ink for the
thermal resistance layer. The inks were printed onto anodized aluminum sheets for the substrate.
Although the entire package is 350 μm thick, the thermal resistance is low because of the high
thermal conductivity of all of the materials. Sensitivities are sufficient to measure heat fluxes
as low as 0.1 kW∕m2. The thermal time constant is about 1 s, and the upper temperature limit
is approximately 150∘C. The aluminum base provides some limited conformance to a surface.

Printed circuit techniques were previously used by Vatell Corp. to produce a heat flux
gauge by plating two thermocouple materials on either side of a 0.2-mm-thick printed cir-
cuit board. The thermocouples were connected in series by holes drilled and plated through
the board, forming many thermocouple pairs to give good sensitivity. The time constant for
transient response was approximately 1 s.

An array of heat flux sensors was made with thermal vapor deposition by Ewing et al.27

Thermocouple pairs were formed on both sides of a 50-μm-thick sheet of Kapton individually
wired to give a separate heat flux and temperature output for each pair. There are a number
of fabrication tricks to make a reliable sensor, including fluxless soldering of lead wires, vac-
uum depositing through holes in the sheet, and sealing the entire sensor to prevent oxidation
with time.

A robust high-temperature heat flux gauge (HTHFS) was designed and fabricated by Gif-
ford et al.28 by welding Chromel and Alumel strips as illustrated in Fig. 5. The thermal resis-
tance between the top and bottom thermocouples is formed by the elements themselves. The
ceramic (ZTA) strips are included to provide electrical insulation between elements. An addi-
tional thermocouple wire welded to the top of the gauge provides the surface temperature, which
is useful for interpreting the heat flux signal. Long time operation and cycling to 1000∘C was



3 Gauges Based on Spatial Temperature Difference 293

ZTAChromel Alumel

(a) (b)

Figure 5 HTHFS, schematic of the measuring element on the left, complete sensor on the right.

demonstrated. The time constant was less than 1 s. The measurement chip can also be mounted
in an insert-type housing that can be air or water cooled for gauge temperature control.

Hubble and Diller29 developed a simple data processing method to extend the operation
of the HTHFS so that it could be used on any substrate material. All of the sensors in this
section are designed for the heat to go through the sensor into the material on which they are
mounted as described in Section 2. The calorimeters described in Section 4 actually absorb the
heat into the sensor itself, using the rate of temperature rise as the measure of heat transfer. The
HTHFS can operate in both modes simultaneously—as a differential sensor and a calorimeter.
Combining the heat transfer at the surface gives what is termed the “hybrid heat flux”:

q′′ = q′′differential + 1∕2q′′calorimete r (11)

This gives the correct heat flux whether the gauge is mounted on a good heat sink
(high-conductivity material) or a good insulator (low-conductivity material). It also increases
the time response of the gauge by about an order of magnitude. The differential heat flux is
proportional to the usual temperature difference measured across the gauge and the calorimeter
heat flux is proportional to the time rate of temperature change of the gauge.

A thin-film version of a high-temperature heat flux gauge has been developed by Meso-
Scribe Technologies, Inc. that can be deposited directly onto test surfaces using a direct write
thermal spray process.30 Eighty thermocouple pairs (type K or N) are scribed around a layer of
dielectric serving as the thermal resistance for the heat flux signal and a separate thermocouple
gives the surface temperature. A layer of yttria-stabilized zirconia is first deposited on a metal
surface to provide electrical isolation. It can also be deposited over the gauge to encapsulate
it for better durability. All of the layers are on the order of 0.1 mm thick, which gives a good
output signal.

An anisotropic thermoelement has been used by Mityakov et al.31 to produce a heat flux
gauge with ten to one hundred times the voltage output of the usual thermopile gauges. This is
attributed to the transverse Seebeck effect which is experienced in single crystal bismuth strips.
The strips are wired in series and mounted on a mica base. The output voltage is generated at
the surface of the material, which can be as thin as 0.1 mm.

Surface-Mounted Wire-Wound Gauges
The wire-wound gauge is similar to the thermopile layered gauges except for the method of pro-
ducing the thermocouple junctions around the thermal resistance layer. A fine wire of one of
the thermocouple materials, for example, constantan, is wrapped around the thermal resistance
layer N number of turns. One-half of the wire is then electroplated with the other thermocouple
material, for example, copper. The result is a set of thermocouple junctions where the elec-
troplating stops on the top and bottom of the thermal resistance layer. It is different from the
thermopile gauges of Section 3.1.2, however, because one of the wires is continuous all around
the sensor. This forms a thermopile with the wire on one side and the wire and plating in series



294 Heat Flux Measurement

on the other side. There are N pairs of thermocouple junctions corresponding to the N wind-
ings. The theoretical output is therefore less than a true thermopile gauge and is a function
of the plating thickness in addition to the overall geometry and thermoelectric output of the
materials.

A major use of these gauges is low heat flux measurements on the surface of equipment to
measure heat losses and insulation effectiveness. A summary of the theory is given by Hauser32

and a review of the applications by van der Graaf.33 Thicknesses of the thermal resistance layer
vary from 0.5 to 3.0 mm, with time constants from 1 to 30 s. Some of the sensors are flexi-
ble for wrapping around pipes and curved surfaces. Applications include building structures,
insulation, geothermal, and medicine, with heat fluxes generally less than 1 kW∕m2. Concept
Engineering offers this type of gauge commercially.

3.2 Insert Heat Flux Gauges

These heat flux gauges are mounted through a hole in the material flush with the surface. The
heat sink is provided either by the material in which it is mounted or by water cooling through
channels in the gauge. A new ASTM standard is devoted to these heat flux gauges.34

Insert Gauges Using Thin-Film Thermocouple Sensors
A differential thermopile as illustrated in Fig. 4 can be deposited directly onto a substrate to
give design and manufacturing flexibility. Such a thin-film device has been described in detail
by Diller and Onishi35 and was first produced by Hager et al.36,37 using sputtering techniques.
Microfabrication methods are used to deposit hundreds of thermocouple pairs around a silicon
monoxide layer to create the differential thermopile. Either photolithography or stencil masks
can be used to define the patterns. The resulting physical and thermal disruption of the surface
due to the presence of the sensor is extremely small.

While the original version of this heat flux microsensor (HFM) placed the temperature
sensors almost directly over top of each other across a single thermal resistance layer as illus-
trated in Fig. 4, it is not a requirement. The bottom temperature sensors simply need to be at a
uniform temperature, and the top temperature sensors need to be at a temperature dictated by
the heat flux perpendicular to the surface. This can be accomplished on a high conductivity sub-
strate (aluminum nitride) by separate thermal resistance pads (1 μm layer of silicon monoxide)
underneath the top thermocouples. The pattern is illustrated in Fig. 6.38 The bottom temperature

Figure 6 Heat flux microsensor pattern.38
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sensors can then be placed directly on the substrate with or without thermal resistance pads on
top. Leads are taken down the side and attached to wires on the side or behind the sensor sub-
strate, which is then press fit into a high conductivity metal housing typically with an outside
diameter of about 6 mm. A thin-film RTD or thermocouple is also deposited on the surface for
independent temperature measurement of the sensor surface. The applicable range for heat flux
measurement is from 1 kW∕m2 to over 10 MW∕m2. Because the sensor is so thin, the thermal
response time is less than 10 μs,38 giving a good frequency response well above 10 kHz.

Note that the opposite arrangement does not work. If all of the temperature sensors are
placed on the substrate with thermal pads over one-half of them, the resulting signal cannot
be easily related to the surface heat flux. Instead it measures a pattern of lateral temperature
gradients in the substrate with very different time constants.

Insert Wire-Wound Gauges
The Schmidt–Boelter version of the wire-wound gauge is described by Kidd and Nelson39 with
details of the theoretical output compared with actual gauge sensitivities. The gauge geome-
try is illustrated in Fig. 7. It is meant as a gauge to be inserted through a hole in the material,
mounted flush with the surface for measuring moderate to high heat fluxes (10–1000 kW∕m2).
Consequently, the thermal resistance layer (wafer) is usually made of a high thermal conduc-
tivity material, for example, anodized aluminum (∼ 0.5 mm thick). The nonconductive coating
is necessary to provide electrical insulation with the bare wire of the thermopile. The entire
wafer is placed in contact with a heat sink and surrounded by potting material to give a smooth
surface to the top of the gauge. The wire is usually constantan with copper plating on one side
of the wires top and bottom. This forms a type of differential thermopile, but the segmented
plating on the wire gives an output less than for a true thermopile.

Schmidt–Boelter gauges are manufactured by Medtherm Corp. in a range of sizes down to
1.5 mm diameter. One advantage of the Schmidt–Boelter gauge is that it can be contoured to a
curved surface. One of the drawbacks is that one-dimensional heat transfer is not really main-
tained. Two-dimensional effects can be significant and the potting material affects the gauge
sensitivity. The transient response is typically 25–50 ms but is usually not first order. Tech-
niques for improving and correcting the time response are presented by Kidd and Adams40 for
making time-resolved measurements. A Schmidt–Boelter design having a first-order response
has been patented.41

An alternative design was produced by Long et al.42 by winding constantan wire onto
an annular disk of Macor. Copper plating of the outer radius of the wire produced a circular
thermopile for use in turbomachinery research. Epoxy resin was used to cover the wires and
appeared to substantially increase the thermal resistance of the gauge.

Copper plating

Constantan
wire

Aluminum wafer

Top view Side view

q"

Figure 7 Schematic of an insert wire-wound heat flux gauge.
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Figure 8 Schematic of a circular foil gauge.

Circular Foil Gauge (Gardon)
The circular foil gauge was originated by Robert Gardon43 and consequently is often called
a Gardon gauge. A sketch of the circular foil gauge is shown in Fig. 8. Constantan is usually
used for the disk material and is attached to a hollow copper body. A copper wire is attached to
the center of the foil to create a differential thermocouple between the center and edge of the
disk. Unlike the previous gauges discussed, however, the heat transfer in the gauge is not in the
direction that it enters the surface. The thermal energy is collected by the disk and transported
laterally to the heat sink connected to the edge of the disk. The recorded temperature differ-
ence is, therefore, a function of the total heat transfer to the disk but also is a function of the
distribution of heat flux over the disk surface. Analytical models of circular foil gauges have
been presented in the literature including these nonlinear effects.1,44–46

The usual application for Gardon gauges is radiation to a water-cooled gauge. Because
there is negligible radiation from the gauge, the heat flux is uniform and the temperature dis-
tribution across the foil is parabolic

T − Tw =
q′′

4k𝛿
(R2 − r2) (12)

where R is the foil outer radius, r is the radial coordinate, and Tw is the temperature of the wall,
which is assumed equal to the temperature at the outer edge of the foil. When convection is
present, however, the convective heat transfer is proportional to the difference in temperature
between the fluid and the gauge. Because of the temperature distribution radially across the
gauge, the heat flux is no longer uniform. For the same total heat transfer, therefore, the gauge
will give less output than for radiation. If the convection heat transfer coefficient is uniform
over the gauge, the analytical correction of the heat flux for convection is approximately47

q′′corrected

q′′uncorrected

= 1
1 − (3∕4) (Sq h∕ST )

(13)

where Sq is the sensitivity of the gauge as calibrated by radiation, h is the convection heat
transfer coefficient, and ST is the thermoelectric constant for the thermocouple pair. The cor-
rection is proportional to the gauge sensitivity and the heat transfer coefficient. Consequently,
the sensitivity of the gauge should be kept low to limit the size of the correction and associated
uncertainties. A general rule for specifying copper constantan gauges is

q′′convection

q′′fullscale

≤
Tfluid − Tw

3200∘C
(14)
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where the full-scale heat flux is that corresponding to an output of 10 mV. The measurement
error becomes even larger if the heat transfer coefficient is nonuniform over the gauge surface,
as can occur in strong shear flows. In addition, the surface temperature disruption caused by
the presence of a circular foil gauge affects the local thermal boundary layer and changes the
local heat transfer coefficient, as discussed in Section 2.3.

These corrections are all based on the assumption that the gauge makes perfect contact
with the wall. Because the gauge is normally slip fit into place, there may be an additional tem-
perature drop between the heat sink of the gauge and the wall. This would cause an additional
drop in gauge output and would require an additional correction of the results.

Most Gardon gauges are made with a water cooling jacket as part of the sensor to keep
it from overheating when in high heat flux environments. Water cooling should never be used
when convection is being measured. The problem is that this causes a local “cold spot” and
results in an erroneously high heat flux measurement, the opposite of the foil temperature dis-
ruption effect just discussed.

Circular foil gauges are manufactured and sold by Medtherm Corp. and Vatell Corp. Most
are used for radiation measurements and are water cooled. The ASTM standard48 for these
gauges provides a good summary of the best practice for their use.

3.3 Radiometers

With the proper surface coating any heat flux gauge can be used to measure radiation, although
specialized radiometers have been developed to increase the accuracy of radiation heat flux
measurements.49 One example is the Kendall radiometer,50 which is a blackbody cavity with
thermopile and an installed electric heater. This allows the electric power measurement to serve
as the standard to provide a self-calibrated device for total irradiance. Several models are avail-
able from Medtherm Corp.

To eliminate the effects of convection, a transparent window or lens is often placed over
the end of the gauge to transmit only the desired radiation transfer. The reduced angular view
of the gauge with a window must be included in the calibration, along with the transmissivity
of the window. Without a window the effects of natural convection are particularly a problem
at low heat flux levels (less than 15 kW∕m2).13 An additional problem in dirty environments
is deposits on the window that reduce the transmissivity. One solution is to blow air past the
window. Another possibility is the transpiration radiometer, which blows air through a porous
plug that composes the exposed surface of the gauge. This not only blows off the fluid boundary
layer with any contaminants but the air is heated as it passes through the plug. The measured
radiation is then related to the temperature change of the air as it passes through the plug.51,52

Brajuskovic et al.53 have developed a slightly different version to operate in boilers. Instead
of going through the plug, the air is directed through slots around a solid plug. The airflow keeps
particles from reaching the heat flux element and it takes away the thermal energy. The path of
the heat transfer is radial through the plug, however, as in a circular foil gauge. The heat flux
is proportional to the temperature difference between the center and edge of the plug.

4 GAUGES BASED ON TEMPERATURE CHANGEWITH TIME

With the correct thermal model a single temperature measurement of a material can be used to
infer the heat flux based on the time–temperature history. This involves solving the conduction
heat transfer problem in the gauge and the wall material. Because the solution starts with the
measured temperature as a function of time and calculates backward to find the needed heat flux
boundary condition, it is in the form of an inverse heat transfer problem. The type of solution
needed differs according to the gauge used and the corresponding assumptions.
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4.1 Thin-film Methods

The operating principle of the thin-film gauges is to measure the surface temperature of a
semi-infinite material (substrate) in response to the applied surface heat flux. The requisite
transient conduction solutions for the one-dimensional semi-infinite model are given numer-
ous references and explained in detail for this application by Schultz and Jones.54 The starting
point is the solution of the one-dimensional heat diffusion equation for a step change in surface
temperature from a uniform initial temperature:

q′′ =
√
k æ C
√

ß t
(Tw − T0) (15)

The material properties of the substrate enter as the square root of the product of k𝜌C (thermal
conductivity, density, specific heat). A number of data reduction schemes have been developed
based on variations of this solution to determine the heat flux from the surface temperature his-
tory, represented by measured temperatures at specified times. One common method is given by

q′′(tn) =
2
√
kæC

√
ß

n∑

i=1

Ti − Ti−1√
tn − ti +

√
tn − ti−1

(16)

The summation for the heat flux at each given time is based on the current and all previous tem-
peratures. One limitation of this equation is that constant thermal properties have been assumed
for the substrate. A more serious problem, however, is the inherent instability of using a tem-
perature record to infer the heat flux. This is akin to taking the derivative of the temperature
signal, which greatly amplifies any noise present in the signal and is particularly important
when making detailed measurements of time-resolved heat flux. To increase sensitivity and
solution stability, a variety of inverse heat conduction techniques have been developed.55,56

The advancement of thin-film deposition techniques has made the fabrication of large
numbers of resistance elements for temperature measurement on the surface of models much
simpler. All that is required is the application of a thin temperature measuring layer (usually
an RTD) on the model with appropriate lead connections. The most popular methods have
been to apply a thin layer of platinum paint or to directly sputter onto an electrically insu-
lated substrate. With a typical thickness of 0.1 μm the response of the RTDs is of the order of
0.01 μs. This causes negligible effect on the heat flux measurements for times greater than a
few microseconds. Therefore, results that are properly processed are essentially instantaneous
even for high-speed flows. There is a limit on the length of the useful test data, however, due
to the semi-infinite substrate assumption used in the modeling. The upper time limit for a 1%
error in the heat flux at the surface is

t = 0.3
𝛿2

𝛼
(17)

For a typical insulating substrate (Macor) of 𝛿 = 1 mm thickness the corresponding maximum
time is nearly 400 ms. This makes the technique useful for many types of short-duration flows,
such as shock tubes or high-speed blowdown facilities.

To measure the resistance of the RTD to determine the transient temperature history, a
small current is used to drive a bridge circuit. The constant current source must be large enough
to provide a measurable output voltage, but small enough to keep the self-heating effects negli-
gible. This optimization is made easier if the sensor resistance is a high value. For a resistance
of at least 100 Ω, a current of 1–2 mA provides good results. One of the advantages of vacuum-
deposited resistance films is that the value of resistance is easier to control during fabrication.

Calibration of the sensors for heat flux measurements requires two steps. First, the resis-
tance versus temperature relationship must be determined for each sensor. This can simply be
done be putting the model in an oven and monitoring the resistance of each gauge over a set
temperature range. The second part of the calibration is to determine the thermal properties
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of the substrate. The most popular method is to measure the response of the sensor to a pulse
of energy provided by an electrical discharge through the resistance film or a pulsed radia-
tion source to the surface. It is important to measure the value of k𝜌C for each model because
properties can vary significantly for many of the substrate materials between batches.

A group at Oxford has developed a technique to apply the thin-film gauges to metal sub-
strates using a vitreous enamel coating to provide electrical insulation.57 Although this gives
much greater flexibility for experimental application of the method, it also complicates the data
analysis. One method is to use an analog circuit plus digital processing of the signals, including
filters and a frequency boosting circuit.58 The calibration is also more complicated because of
the multiple layers making up the substrate. A further refinement has been to place multiple
RTDs on a single polyimide sheet that is then glued to the metal surface.59

Another group has developed round Pyrex inserts that are placed in metal surfaces for
measuring time-resolved heat flux in short duration turbine research test facilities. The data
reduction includes both analog circuits and digital data processing, including Fourier trans-
forms to optimize the frequency response and accuracy of the time-resolved results.60 Concern
over the thermal disruption caused by the Pyrex inserts was investigated and reported to be
insignificant for the short 20- to 25-ms test times of the experiments.61 Moffat et al.12 have
investigated the more general case of longer times when the temperature rise of the insert
becomes substantially more than the surrounding metal material.

4.2 Transient Optical Methods

A number of optical methods have been developed to measure the transient surface temperature
for determination of heat flux. These include liquid crystals, infrared radiation measurement,
temperature-sensitive paints, and thermographic phosphors. The advantage is that cameras
can be used to give full coverage of the surface, although the results are usually limited to
steady-state convection. The usual method involves a flow facility where either the model is
injected into the flow at a different temperature or the flow is suddenly initiated with the model
at a different initial temperature.

Infrared cameras offer the most potential measurement capability. Once the surface emis-
sivity is calibrated, the data processing is relatively easy.62 High-speed versions are currently
available that allow time-dependent measurements of heat flux from the transient temperature
signals.63 Proper surface coatings should be used. Viewing angles are important along with
reflections from other surfaces.

Thermographic phosphors emit radiation in the visible spectrum when illuminated with
ultraviolet light, which can be related to temperature at specific wavelengths.64 Their main
advantage is that they offer the possibility to operate in elevated temperature environments.65

A charge-coupled device (CCD) camera is required to record the optical images and the data
processing and calibration are challenging.66

The temperature-sensitive paint method uses an europium complex as the luminophore
with a mercury–xenon arc lamp for illumination.67 A CCD camera is used to collect the images
as a function of time. Because the paint layer has a low thermal conductivity, a two-layer model
to relate the measured surface temperature to the heat flux is usually required.

Liquid crystals are chiral-nematic molecules that reversibly change color as a function
of temperature. They are limited to a temperature range of about 25–40∘C and are available
commercially from Hallcrest in a convenient mciroencapsulated form. A hue capturing tech-
nique is used with a temperature calibration to reduce the data to temperatures as a function of
time.68 The liquid crystal method is used almost exclusively with convection testing in air to
obtain the distribution of heat transfer coefficients as defined in Eq. (3).69,70 Multiple steps in
the air temperature can even be used to obtain additional information, such as adiabatic wall
temperatures.71
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Figure 9 Schematic of a coaxial thermocouple.

4.3 Coaxial Thermocouple

Coaxial thermocouples are rugged sensors designed to be inserted through a material to measure
the surface temperature of the model wall as a function of time, the same as thin-film gauges.
Consequently, the same equations can be used to determine the corresponding heat flux. The
physical concept is simple,72 as illustrated in Fig. 9. One thermocouple material forms the center
wire, which is surrounded by an electrical insulator. The second thermocouple material forms
a sheath around these two layers. The final assembly is often then drawn down to a smaller
diameter. A second insulating material is sometimes placed around the assembly to isolate the
thermocouple electrically from a metal substrate, which can affect the reading. The completed
unit is press fit into the model. The actual thermocouple junction is formed at the very end by
plating a thin layer of one of the materials, vacuum deposition, or by simply lightly sanding to
mix the two materials together and bridge the thin insulating layer. Because the thickness of
the top junction layer can be on the order of 10 μm, the initial response time can be much less
than 1 ms. Smith et al.73 include a second thermocouple with the use of a parameter estimation
method to reduce the temperature data to heat flux.

The most important parameter in specifying the coaxial thermocouple gauges is to match
the material thermal properties with those of the wall. As seen from Eq. (16), the property of
importance is the product k𝜌C, which for the coaxial thermocouple is taken as the average of
all the layers. Usually this can be matched quite well by judicious choice of the thermocouple
pair and the thickness ratios.

4.4 Null-point Calorimeter

In very high heat flux environments gauges that measure surface temperature cannot physically
survive for long. One solution is to make the gauge body from high conductivity copper and
move the thermocouple back away from the surface, as illustrated in Fig. 10. The goal of the
design is to produce the same temperature history at the null point (thermocouple location) as
would occur on the surface of a semi-infinite slab of the model if the gauge were not present.
Consequently, the gauge is called a null-point calorimeter. The proper placement of the ther-
mocouple relative to the surface and the size and depth of the hole in the gauge behind it are
based on analytical modeling. An ASTM standard74 gives the design details and guidelines on
its proper use. The typical value for the useful measurement time for a copper body is between 1
and 300 ms. The usual thermocouple pair is chromel/alumel. Its attachment to the gauge is one
of the major fabrication difficulties. To accomplish a test within the recommended test time, the
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Figure 10 Null-point calorimeter schematic.

model is often swept through the flow. This also minimizes the time that the model and gauges
are exposed in high heat flux environments and extends their useful life. Because the null-point
temperature on the back of the gauge is designed to match the undisturbed wall temperature,
the front side of the gauge is necessarily hotter. Although this creates a “hot spot” effect, these
gauges are often used at the stagnation point of models where the effect is small.75

4.5 Slug Calorimeter

A calorimeter is a device used for measuring the quantity of absorbed thermal energy as a func-
tion of time. In all of the other sensors in this section the temperature distribution as a function
of time is used for a specific solid shape and size. A slug calorimeter uses one temperature
measurement on the back surface to represent the entire mass of the slug, which is assumed to
be at a uniform temperature. This corresponds to a negligible internal thermal resistance, which
implies a large thermal conductivity for the material. If a control volume is taken around the
slug, application of energy conservation yields

q = m C
dT
dt

+ qlosses (18)

where q is the heat transfer at the gauge surface and mC is the thermal mass of the slug. The
losses are minimized by insulating all of the surfaces other that the front surface. If the losses
can be neglected and the heat flux is constant with time, the gauge temperature increases linearly
with time:

T = T0 +
q′′A

mC
t (19)

The result is a straight line on a temperature versus time plot, with the slope of the line giving the
desired heat flux. The ASTM standard76 also recommends calculating the slope for the cooling
process after the heat source is removed as an indication of the losses during heating. To neglect
losses, the rate of cooling should be less than 5% of the rate of heating. A method for accounting
for losses, however, has been demonstrated,77 which allows for accurate measurements when
larger losses are present.

There are several inherent problems in using slug calorimeters. Because the thermocouple
is mounted on the back of the slug, the temperature measurement is not the average temperature
of the slug. The material of the gauge should be the same as the wall to minimize nonuniform
temperature effects. The heat losses are usually hard to control in models with high heat flux
conditions. Although slug calorimeters are rarely used currently, they can provide an important
standard in the calibration process.
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4.6 Differential Flame Thermometer

The differential flame thermometer78 consists of two Inconel plates separated by a layer of
insulation with a thermocouple mounted on each plate. The plates are 120 mm by 120 mm
and the insulation is 19 mm thick. The resulting time constant for the system is about 90 s.
The application is in a radiation-dominated furnace or combustor to measure the heat flux and
steady-state temperature. Inverse heat transfer methods are used to convert the two temperature
records into heat flux. It should be noted that this device is different from a standard heat flux
gauge because it is suspended in the furnace or environment and does not have a heat sink.

5 GAUGES BASED ON ACTIVE HEATING METHODS

Because electric power dissipation can be easily and accurately measured, it is attractive to
incorporate electric resistance heating into the measurement of heat transfer. At steady-state
conditions the electric power supplied to the system must equal the heat transfer from the
surface plus the heat losses. One drawback is that the transfer is always from the surface. Con-
sequently, this method is most useful in well-controlled laboratory experiments. Because of
the time constraints and power limitations, it is not used in high heat flux or high-temperature
situations. This eliminates most high-speed flows. In addition, it is difficult to maintain truly
steady-state conditions. Because the thermal capacitance of the surface material is usually large,
very small time rates of temperature change may cause large errors in the measured heat trans-
fer and it may take a long time to achieve steady-state conditions under which the temperature
is no longer changing.

The techniques used can be grouped according to the two boundary conditions that nor-
mally result, constant heat flux and constant wall temperature. In constant heat flux cases the
experiment usually runs until a steady-state temperature distribution is achieved. For constant
wall temperature, manual or active control of the power is required to stabilize the system at
the prescribed constant temperature.

5.1 Constant Heat Flux

Measurements of convective heat transfer coefficients with electrically heated constant heat
flux surfaces have been done for many years. The most common method is to use a heater with
uniform resistance, insulate the back surface, and minimize lateral conduction by the design.
A thin metal sheet is often used as the heater to provide uniformity of resistance (and heat flux)
and to minimize the lateral conduction. Several centimeters of good insulation as the backing
material usually ensures acceptable heat loss from the back surface. Unfortunately, the response
time for this arrangement is typically very long, depending on the surface convection and sub-
strate properties. With a surface heat transfer coefficient of 100 W∕m2 ⋅ K and a good substrate
insulator, the time from a cold start to reach steady-state conditions (within 2%) is typically
over one hour. The time limitation is the result of transient heat transfer into the insulation
backing layer.

Surface temperature measurements are not needed to determine the heat flux, but they are
required to quantify the conditions under which the heat flux occurs. Temperature is particularly
necessary for the determination of the heat transfer coefficient. Although any of the methods
for measuring temperature are possible candidates, only thermocouples, resistance temperature
devices, infrared cameras, and liquid crystals are commonly used. Their use is discussed in that
order.

When thermocouples are used to measure the surface temperature, their attachment and
layout is important because of the potential problems caused by heat transfer through the wires.
Because the wires have a much larger thermal conductivity than the insulation, the measured
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temperature can be significantly lowered. Running the wires parallel to the surface for a distance
and using small-diameter wire can minimize the effect.

If the temperature is measured with an RTD, it may also be used for supplying the electrical
power. A thin-film resistance element sputtered onto quartz was used by Samant et al.79 for
boiling studies of refrigerant 113. Because the surface of the heated film was only 0.25 mm
by 2.0 mm, significant heat was transferred laterally through the quartz substrate, giving the
heater a larger effective surface area by an estimated 12–15%. Normally, the edge effect is
much larger, but the high heat fluxes in boiling kept it to a minimum.

Infrared optical techniques have been used extensively with large heater foils to measure
the temperature distributions on constant heat flux surfaces to infer the convective heat transfer
coefficients.80 Images are taken with an infrared camera, which is calibrated for the surface
emissivity using surface thermocouples.81

Praisner and Smith82 used liquid crystals to record the instantaneous heat transfer dis-
tributions for water flow over a surface. A stainless steel foil was painted black and heated
electrically. The liquid crystals were applied to the underside of the test plate where the tem-
perature distributions were read with a thermal imaging system. The frequency response of the
system for determining the surface heat transfer coefficients was greater than 100 Hz. Heating
can also be supplied by an infrared source to a thin sheet with the liquid crystals applied to the
other side with the appropriate thermal imaging camera.83

5.2 Constant Surface Temperature

The design and operation of constant surface temperature experiments are substantially differ-
ent than those for constant heat flux. Instead of measuring the temperature that results from an
imposed heat flux, the electrical power is measured that is required to maintain a set temper-
ature. This typically requires a control system to maintain the temperature constant spatially
and/or temporally, depending if steady or unsteady measurements are desired. Although elec-
tric resistance heating is almost exclusively used, providing heat transfer from the surface, a
device capable of providing a measured heat transfer in either direction has been constructed
using Peltier devices.84

Many time-averaged measurements of spatial distributions of heat transfer have been made
using segmented plates and heaters. If the plates are made of a thick, high-conductivity mate-
rial, the surface will be nearly isothermal, even if the heat transfer coefficient has large spatial
variations. Some thermal isolation is required between segments, often provided by insulation
strips. Usually the individual heaters are adjusted manually to achieve a uniform temperature,
although a good set of proportional-integral derivative (PID) automatic temperature controllers
can speed the stabilization process by an order of magnitude. On-off type controllers are gen-
erally not adequate to maintain a steady-state condition.

Figure 11 illustrates the typical geometry for segmented plate heaters. The measured heat
flux occurs from the top surface of the plates that have a thickness of d. The bottom side of
the plate is well insulated. The heat loss from the edges usually causes the major errors. The
two modes of heat loss85 are shown as q′1, the loss per unit width through the insulation and by
convection from the insulation surface, and q′2, the loss per unit width by conduction through
the insulation to the adjoining plates. The reason for having the insulation is to thermally iso-
late the plates to allow individual heat transfer measurements from each. The potential error
represented by q′2 arises from conduction between the plates when the temperatures are not
perfectly matched. It was demonstrated that the one-dimensional conduction solution

q′2 = ΔT kd
w

(20)

is almost always sufficient to represent this measurement uncertainty. The thermal conductivity
of the insulation is k, the thickness of the insulation is w, and the temperature offset between
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Figure 11 Segmented-plate constant wall temperature system.

any two plates is represented by ΔT . As expected, the conduction error decreases as the insu-
lation width w increases. Conversely, the correction for the convection loss q′1 increases with
increasingw, and the centerline temperature of the insulation is further depressed below the wall
temperature of the plates. The optimal design is where these competing effects are minimized.

Most experiments are designed with an insulation thickness much larger than needed for
negligible conduction effects. The convection loss through the insulation and temperature dis-
ruption of the surface over the insulation, therefore, are much larger than necessary. In addition,
there is a limit to how small the errors can be made for heater plates of any given size. As the
measurement plate becomes smaller, the area of the edges increases relative to the surface area
of the plate. Consequently, the errors become larger relative to the measured heat transfer as
the plate area decreases, which limits the theoretical resolution of the method. Furthermore, if
guard plates are not used on all edges, the measurement accuracy is even more limited. Only if
the measurement plate is large and the heat transfer coefficient high is the relative convection
loss through the insulation on the sides small.

One of the most detailed descriptions of the use of the segmented constant temperature
plate method is the review of the turbulent boundary layer experiments at Stanford by Moffat
and Kays.86 The method was used in a well-regulated wind tunnel and continually refined for
over 25 years. To achieve the quoted accuracy of ±2% required meticulous detail to experimen-
tal procedure and refinement of the data reduction programs. The latter is a lengthy process
to eliminate any small errors and to build up an experience base to include all of the small
corrections needed.

Small gauges for local heat flux measurements have been produced to actively match the
surrounding wall temperatures while measuring power dissipated at the surface. Kraabel et al.87

used a cone-shaped copper plug to minimize the gap at the surface while still minimizing the
thermal interaction with the housing. A differential thermocouple was used to control the power
input to a thermistor heater. The design concept is illustrated in Fig. 12. The experimental
uncertainty for steady-state measurements was given as 2%. It should be noted that this low
uncertainty is only possible with the very small gap at the surface, cone shape for the sensor and
differential thermocouple for the control. Such experiments, however, are very time consuming
to perform. Baughn et al.88 used a nichrome ribbon in place of the copper plug.

To measure time-resolved heat flux, active control of the power is required. Thin-film
gauges deposited on a low conductivity substrate are used to minimize the system time
response. A thin-film resistance element can serve as both the heater and temperature
measurement device. There are three important issues that must be addressed for accurate
time-resolved heat flux measurements. The first is that the thin-film gauge temperature must
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match the temperature of the surrounding surface. Temperature controllers usually have a
small temperature drop. To match the temperature increases the instability of the system,
which requires careful tuning of the system. The third problem is the consequent attenuation
of the frequency response because of the thermal capacitance of the substrate material, even
if it is a good thermal insulator. Higher frequencies may still be seen in the signal, but the
amplitude is much smaller than the actual value. A good test of the system is to use a chopped
heat input over a range of frequencies from high to a simple on–off. The measured magnitude
should be the same independent of the frequency.

To overcome these problems and experimentally observe the temperature of the heater
film, Campbell et al.89 embedded a thermocouple made with 76-μm wire at the surface of the
substrate underneath the sensor film. The low-conductivity sensor was mounted flush with the
surrounding aluminum surface. The heated thin film was actively powered with a modified
hot-wire bridge. To match the sensor and surrounding surface temperatures, a second matched
thermocouple was embedded in the surrounding surface to form a differential thermocouple. A
slow response differential controller was used to match the temperatures by driving the differ-
ential to zero. Consequently, the hot-wire bridge controlled the power to the sensor during fast
surface heat flux transients, and the second controller matched temperatures over long times by
adjusting the power to the surrounding material. This system was capable of maintaining the
temperature match within ±0.1∘C. The compensation tuning of the bridge had to be adjusted
very close to the instability point for proper response and no measurable temperature change
of the surface. The resulting heat flux uncertainty was estimated to be ±5%.

Dinu et al.90 performed a numerical solution of the transient response of their actively
heated thin film. There are three components to these probes: the heated thin film, the substrate
on which it is deposited, and a protective coating layer overtop. The sensor was assumed to
be mounted into an isothermal plate, which defined all of the boundary conditions except the
surface. The results of their model clearly indicated the importance of precise control over the
sensor temperature. With only a 0.5∘C higher temperature the heat flux was 20% higher. Even
larger errors were seen in the amplitude of a sinusoidal heat flux.

Lee et al.91 created an array of actively heated gauges consisting of 96 individual thin-film
elements, each 270 μm by 270 μm. The entire assembly is only 2.7 mm on a side. It was used
for measuring time-dependent boiling events. Because of the very high heat flux associated
with boiling, the losses are relatively small and the controller stability is not as crucial as the
gauges used in air convection.
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6 CALIBRATION AND ERRORS

There are two basic approaches to calibration of heat flux sensors. The first is to use a system
that provides a comparison with a primary standard. The second uses another heat flux sensor
as a secondary standard for the comparison If the gauge temperature will be outside the normal
room temperature range, the sensitivity should be measured over the range of gauge tempera-
tures for the intended use because it may be temperature dependent. In addition, the mode of
heat transfer can be important to the heat flux sensor response. Therefore, identification and
separation of convection from radiation is an issue to address. Errors can be separated into the
measurement uncertainty and the bias error of the calibration.

6.1 Heat Flux Gauge Calibration

There are three methods for absolute radiation calibration of heat flux sensors as illustrated in
the facilities at National Institute of Standards and Technology (NIST).92 They are all designed
for water-cooled sensors that are kept at room temperature for the calibration. One uses an
electrical substitution radiometer as the primary standard93 in a narrow-angle facility. The sec-
ond is a spherical cavity that uses the temperature of the wall as the standard along with the
Stefan–Boltzmann law for the blackbody radiation to the sensor.94

q′′inc = 𝜎T4 (21)

The heat flux sensor should be located at the bottom of the sphere or the sphere should be in
a vacuum to minimize the effects of convection. The third method is insertion into a graphite
tube blackbody cavity with a pyrometer on the opposite side of the center partition for the
primary standard. This method has been tested both experimentally and analytically.95–97 It
also has some convection effects and is dependent on the sensor placement in the cavity and
time response of the temperature controller of the blackbody during its insertion.

The narrow-angle facility has minimal convection effects because the sensor is located
outside of the blackbody high-temperature source. However, because of the narrow-angle radi-
ation beam that heats the sensor, the maximum heat flux is relatively low (50 kW∕m2) and
it has shorter wavelength (higher required source temperature) than the other methods. In
addition, most coatings have some angular dependence of the absorptivity.98 The result is a
small, but consistent, difference in calibration results between the narrow-angle and wide-angle
facilities.96

For all three cases the resulting calibration for the gauge sensitivity Srad is based on the
incident radiation to the gauge surface, q′′inc:

Srad = E
q′′inc

(22)

The emissivity of the surface 𝜀 is required to calculate the absorbed radiation:

q′′abs = 𝜀q′′inc (23)

The gauge surface is assumed to be gray with the absorpivity equal to the emissivity, 𝜀, and
both values constant with angle and wavelength for the conditions of use. The gauges are kept
at room temperature, using water cooling if necessary. This minimizes any emission from the
gauge surface, which is neglected.

Once the secondary standard gauge has been calibrated, it is used to calibrate other gauges
by comparison under the same incident heat flux. One method is with simultaneous measure-
ments on either side of an electrically heated flat plate. The other common method is using
sequential substitution under a quartz lamp or bank of lamps. In all cases the size and range of
the two gauges should be matched to minimize the differences in the radiation experienced.
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If the gauges are to be used at elevated temperatures, the calibrations are more difficult.
First, the gauge will experience substantial convection. Second, the emitted energy from the
gauge will become important. These require corrections and raise the uncertainty of the calibra-
tion. Pullins and Diller98 have minimized these problems by designing an enclosure that mounts
the gauge to be calibrated on the hot surface and the secondary standard in a water-cooled cold
plate. Convection is minimized by putting the cold plate horizontal and beneath the hot plate.
Because the enclosure is insulated, essentially all of the energy from the hot plate necessarily
goes to the cold plate, as measured by the secondary standard. Corrections are needed only for
the small nonuniformities of temperature of the hot and cold surfaces.

Convection calibrations are more difficult but have been done to heat flux levels of about
5 kW∕m2 using electrical power measurement as the standard.47,100 The gauge sensitivity is
based on the convective heat flux, q′′conv, provided by a wind tunnel100 or a large stagnating
air jet47

Sconv = E
q′′conv

(24)

The standard is the electrical power input into a constant temperature plate with guard heaters
on all sides and operating at steady-state conditions, as discussed in Section 5.2. The resulting
sensitivity corresponds to the absorbed radiation. Consequently, the usual incident radiation
calibration must be adjusted to correspond to the convection sensitivity by the emmissivity of
the original surface coating.

Sconv =
Sinc

𝜀
(25)

Conduction calibrations are time consuming for the thin flat gauges because of the time
required to reach steady-state conditions. Guarded hot plate calibration systems are com-
mercially available and can be traced to standards at NIST. An ASTM standard covers the
calibration method.101

Scond = E
q′′cond

(26)

6.2 Error Estimates

Heat flux gauge calibrations usually are repeatable to within 2–3%. The bias error introduced
into the measurement uncertainty will be larger depending on how close the measurement con-
ditions are to the calibration conditions. The precision uncertainty is usually dominated by the
voltage measurement uncertainty. This can be minimized by properly specifying the heat flux
range of the gauge and using quality amplifiers and/or data acquisition units. For radiation
the coating properties may contribute a substantial uncertainty. Taken together the combined
uncertainty for heat flux gauge measurements that are performed carefully is often between 5
and 10%.
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1 SCOPE AND INTENT

This chapter has been prepared for the use of engineers with access to an electronic calculator
and to standard engineering reference books but not necessarily to a computer terminal. The
intent is to provide information needed for the solution of furnace engineering problems in areas
of design, performance analysis, construction and operating cost estimates, and improvement
programs.

In selecting charts and formulas for problem solutions, some allowance has been made for
probable error, where errors in calculations will be minor compared with errors in the assump-
tions onwhich calculations are based. Conscientious engineers are inclined to carry calculations
to a far greater degree of accuracy than can be justified by probable errors in data assumed.
Approximations have accordingly been allowed to save time and effort without adding to prob-
able margins for error. The symbols and abbreviations used in this chapter are given in Table 1.

2 STANDARD CONDITIONS

Assuming that the user will be using English rather than metric units, calculations have been
based on pounds, feet, Btus, and degrees Fahrenheit, with conversion to metric units provided
in the following text (see Table 2).

Assumed standard conditions include ambient temperature for initial temperature of loads
for heat losses from furnace walls or open cooling of furnace loads—70∘F. Condition of air
entering system for combustion or convection cooling: temperature, 70∘F; absolute pressure,
14.7 psia; relative humidity, 60% at 70∘F, for a water vapor content of about 1.4% by volume.

2.1 Probable Errors

Conscientious furnace engineers are inclined to carry calculations to a far greater degree of
accuracy than can be justified by uncertainties in basic assumptions such as thermal properties
of materials, system temperatures and pressures, radiation view factors, and convection coef-
ficients. Calculation procedures recommended in this chapter will, accordingly, include some
approximations, identified in the text, that will result in probable errors much smaller than those
introduced by basic assumptions, where such approximations will expedite problem solutions.

3 FURNACE TYPES

Furnaces may be grouped into two general types:

1. As a source of energy to be used elsewhere, as in firing steam boilers to supply process
steam, or steam for electric power generation, or for space heating of buildings or open
space

2. As a source of energy for industrial processes, other than for electric power

The primary concern of this chapter is the design, operation, and economics of industrial
furnaces, which may be classified in several ways:

By function:

Heating for forming in solid state (rolling, forging)

Melting metals or glass

Heat treatment to improve physical properties



3 Furnace Types 315

Table 1 Symbols and Abbreviations

A area in ft2

a absorptivity for radiation, as fraction of blackbody factor for receiver temperature:
ag combustion gases
aw furnace walls
as load surface
am combined emissivity–absorptivity factor for source and receiver

C specific heat in Btu∕lb⋅∘F or cal∕g⋅∘C
cfm cubic feet per minute
D diameter in ft or thermal diffusivity (k/dC)
d density in lb∕ft3
e emissivity for radiation as fraction of blackbody factor for source temperature, with

subscripts as for a above
F factor in equations as defined in text
fpm velocity in ft/min
G mass velocity in lb∕ft2 ⋅ h
g acceleration by gravity (32.16 ft∕s2)
H heat-transfer coefficient (Btu∕h ⋅ ft2⋅∘F)

Hr for radiation
Hc for convection
Ht for combined Hr +Hc

HHV higher heating value of fuel
h pressure head in units as defined
k thermal conductivity (Btu∕h ⋅ ft⋅∘F)
L length in ft, as in effective beam length for radiation, decimal rather than feet and inches
LHV lower heating value of fuel
ln logarithm to base e
MTD log mean temperature difference
N a constant as defined in text
psi pressure in lb∕in2.

psig, pressure above atmospheric
psia, absolute pressure

Pr Prandtl number (𝜇C∕k)
Q heat flux in Btu/h
R thermal resistance (r/k) or ratio of external to internal thermal resistance (k/rH)
Re Reynolds number (DG∕𝜇)
r radius or depth of heat penetration in ft
T temperature in

∘
F, except for radiation calculations where

∘
S = (∘F + 460)∕100

Tg, combustion gas temperature
Tw, furnace wall temperature
Ts, heated load surface
Tc, core or unheated surface of load

t time in h
𝜇 viscosity in lb∕h ⋅ ft
WC inches of water column as a measure of pressure
V volume in ft3

𝜐 velocity in ft/s
W weight in Ib
X time factor for nonsteady heat transfer (tD∕r2)
x horizontal coordinate
y vertical coordinate
z coordinate perpendicular to plane xy
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Table 2 Conversion of Metric to English Units

Length 1 m = 3.281 ft
1 cm = 0.394 in.

Area 1 m2 = 10.765 ft2

Volume 1m3 = 35.32 ft3

Weight 1 kg = 2.205 lb
Density 1 g∕cm3 = 62.43 lb∕ft2
Pressure 1 g∕cm2 = 2.048 lb∕ft2 = 0.0142 psi
Heat 1 kcal = 3.968 Btu

1 kWh = 3413 Btu
Heat content 1 cal∕g = 1.8 Btu∕lb

1 kcal∕m2 = 0.1123 Btu∕ft3
Heat flux 1 W∕cm2 = 3170 Btu∕h ⋅ ft2

Thermal conductivity 1 cal

s⋅cm⋅∘C = 242 Btu

h⋅ft⋅∘F
Heat transfer 1 cal

s⋅cm2⋅∘C = 7373 Btu

h⋅ft2⋅∘ F
Thermal diffusivity 1 cal∕s⋅cm⋅

∘
C

C⋅g∕cm3
= 3.874 Btu∕h⋅ft⋅∘ F

C⋅lb∕ft3

Preheating for high-temperature coating processes, galvanizing, vitreous enameling, other
coatings

Smelting for reduction of metallic ores

Firing of ceramic materials

Incineration

By method of load handling:

Batch furnaces for cyclic heating, including forge furnaces arranged to heat one end of
a bar or billet inserted through a wall opening, side door, stationary-hearth-type car
bottom designs

Continuous furnaces with loads pushed through or carried by a conveyor

Tilting-type furnace

To avoid the problem of door warpage or leakage in large batch-type furnaces, the furnace
can be a refractory-lined box with an associated firing system, mounted above a stationary
hearth, and arranged to be tilted around one edge of the hearth for loading and unloading by
manual handling, forklift trucks, or overhead crane manipulators.

For handling heavy loads by overhead crane, without door problems, the furnace can be a
portable cover unit with integral firing and temperature control. Consider a cover-type furnace
for annealing steel strip coils in a controlled atmosphere. The load is a stack of coils with a
common vertical axis, surrounded by a protective inner cover and an external heating cover.
To improve heat transfer parallel to coil laminations, they are loaded with open coil separators
between them, with heat transferred from the inner cover to coil ends by a recirculating fan. To
start the cooling cycle, the heating cover is removed by an overhead crane, while atmosphere
circulation by the base fan continues. Cooling may be enhanced by air blast cooling of the inner
cover surface.

For heating heavy loads of other types, such as weldments, castings, or forgings, car bottom
furnaces may be used with some associated door maintenance problems. The furnace hearth is
a movable car to allow load handling by an overhead traveling crane. In one type of furnace,
the door is suspended from a lifting mechanism. To avoid interference with an overhead crane
and to achieve some economy in construction, the door may be mounted on one end of the car
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and opened as the car is withdrawn. This arrangement may impose some handicaps in access
for loading and unloading.

Loads such as steel ingots can be heated in pit-type furnaces, preferably with units of
load separated to allow radiating heating from all sides except the bottom. Such a furnace
would have a cover displaced by a mechanical carriage and would have a compound metal
and refractory recuperator arrangement. Loads are handled by overhead crane equipped with
suitable gripping tongs.

Continuous-Type Furnaces
The simplest type of continuous furnace is the hearth-type pusher furnace. Pieces of rectangular
cross section are loaded side by side on a charge table and pushed through the furnace by an
external mechanism. In the design shown, the furnace is fired from one end, counterflow to load
travel, and is discharged through a side door by an auxiliary pusher lined up by the operator.

Furnace length is limited by thickness of the load and alignment of abutting edges to avoid
buckling up from the hearth. A more complex design would provide multiple zone firing above
and below the hearth, with recuperative air preheating.

Long loads can be conveyed in the direction of their length in a roller-hearth-type furnace.
Loads can be bars, tubes, or plates of limited width, heated by direct firing, by radiant tubes,
or by electric-resistor-controlled atmosphere, and conveyed at uniform speed or at alternating
high and low speeds for quenching in line.

Sequential heat treatment can be accomplished with a series of chain or belt conveyors.
Small parts can be loaded through an atmosphere seal, heated in a controlled atmosphere on a
chain belt conveyor, discharged into an oil quench, and conveyed through a washer and tem-
pering furnace by a series of mesh belts without intermediate handling.

Except for pusher-type furnaces, continuous furnaces can be self-emptying. To secure the
same advantage in heating slabs or billets for rolling and to avoid scale loss during interrupted
operation, loads can be conveyed by a walking-beam mechanism. Such a walking-beam-type
slab heating furnace would have loads supported on water-cooled rails for over- and underfiring
and would have an overhead recuperator.

Thin strip materials, joined in continuous strand form, can be conveyed horizontally or the
strands can be conveyed in a series of vertical passes by driven support rolls. Furnaces of this
type can be incorporated in continuous galvanizing lines.

Unit loads can be individually suspended from an overhead conveyor, through a slot in the
furnace roof, and can be quenched in line by lowering a section of the conveyor.

Small parts or bulk materials can be conveyed by a moving hearth, as in the rotary
hearth-type or tunnel kiln furnace. For roasting or incineration of bulk materials, the shaft-type
furnace provides a simple and efficient system. Loads are charged through the open top of
the shaft and descend by gravity to a discharge feeder at the bottom. Combustion air can be
introduced at the bottom of the furnace and preheated by contact with the descending load
before entering the combustion zone, where fuel is introduced through sidewalls. Combustion
gases are then cooled by contact with the descending load, above the combustion zone, to
preheat the charge and reduce flue gas temperature.

With loads that tend to agglomerate under heat and pressure, as in some ore-roasting opera-
tions, the rotary kilnmay be preferable to the shaft-type furnace. The load is advanced by rolling
inside an inclined cylinder. Rotary kilns are in general use for sintering ceramic materials.

Classification by Source of Heat
The classification of furnaces by source of heat is as follows:

Direct firing with gas or oil fuels

Combustion of material in process, as by incineration with or without supplemental fuel
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Internal heating by electrical resistance or induction in conductors or dielectric heating of
nonconductors

Radiation from electric resistors or radiant tubes in controlled atmospheres or under vac-
uum

4 FURNACE CONSTRUCTION

The modern industrial furnace design has evolved from a rectangular or cylindrical enclosure,
built up of refractory shapes and held together by a structural steel binding. Combustion air was
drawn in through wall openings by furnace draft, and fuel was introduced through the same
openings without control of fuel/air ratios except by the judgment of the furnace operator. Flue
gases were exhausted through an adjacent stack to provide the required furnace draft.

To reduce air infiltration or outward leakage of combustion gases, steel plate casings have
been added. Fuel economy has been improved by burner designs providing some control of
fuel/air ratios, and automatic controls have been added for furnace temperature and furnace
pressure. Completely sealed furnace enclosures may be required for controlled atmosphere
operation or where outward leakage of carbon monoxide could be an operating hazard.

With the steadily increasing costs of heat energy, wall structures are being improved to
reduce heat losses or heat demands for cyclic heating. The selection of furnace designs and
materials should be aimed at a minimum overall cost of construction, maintenance, and fuel or
power over a projected service life. Heat losses in existing furnaces can be reduced by adding
external insulation or rebuilding walls with materials of lower thermal conductivity. To reduce
losses from intermittent operation, the existing wall structure can be lined with a material of
low heat storage and low conductivity to substantially reducemeanwall temperatures for steady
operation and cooling rates after interrupted firing.

Thermal expansion of furnace structures must be considered in design. Furnace walls have
been traditionally built up of prefired refractory shapes with bonded mortar joints. Except for
small furnaces, expansion joints will be required to accommodate thermal expansion. In sprung
arches, lateral expansion can be accommodated by vertical displacement, with longitudinal
expansion taken care of by lateral slots at intervals in the length of the furnace.Where expansion
slots in furnace floors could be filled by scale, slag, or other debris, they can be packed with a
ceramic fiber that will remain resilient after repeated heating.

Differential expansion of hotter and colder wall surfaces can cause an inward-bulging
effect. For stability in self-supporting walls, thickness must not be less than a critical fraction
of height.

Because of these and economic factors, cast or rammed refractories are replacing prefired
shapes for lining many types of large, high-temperature furnaces. Walls can be retained by
spaced refractory shapes anchored to the furnace casing, permitting reduced thickness as com-
pared to brick construction. Furnace roofs can be suspended by hanger tile at closer spacing,
allowing unlimited widths.

Cast or rammed refractories, fired in place, will develop discontinuities during initial
shrinkage that can provide for expansion from subsequent heating to eliminate the need for
expansion joints.

As an alternative to cast or rammed construction, insulating refractory linings can be
gunned in place by jets of compressed air and retained by spaced metal anchors, a construction
increasingly popular for stacks and flues.

Thermal expansion of steel furnace casings and bindings must also be considered. Where
the furnace casing is constructed in sections, with overlapping expansion joints, individual
sections can be separately anchored to building floors or foundations. For gas-tight casings,
as required for controlled atmosphere heating, the steel structure can be anchored at one point
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and left free to expand elsewhere. In a continuous galvanizing line, for example, the atmosphere
furnace and cooling zone can be anchored to the foundation near the casting pot and allowed
to expand toward the charge end.

5 FUELS AND COMBUSTION

Heat is supplied to industrial furnaces by combustion of fuels or by electrical power. Fuels now
used are principally fuel oil and fuel gas. Because possible savings through improved design
and operation are much greater for these fuels than for electric heating or solid fuel firing, they
are given primary consideration in this section.

Heat supply and demand may be expressed in units of British thermal units or kilocalories
or as gallons or barrels of fuel oil, tons of coal, or kilowatt-hours of electric power. For the
large quantities considered for national or world energy loads, a preferred unit is the “quad,”
one quadrillion or 1015Btu. Conversion factors are

1 quad = 1015 Btu

= 172 × 106barrels of fuel oil

= 44.34 × 106tons of coal

= 1012ft3 of natural gas

= 2.93 × 1011kWhelectric power

At 30% generating efficiency, the fuel required to produce 1 quad of electrical energy is
3.33 quads. One quad of fuel is accordingly equivalent to 0.879 × 1011kWh net power.

Fuel demand in the United States during recent years has been about 75 quads per year
from the following sources:

Coal 15 quads
Fuel oil
Domestic 18 quads
Imported 16 quads
Natural gas 23 quads
Other, including nuclear 3 quads

Hydroelectric power contributes about 1 quad net additional. Combustion of waste prod-
ucts has not been included but will be an increasing fraction of the total in the future.

Distribution of fuel demand by use is estimated at:

Power generation 20 quads
Space heating 11 quads
Transportation 16 quads
Industrial, other than power 25 quads
Other 4 quads

Net demand for industrial furnace heating has been about 6%, or 4.56 quads, primarily
from gas and oil fuels.

The rate at which we are consuming our fossil fuel assets may be calculated as (annual
demand)/(estimated reserves). This rate is presently highest for natural gas, because, besides
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being available at the wellhead for immediate use, it can be transported readily by pipeline and
burned with the simplest type of combustion system and without air pollution problems. It has
also been delivered at bargain prices under federal rate controls.

As reserves of natural gas and fuel oil decrease, with a corresponding increase in market
prices, there will be an increasing demand for alternative fuels such as synthetic fuel gas and
fuel oil, waste materials, lignite, and coal.

Synthetic fuel gas and fuel oil are now available from operating pilot plants, but at costs
not yet competitive.

As an industrial fuel, coal is primarily used for electric power generation. In the form of
metallurgical coke, it is the source of heat and the reductant in the blast furnace process for
iron ore reduction and as fuel for cupola furnaces used to melt foundry iron. Powdered coal is
also being used as fuel and reductant in some new processes for solid-state reduction of iron
ore pellets to make synthetic scrap for steel production.

Since the estimated life of coal reserves, particularly in North America, is so much
greater than for other fossil fuels, processes for conversion of coal to fuel gas and fuel oil
have been developed almost to the commercial cost level and will be available whenever they
become economical. Processes for coal gasification, now being tried in pilot plants, include
the following:

1. Producer Gas. Bituminous coal has been commercially converted to fuel gas of low
heating value (LHV), around 110 Btu/scf LHV, by reacting with insufficient air for combustion
and steam as a source of hydrogen. Old producers delivered a gas containing sulfur, tar volatiles,
and suspended ash and have been replaced by cheap natural gas. By reacting coal with a mixture
of oxygen and steam and removing excess carbon dioxide, sulfur gases, and tar, a clean fuel
gas of about 300 Btu/scf LHV can be supplied. Burned with air preheated to 1000∘F and with
a flue gas temperature of 2000∘F, the available heat is about 0.69 high heating value (HHV),
about the same as for natural gas.

2. Synthetic Natural Gas. As a supplement to dwindling natural gas supplies, a synthetic
fuel gas of similar burning characteristics can bemanufactured by adding a fraction of hydrogen
to the product of the steam–oxygen gas producer and reacting with carbon monoxide at high
temperature and pressure to produce methane. Several processes are operating successfully on
a pilot plant scale, but with a product costing much more than market prices for natural gas.
The process may yet be practical for extending available natural gas supplies by a fraction to
maintain present market demands. For gas mixtures or synthetic gas supplies to be interchange-
able with present gas fuels, without readjustment of fuel/air ratio controls, they must fit the
Wobbe index:

HHV Btu∕scf
(specific gravity)0.5

The fuel gas industry was originally developed to supply fuel gas for municipal and com-
mercial lighting systems. Steam was passed through incandescent coal or coke, and fuel oil
vapors were added to provide a luminous flame. The product had a heating value of around 500
HHV and a high carbon monoxide content and was replaced as natural gas or coke oven gas
became available. Coke oven gas is a by-product of the manufacture of metallurgical coke that
can be treated to remove sulfur compounds and volatile tar compounds to provide a fuel suit-
able for pipeline distribution. Blast furnace gas can be used as an industrial or steam-generating
fuel, usually after enrichment with coke oven gas. Gas will be made from replaceable sources
such as agricultural and municipal wastes, cereal grains, and wood as market economics for
such products improve.

Heating values for fuels containing hydrogen can be calculated in two ways:
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1. Higher heating value is the total heat developed by burning with standard air in a ratio
to supply 110% of net combustion air, cooling products to ambient temperature, and
condensing all water vapor from the combustion of hydrogen.

2. Lower heating value is equal to HHV less heat from the condensation of water vapor.
It provides a more realistic comparison between different fuels, since flue gases leave
most industrial processes well above condensation temperatures.

HHV factors are in more general use in the United States, while LHV values are more
popular in most foreign countries. For example, the HHV value for hydrogen as fuel is
319.4 Btu∕scf, compared to a LHV of 270.2.

The combustion characteristics for common fuels are tabulated in Table 3 for combustion
with 110% standard air. Weights in pounds per 10∘ Btu HHV are shown, rather than corre-
sponding volumes, to expedite calculations based on mass flow. Corrections for flue gas and
air temperatures other than ambient are given in charts to follow.

The heat released in a combustion reaction is given as

Total heats of formation of combustion products − total heats of formation of reactants

Heats of formation can be conveniently expressed in terms of Btu per pound mol, with the
poundmol for any substance equal to a weight in pounds equal to its molecular weight. The heat
of formation for elemental materials is zero. For compounds involved in common combustion
reactions, values are shown in Table 4.

Data in Table 4 can be used to calculate the higher and lower heating values of fuels. For
methane:

CH4 + 2O2 = CO2 + 2h2O

HHV

169,20 + (2 × 122,976) − 32,000

= 383,042Btu∕lb ⋅mol

383,042∕385 = 995 Btu∕scf

Table 3 Combustion Characteristics of Common Fuels

Weight in Ib/106 Btu

Fuel Btu/scf Fuel Air Flue Gas

Natural gas (SW U.S) 1073 42 795 837
Coke oven gas 539 57 740 707
Blast furnace gas 92 821 625 1446
Mixed blast furnace and coke oven gas:

Ratio CO/BF 1/1 316 439 683 1122
1/3 204 630 654 1284
1/10 133 752 635 1387

Hydrogen 319 16 626 642

Btu/Ib

No. 2 fuel oil 19,500 51 810 861
No. 6 fuel oil 18,300 55 814

With air atomization 869
With steam atomization at 3 Ib/gal 889

Carbon 14,107 71 910 981
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Table 4 Heats of Formation

Material Formula Molecular Weight
Heats of Formation
(Btu/Ib ⋅ mola)

Methane CH4 16 32,200
Ethane C2H6 30 36,425
Propane C3H8 44 44,676
Butane C4H10 58 53,662
Carbon monoxide CO 28 47,556
Carbon dioxide CO2 44 169,290
Water vapor H2O 18 104,040
Liquid water 122,976

aThe volume 1 Ib mol, for any gas. is 385 scf.

LHV

169,290 + (2 × 104,040) − 32,200

= 345,170Btu∕lb ⋅mol

345,170∕385 = 897 Btu∕scf
Available heats from combustion of fuels as a function of flue gas and preheated air tem-

peratures can be calculated as a fraction of the HHV. The net ratio is 1 plus the fraction added
by preheated air less the fraction lost as sensible heat and latent heat of water vapor from
combustion of hydrogen in flue gas leaving the system.

Available heats can be shown in chart form, as in the Figures 1–5 for common fuels. On
each chart, the curve on the right is the fraction of HHV available for combustion with 110%
cold air, while the curve on the left is the fraction added by preheated air, as functions of air
or flue gas temperatures. For example, the available heat fraction for methane burned with
110% air preheated to 1000∘F, and with flue gas out at 2000∘F, is shown in Fig. 1 ∶ 0.41 +
0.18 – 0.59 HHV. Values for other fuels are shown in as follows:

Fig. 2, fuel oils with air or steam atomization

Fig. 3, by-product coke oven gas

Fig. 4, blast furnace gas

Fig. 5, methane

For combustion with other than 110% of net air demand, the corrected available heat can
be calculated as follows. For methane with preheated air at 1000∘F and flue gas out at 2000∘F
and 150% net air supply:

Available heat from Fig. 1 ∶ 0.59

Add excess air + 0.18 (1.5 – 1.1) = 0.072

–0.41 (1.5–1.1) = –0.164

Net total at 150% 0.498

Available heats for fuel gas mixtures can be calculated by adding the fractions for either
fuel and dividing by the combined volume. For example, a mixture of one-quarter coke oven gas
and three-quarters blast furnace gas is burned with 110% combustion air preheated to 1000∘F
and with flue gas out at 2000∘F. Using data from Table 3 and Figs. 3 and 4,

CO (539 × 0.25 = 134.75) (0.49 + 0.17) = 88.93 BF (92 × 0.75 = 69.00) (0.21 + 0.144)
= 24.43
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Figure 1 Available heat for methane and propane combustion. Approximate high and low limits for com-
mercial natural gas.a

Figure 2 Available heat ratios for fuel oils with air or steam atomization.a
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Figure 3 Available heat ratios for by-product coke oven gas.a

Figure 4 Available heat ratios for blast furnace gas.a
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Figure 5 Available heat ratios for combustion of methane with 110% air containing 35% O2.
a

HHV 203.75 Available = 113.36

Net ∶ 113.36∕203.75 = 0.556 combined HHV

6 OXYGEN ENRICHMENT OF COMBUSTION AIR

The available heats of furnace fuels can be improved by adding oxygen to combustion air. Some
studies have been based on a total oxygen content of 35%, which can be obtained by adding
21.5 scf pure oxygen or 25.45 scf of 90% oxygen per 100 scf of dry air. The available heat
ratios are shown in Fig. 5.

At present market prices, the power needed to concentrate pure oxygen for enrichment
to 35% will cost more than the fuel saved, even with metallurgical oxygen from an in-plant
source. As plants are developed for economical concentration of oxygen to around 90%, the
cost balance may become favorable for very high temperature furnaces.

In addition to fuel savings by improvement of available heat ratios, there will be additional
savings in recuperative furnaces by increasing preheated air temperature at the same net heat
demand, depending on the ratio of heat transfer by convection to that by gas radiation in the
furnace and recuperator.

7 THERMAL PROPERTIES OF MATERIALS

The heat content of some materials heated in furnaces or used in furnace construction is shown
in Fig. 6 in units of Btus per pounds. Vertical lines in curves represent latent heats of melting
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Figure 6 Heat content of materials at temperature.a

or other phase transformations. The latent heat of evaporation for water in flue gas has been
omitted from the chart. The specific heat of liquid water is, of course, about 1.

Thermal conductivities in English units are given in reference publications as
[Btu∕(ft2 ⋅h)]∕(∘F∕in.) or as [Btu∕(ft2 ⋅ h)]∕(∘F∕ft). To keep dimensions consistent, the
latter term, abbreviated to k = Btu∕ft ⋅ h ⋅ ∘F will be used here. Values will be 1/12th of those
in terms of ∘F/in.

Thermal conductivities vary with temperature, usually inversely for iron, steel, and some
alloys and conversely for common refractories. At usual temperatures of use, average values of
k in Btu/(ft ⋅ h ⋅ ∘F) are given in Table 5.

To expedite calculations for nonsteady conduction of heat, it is convenient to use the factor
for “thermal diffusivity,” defined as

D = k
DC

=
thermal conductivity

density × specific heat
in consistent units. Values for common furnace loads over the usual range of temperatures for
heating are:

Carbon steels, 70–1650∘F 0.32
70–2300∘F 0.25
Low-alloy steels, 70–2000∘F 0.23
Stainless steels, 70–2000∘F
300 type 0.15
400 type 0.20
Aluminum, 70–1000∘F 3.00
Brass, 70/30, 70–1500∘F 1.20
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Table 5 Average Values of k (Btu/ft ⋅ h⋅∘F)

Mean Temperature (∘F)

100 1000 1500 2000 2500

Steel, SAE 1010 33 23 17 17
Type HH HRA 8 11 14 16
Aluminum 127 133
Copper 220 207 200
Brass, 70/30 61 70
Firebrick 0.81 0.82 0.85 0.89 0.93
Silicon carbide 11 10 9 8 6
Insulating firebrick 0.12 0.17 0.20 0.24

In calculating heat losses through furnace walls with multiple layers of materials with
different thermal conductivities, it is convenient to add thermal resistance R = r∕k, where r is
thickness in feet. For example:

r k r/k

9 in. firebrick 0.75 0.9 0.833
41∕2 in. insultating

firebrick

21∕4 in. block
insulation

0.375

0.208

Total R for wall
materials

0.20

0.15

1.875

1.387

4.095

Figure 7 Furnace wall losses as function of surface temperature.a
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Figure 8 Furnace wall losses as function of composite thermal resistance.a

Overall thermal resistance will include the factor for combined radiation and convection
from the outside of the furnace wall to ambient temperature. Wall losses as a function of wall
surface temperature for vertical surfaces in still air are shown in Fig. 7 and are included in the
overall heat loss data for furnace walls shown in Fig. 8.

Figure 9 shows the thermodynamic properties of air and flue gas over the usual range of
temperatures for use in heat transfer and fluid flow problems. Data for other gases, in formula
form, are available in standard references.

Linear coefficients of thermal expansion are the fractional changes in length per
degrees Fahrenheit change in temperature. Coefficients in terms of 106× net values
are listed below for materials used in furnace construction and for the usual range of
temperatures:
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Figure 9 Thermodynamic properties of air and flue gas.a

Carbon steel 9
Cast heat-resistant alloys (HRA) 10.5
Aluminum 15.6
Brass 11.5
Firebrick, silicon carbide 3.4
Silica brick 3.4

Coefficients for cubical expansion of solids are about 3 × linear coefficients. The cubical
coefficient for liquid water is about 185 × 10−6.
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8 HEAT TRANSFER

Heat may be transmitted in industrial furnaces by radiation—gas radiation from combustion
gases to furnace walls or direct to load and solid-state radiation from walls, radiant tubes, or
electric heating elements to load—or by convection—from combustion gases to walls or load.
Heat may be generated inside the load by electrical resistance to an externally applied voltage or
by induction, with the load serving as the secondary circuit in an alternating current transformer.
Nonconducting materials may be heated by dielectric heating from a high-frequency source.

Heat transfer in the furnace structure or in solid furnace loads will be by conduction. If the
temperature profile is constant with time, the process is defined as “steady-state conduction.”
If temperatures change during a heating cycle, it is termed “non–steady-state conduction.”

Heat flow is a function of temperature differentials, usually expressed as the “log-mean
temperature difference” with the symbol MTD. MTD is a function of maximum and minimum

Figure 10 Diagrams of log-MTD.a
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temperature differences that can vary with position or time. Three cases encountered in fur-
nace design are illustrated in Fig. 10. If the maximum differential, in any system of units, is
designated as A and the minimum is designated by B:

MTD = A − B
ln(A∕B)

8.1 Solid-State Radiation

“Blackbody” surfaces are those that absorb all radiation received, with zero reflection, and exist
only as limits approached by actual sources or receivers of solid radiation. Radiation between
blackbodies is expressed by the Stefan–Boltzmann equation:

Q∕A = N(T4 − T4
0 )Btu∕h ⋅ ft

2

whereN is the Stefan–Boltzmann constant, now set at about 0.1713 × 10−8 for T and T0, source
and receiver temperatures, in degrees Rankine. Because the fourth powers of numbers repre-
senting temperatures in degrees Rankine are large and unwieldy, it is more convenient to express
temperatures in ∘S, equivalent to (∘F + 460)∕100. The constant N is then reduced to 0.1713.

With source and receiver temperatures identified as Ts and Tr in
∘S, and with allowance

for emissivity and view factors, the complete equation becomes
Q
A

= 0.1713 × em × Fr(T4
s − T4

r ) Btu∕h ⋅ ft2

at the receiving surface,

where em = combined emissivity and absorptivity factors for source and receiving surfaces
Fr = net radiation view factor for receiving surface

Ts and Tr = source and receiving temperature in ∘S

The factor em will be somewhat less than e for the source or a for the receiving surface
and can be calculated as

em = 1 ∕ 1
a

+
Ar

As

(1
e
− 1

)

where a = receiver absorptivity at Tr
Ar∕As = area ratio, receiver/source

e = source emissivity at Ts

8.2 Emissivity–Absorptivity

While emissivity and absorptivity values for solid materials vary with temperature, values for
materials commonly used as furnace walls or loads, in the usual range of temperatures, are:

Refractory walls 0.80–0.90
Heavily oxidized steel 0.85–0.95
Bright steel strip 0.25–0.35
Brass cake 0.55–0.60
Bright aluminum strip 0.05–0.10
Hot-rolled aluminum plate 0.10–0.20
Cast heat-resisting alloy 0.75–0.85

For materials such as sheet glass, transparent in the visible light range, radiation is
reflected at both surfaces at about 4% of incident value, with the balance absorbed or
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Figure 11 Radiation absorptivity of sheet glass with surface reflection deducted.a

transmitted. Absorptivity decreases with temperature, as shown in Fig. 11. The absorptivity of
liquid water is about 0.96.

8.3 Radiation Charts

For convenience in preliminary calculations, blackbody radiation as a function of temperature
in degrees Fahrenheit is given in Fig. 12. The value for the receiver surface is subtracted from
that of the source to find net interchange for blackbody conditions, and the result is corrected for
emissivity and view factors. Where heat is transmitted by a combination of solid-state radiation
and convection, a blackbody coefficient, in Btu/h ⋅ ∘F, is shown in Fig. 13. This can be added
to the convection coefficient for the same temperature interval, after correcting for emissivity
and view factor, to provide an overall coefficient (H) for use in the formula

Q∕A = H(T − Tr)

8.4 View Factors for Solid-State Radiation

For a receiving surface completely enclosed by the source of radiation or for a flat surface under
a hemispherical radiating surface, the view factor is unity. Factors for a wide range of geometric
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Figure 12 Blackbody radiation as function of load surface temperature.

Figure 13 Blackbody radiation coefficient for source temperature uniform at 50–105∘ above final load
surface temperature.
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Figure 14 Diagram of radiation view factors for parallel and perpendicular planes.a

configurations are given in available references. For cases commonly involved in furnace heat
transfer calculations, factors are shown in Figs. 14–19.

For two parallel planes with edges in alignment as shown in Fig. 14a, view factors are
given in Fig. 15 in terms of ratios of x, y, and z. For two surfaces intersecting at angle of
90∘ at a common edge, the view factor is shown in Fig. 16. If surfaces do not extend to a
common intersection, the view factor for the missing areas can be calculated and deducted
from that with surfaces extended as in the figure to find the net value for the remaining
areas.

For spaced cylinders parallel to a furnace wall, as shown in Fig. 17, the view factor is
shown in terms of diameter and spacing, including wall reradiation. For tubes exposed on both
sides to source or receiver radiation, as in some vertical strip furnaces, the following factors
apply if sidewall reradiation is neglected:

Ratio C/D 1.0 1.5 2.0 2.5 3.0
Factor 0.67 0.793 0.839 0.872 0.894

For ribbon-type electric heating elements, mounted on a back-up wall as shown in Fig. 18,
exposure factors for projected wall area and for total element surface area are shown as a func-
tion of the (element spacing)/(element width) ratio. Wall reradiation is included, but heat loss
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Figure 15 Radiation view factors for parallel planes.a

Figure 16 Radiation view factors for perpendicular planes.a

through the backup wall is not considered. The emission rate from the resistor surface will be
W∕in.2 = Q∕491A, where

Q
A

=
Btu∕h
ft2

For parallel planes of equal area, as shown in Fig. 14, connected by reradiating walls on
four sides, the exposure factor is increased as shown in Fig. 19. Only two curves, for z∕x = 1
and z∕x = 10, have been plotted for comparison with Fig. 13.
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Figure 17 View factors for spaced cylinders with backup wall.a

8.5 Gas Radiation

Radiation from combustion gases to walls and load can be from luminous flames or from nonlu-
minous products of combustion. Flame luminosity results from suspended solids in combustion
gases, either incandescent carbon particles or ash residues, and the resulting radiation is in a
continuous spectrum corresponding to that from solid-state radiation at the same source tem-
perature. Radiation from nonluminous gases is in characteristic bands of wavelengths, with
intensity depending on depth and density of the radiating gas layer, its chemical composition,
and its temperature.

For combustion of hydrocarbon gases, flame luminosity is from carbon particles formed
by cracking of unburned fuel during partial combustion and is increased by delayed mixing of
fuel and air in the combustion chamber. With fuel and air thoroughly premixed before ignition,
products of combustion will be nonluminous in the range of visible light but can radiate strongly
in other wavelength bands for some products of combustion including carbon dioxide and water
vapor. Published data on emissivities of these gases show intensity of radiation as a function
of temperature, partial pressure, and beam length. The combined emissivity for mixtures of
carbon dioxide and water vapor requires a correction factor for mutual absorption. To expedite
calculations, a chart has been prepared for the overall emissivity of some typical flue gases,
including these correction factors. The chart in Fig. 20 has been calculated for products of
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Figure 18 View factors for ribbon-type electric heating elements mounted on backup wall.a

Figure 19 View factors for parallel planes connected by reradiating sidewalls.a
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Figure 20 Gas emissivity for products of combustion of methane burned with 110% air. Approximate for
fuel oils and coke oven gas.a

combustion of methane with 110% of net air demand and is approximately correct for other
hydrocarbon fuels of high heating value, including coke oven gas and fuel oils. Emissivities
for producer gas and blast furnace gas will be lower because of dilution of radiating gases by
nitrogen.

The emissivity of a layer of combustion gases does not increase directly with thickness
or density, because of partial absorption during transmission through the depth of the layer.
Figure 20 provides several curves for a range of values of L, the effective beam length in feet,
at a total pressure of 1 atm. For other pressures, the effective beam length will vary directly
with gas density.

Beam lengths for average gas densities will be somewhat less than for very low density
because of partial absorption. For some geometric configurations, average beam lengths are:

Between two large parallel planes, 1.8× spacing

Inside long cylinder, about 0.85× diameter in feet

For rectangular combustion chambers, 3.4V∕A where V is volume in cubic feet and A is
total wall area in square feet

Transverse radiation to tube banks, with tubes of D outside diameter spaced at x centers:

L∕D ranges from 1.48 for staggered tubes at x∕D = 1.5 to 10.46 for tubes in line and
x∕D = 3 in both directions.

8.6 Evaluation of Mean Emissivity–Absorptivity

For a gas with emissivity eg radiating to a solid surface at a temperature of Ts
∘F, the absorptivity

ag will be less than eg at Ts because the density of the gas is still determined by Tg. The effective
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power level PL becomes Ts∕Tg× PL at Ts. Accurate calculation of the combined absorptivity
for carbon dioxide and water vapor requires a determination of ag for either gas and a correction
factor for the total. For the range of temperatures and PL factors encountered in industrial heat
transfer, the net heat transfer can be approximated by using a factor egm somewhat less than eg
at Tg in the formula

Q∕A = 0.173egmF(T4
g − T4

s )
where Tg is an average of gas temperatures in various parts of the combustion chamber; the
effective emissivity will be about egm = 0.9eg at Tg and can be used with Fig. 20 to approximate
net values.

8.7 Combined Radiation Factors

For a complete calculation of heat transfer from combustion gases to furnace loads, the follow-
ing factors will need to be evaluated in terms of the equivalent fraction of blackbody radiation
per unit area of the exposed receiving surface:

Fgs = coefficient for gas direct to load plus radiation reflected from walls to load

Fgw = coefficient for gas radiation absorbed by walls

Fws = coefficient for solid-state radiation from walls to load

Convection heat transfer from gases to walls and load is also involved but can be elimi-
nated from calculations by assuming that gas-to-wall convection is balanced by wall losses and
that gas-to-load convection is equivalent to a slight increase in load surface absorptivity. Mean
effective gas temperature is usually difficult to measure but can be calculated if other factors are
known. For example, carbon steel slabs are being heated to rolling temperature in a fuel-fired
continuous furnace. At any point in the furnace, neglecting convection,

Fgw(T4
g − T4

w) = Fws(T4
w − T4

s )
where Tg, Tw, and Ts are gas, wall, and load surface temperatures in ∘S. For a ratio of 2.5
for exposed wall and load surfaces and a value of 0.17 for gas-to-wall emissivity, F = 2.5 ×
0.17 = 0.425. With wall-to-load emissitivity equal to F = 0.89, wall temperature constant at
2350∘F (28.1∘S), and load temperature increasing from 70 to 2300∘F at the heated surface
(Ts = 5.3–27.6∘S), the mean value of gas temperature (Tg) can be determined:

MTD, walls to load = 2280 − 50
ln(2280∕50)

= 584∘F

Mean load surface temperature Tsm = 2350 –584 = 1766∘F (22.26∘S)
Q∕A per unit of load surface, for reradiation:

0.425 × 0.1713Tg − 28.12 = 0.89 × 0.171328.14 − 22.264

= 57,622Btu h ⋅ ft2

Tg = 34.49∘S (2989∘F)
With a net wall emissivity of 0.85, 15% of gas radiation will be reflected to the load, with

the balance being absorbed and reradiated. Direct radiation from gas to load is then

1.15 × 0.17 × 0.1713(34.494– 22.264) = 47,389 Btu∕h ⋅ ft2

Total radiation ∶ 57,622 + 47,389 = 105,011 Btu∕h ⋅ ft2

For comparison, blackbody radiation from walls to load, without gas radiation, would be
64,743 Btu/h⋅ft2 or 62% of the combined total.
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Figure 21 Overall heat transfer coefficients for gas and solid radiation as function of gas emissivity and
wall-to-load area ratio for uniform gas or wall temperature compared to blackbody radiation.a

With practical furnace temperature profiles, in a counterflow, direct-fired continuous fur-
nace, gas and wall temperatures will be depressed at the load entry end to reduce flue gas
temperature and stack loss. The resulting net heating rates will be considered in Section 8.12.

Overall heat transfer coefficients have been calculated for constant wall temperature in
the upper chart in Fig. 21 or for constant gas temperature in the lower chart. Coefficients vary
with mean gas emissivity and with Aw∕As, the ratio of exposed surface for walls and load,
and are always less than unity for overall radiation from gas to load or greater than unity for
wall-to-load radiation. Curves can be used to find gas, wall, or mean load temperatures when
the other two are known.

8.8 Steady-State Conduction

Heat transfer through opaque solids and motionless layers of liquids or gases is by conduction.
For constant-temperature conditions, heat flow is by “steady-state” conduction and does not
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vary with time. For objects being heated or cooled, with a continuous change in internal tem-
perature gradients, conduction is termed “non–steady state.”

Thermal conduction in some solid materials is a combination of heat flow through the
material, radiation across the internal space resulting from porosity, and convection within
individual pores or through the thickness of porous layers.

Conductivities of refractory and insulating materials tend to increase with temperature,
because of porosity effects. Values for most metals decrease with temperature, partly because
of reduced density. Conductivity coefficients for some materials used in furnace construction
or heated in furnaces are listed in Table 5. A familiar problem in steady-state conduction is
the calculation of heat losses through furnace walls made up of multiple layers of materials
of different thermal conductivities. A convenient method of finding overall conductance is to
find the thermal resistance (r∕k = thickness∕conductivity in consistent units) and add the total
for all layers. Because conductivities vary with temperature, mean temperatures for each layer
can be estimated from a preliminary temperature profile for the composite wall. Overall resis-
tance will include the effects of radiation and conduction between the outer wall surface and
its surroundings.

Figure 7 shows heat loss from walls to ambient surrounding at 70∘F, combining radiation
and convection for vertical walls. The corresponding thermal resistance is included in the over-
all heat transfer coefficient shown in Fig. 8 as a function of net thermal resistance of the wall
structure and inside face temperature.

As an example of application, assume a furnace wall constructed as follows:

Material r k r/k

9 in. firebrick 0.75 0.83 0.90
41∕22 in. 2000∘F

insulation
0.375 0.13 2.88

21∕2 in. ceramic fiber
block

0.208 0.067 3.10
6.88

Total R for
solid wall

With an inside surface temperature of 2000∘F, the heat loss fromFig. 7 is about 265 Btu∕ft ⋅
h2. The corresponding surface temperature from Fig. 8 is about 200∘F, assuming an ambient
temperature of 70∘F.

Although not a factor affecting wall heat transfer, the possibility of vapor condensation in
the wall structure must be considered by the furnace designer, particularly if the furnace is fired
with a sulfur-bearing fuel. As the sulfur dioxide content of fuel gases is increased, condensation
temperatures increase to what may exceed the temperature of the steel furnace casing in normal
operation. Resulting condensation at the outer wall can result in rapid corrosion of the steel
structure.

Condensation problems can be avoided by providing a continuous membrane of aluminum
or stainless steel between layers of the wall structure at a point where operating temperatures
will always exceed condensation temperatures.

8.9 Non–Steady-State Conduction

Heat transfer in furnace loads during heating or cooling is by transient or non–steady-state
conduction, with temperature profiles within loads varying with time.With loads of low internal
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thermal resistance, heating time can be calculated for the desired load surface temperature
and a selected time–temperature profile for furnace temperature. With loads of appreciable
thermal resistance from surface to center or from hot to colder sides, heating timewill usually be
determined by a specified final load temperature differential and a selected furnace temperature
profile for the heating cycle.

For the case of a slab-type load being heated on a furnace hearth, with only one side
exposed, and with the load entering the furnace at ambient temperature, the initial gradient from
the heated to the unheated surface will be zero. The heated surface will heat more rapidly until
the opposite surface starts to heat, after which the temperature differential between surfaces
will taper off with time until the desired final differential is achieved.

In Fig. 22 the temperatures of heated and unheated surface or core temperature
are shown as a function of time. In the lower chart temperatures are plotted directly
as a function of time. In the upper chart the logarithm of the temperature ratio (Y =
load temperature∕ source temperature) is plotted as a function of time for a constant source
temperature. After a short initial heating time, during which the unheated surface or core
temperature reaches its maximum rate of increase, the two curves in the upper diagram become
parallel straight lines.

Figure 22 Maximum and minimum load temperatures and –ln Ys or –ln Yc as a function of heating time
with constant source temperature.a
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Table 6 Non–steady-State Conduction Factors and Symbols

Tf = Furnace temperature, gas or wall as defined
Ts = Load surface temperature
Tc = Temperature at core or unheated side of load
T0 = Initial load temperature with all temperatures in units of (∘F – 460)∕100 or

∘
S

Ys =
Tf−Ts
Tf−To

Yc =
Tf−Tc
Tf−To

R = External∕internal thermal resistance ratio = k∕rH
X = Time factor = tD∕r2
D = Diffusivity as defined in Section 45.7
r = Depth of heat penetration in feet
k = Thermal conductivity of load (Btu∕ft ⋅ h⋅∘F)
H = External heat transfer coefficient (Btu∕ft2 ⋅ h⋅∘F)

Factors considered in non–steady-state conduction and their identifying symbols are listed
in Table 6.

Charts have been prepared by Gurney-Lurie, Heisler, Hottel, and others showing values
for Ys and Yc for various R factors as a function of X. Separate charts are provided for Ys and
Yc, with a series of curves representing a series of values of R. These curves are straight lines
for most of their length, curving to intersect at Y = 1 and X = 0. If straight lines are extended
to Y = 1, the curves for Yc at all values of R converge at a point near X = 0.1 on the line
for Yc = 1. It is accordingly possible to prepare a single line chart for –ln Yc∕(X– 0.1) to fit
selected geometricl shapes. This has been done in Fig. 23 for slabs, long cylinders, and spheres.
Values of Yc determined with this chart correspond closely with those from conventional charts
for X– 0.1 greater than 0.2.

Because the ratio Ys∕Yc remains constant as a function of R after initial heating, it can be
shown in chart form, as in Fig. 24, to allow Ys to be determined after Yc has been found.

By way of illustration, a carbon steel slab 8 in. thick is being heated from cold to Ts =
2350∘F in a furnace with a constant wall temperature of 2400∘F, with a view factor of 1 and
a mean emissivity–absorptivity factor of 0.80. The desired final temperature of the unheated
surface is 2300∘F, making the Yc factor

Yc =
2400 − 2300
2400 − 70

= 0.0429

From Fig. 23, Hr = 114 × 0.80 = 91; r = 8∕12 = 0.67; R is assumed at 17. The required
heating time is determined from Fig. 24:

R = 17
0.67 × 91

= 0.279

− ln Yc
X − 0.1

= 1.7

and
X = − ln 0.0429

1.7
+ 0.1 = 1.95 = tD∕r2

With D = 0.25, from Section 7,

t = Xr2

D
= 1.95 × 0.672

0.25
= 3.50 h

Slabs or plates heated from two sides are usually supported in the furnace in a horizontal
position on spaced conveyor rolls or rails. Support members may be uncooled, in which case
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Figure 23 A plot of -ln Yc /(X – 0.1) as a function of R.a

Figure 24 The ratio Ys /Yc plotted as a function of R.a

radiation to the bottom surface will be reduced by the net view factor. If supports are water
cooled, the additional heat input needed to balance heat loss from load to supports can be
balanced by a higher furnace temperature on the bottom side. In either case, heating times will
be greater than for a uniform input from both sides.

Furnace temperatures are normally limited to a fraction above final load temperatures to
avoid local overheating during operating delays. Without losses to water cooling, top and bot-
tom furnace temperature will accordingly be about equal.
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8.10 Heat Transfer with Negligible Load Thermal Resistance

When heating thin plates or small-diameter rods, with internal thermal resistance low enough
to allow heating rates unlimited by specified final temperature differential, the non–steady
state-conduction limits on heating rates can be neglected. Heating time then becomes

t =
W × C × (Ts − T0)
A × H ×MTD

The heat transfer coefficient for radiation heating can be approximated from the chart in
Fig. 13 or calculated as follows:

Hr =
0.1713emFs[T4

f −MTD)4

MTD × As

As an illustration, find the time required to heat a steel plate to 2350∘F in a furnace at a
uniform temperature of 2400∘F. The plate is 0.25 in. thick with a unit weight of 10.2 lb∕ ft2

and is to be heated from one side. Overall emissivity–absorptivity is em = 0.80. Specific heat
is 0.165. The view factor is Fs = 1. MTD is

(2400 − 70) − (2400 − 2350)
ln(2400 − 70)∕(2400 − 2350)

= 588∘F

Hr =
0.1713 × 80 × 1[28.64 − 5.88)4]

588
= 93.8

t = 10.2 × 0.165 × (2350 − 70)
1 × 93.8 × 588

= 0.069 h

8.11 Newman Method

For loads heated from two or more perpendicular sides, final maximum temperatures will be at
exposed corners, with minimum temperatures at the center of mass for heating from all sides,
or at the center of the face in contact with the hearth for hearth-supported loads heated equally
from the remaining sides. For surfaces not fully exposed to radiation, the corrected H factor
must be used.

The Newmanmethod can be used to determine final load temperatures with a given heating
time t. To find time required to reach specified maximum andminimum final load temperatures,
trial calculations with several values of t will be needed.

For a selected heating time t, the factors Ys and Yc can be found from charts in Figs. 23
and 24 for the appropriate values of the other variables—Ts, Tc, H, k, and r —for each of the
heat flow paths involved—rx, ry, and rz. If one of these paths is much longer than the others, it
can be omitted from calculations:

Yc = Ycx × Ycy × Ycz

Ys = Ysx × Ysy × Ysz

For two opposite sides with equal exposure only one is considered. With Tc known, Ts and
Tf (furnace temperature, Tg or Tw) can be calculated.

As an example, consider a carbon steel ingot, with dimensions 2 ft × 4 ft × 6 ft, being
heated in a direct-fired furnace. The load is supported with one 2 ft × 4 ft face in contact
with the refractory hearth and other faces fully exposed to gas and wall radiation. Maximum
final temperature will be at an upper corner, with minimum temperature at the center of the
2 ft × 4 ft bottom surface. Assuming that the load is a somewhat brittle steel alloy, the initial
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heating rate should be suppressed and heating with a constant gas temperature will be assumed.
Heat transfer factors are then as follows:

Flow paths rs = 1 ft and ry = 2 ft, the contribution of vertical heat flow, on axis rz, will be
small enough to be neglected.

Desired final temperatures: Tc = 2250∘F and Ts (to be found) about 2300∘F, with trial
factor t = 9 h.

H from gas to load = 50.

k mean value for load = 20 and D = 0.25.

Radial Heat Flow Path rx ry

r 1 2
X = tD∕r2 2.25 0.5625
R = k∕Hr 0.4 0.2
–ln Yc∕(X–0.1) from Fig. 23 1.3 1.7
Ys∕Yc from Fig. 24 0.41 0.26
Yc 0.0611 0.455
Ys 0.025 0.119

Combined factors:

Yc = 0.0611 × 0.455 = 0.0278 =
Tg − Tc
Tg − 70

Ys = 0.025 × 0.119 = 0.003 =
Tg − Ts
Tg − 70

For Tc = 2250∘F,
Tg = 2316∘F

Ts = 2309∘F
This is close enough to the desired Ts = 2300∘F.
The time required to heat steel slabs to rolling temperature as a function of the thickness

heated from one side and the final load temperature differential is shown in Fig. 25. Relative
heating times for various hearth loading arrangements for square billets are shown in Fig. 26.
These have been calculated by the Newman method, which can also be used to evaluate other
loading patterns and cross sections.

8.12 Furnace Temperature Profiles

To predict heating rates and final load temperatures in either batch or continuous furnaces, it is
convenient to assume that source temperatures, gas (Tg) or furnace wall (Tw), will be constant
in time. Neither condition is achieved with contemporary furnace and control system designs.
With constant gas temperature, effective heating rates are unnecessarily limited, and the furnace
temperature control system is dependent on measurement and control of gas temperatures, a
difficult requirement. With uniform wall temperatures, the discharge temperature of flue gases
at the beginning of the heating cycle will be higher than desirable. Three types of furnace
temperature profiles, constant Tg, constant Tw, and an arbitrary pattern with both variables, are
shown in Fig. 27.
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Figure 25 Relative heating time for square billets as function of loading pattern.a

Contemporary designs of continuous furnaces provide for furnace temperature profiles of
the third type illustrated to secure improved capacity without sacrificing fuel efficiency. The
firing system comprises three zones of length: a preheat zone that can be operated to main-
tain minimum flue gas temperatures in a counterflow firing arrangement, a firing zone with a
maximum temperature and firing rate consistent with furnace maintenance requirements and
limits imposed by the need to avoid overheating of the load during operating delays, and a final
or soak zone to balance furnace temperature with maximum and minimum load temperature
specifications. In some designs, the preheat zone is unheated except by flue gases from the fir-
ing zone, with the resulting loss of furnace capacity offset by operating the firing zone at the
maximum practical limit.

8.13 Equivalent Furnace Temperature Profiles

Furnace heating capacities are readily calculated on the assumption that furnace temperature,
either combustion gases or radiating walls, is constant as a function of position or time. Neither
condition is realized in practice, and to secure improved capacity with reduced fuel demand in
a continuous furnace, contemporary designs are based on operation with a variable temperature
profile from end to end, with furnace wall temperature reduced at the load charge and flue gas
discharge end, to improve available heat of fuel, and at the load discharge end, to balance the
desired maximum and minimum load temperatures. Any loss in capacity can be recovered by
operating the intermediate firing zones at a somewhat elevated temperature.

Consider a furnace designed to heat carbon steel slabs 6 in. thick from the top only to a
final temperatures of 2300∘F at the top and 2250∘F at the bottom. To hold the exit flue gas
temperature to about 2000∘F, the wall temperature at the charge end will be about 1400∘F.
The furnace will be fired in four zones of length each 25 ft long for an effective total length of
100 ft. The preheat zone will be unfired, with a wall temperature tapering up to 2400∘Fat the
load discharge end. That temperature will be held through the next two firing zones and dropped
to 2333∘F to balance final load temperatures in the fourth or soak zone. With overall heating
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Figure 26 Heating time for carbon steel slabs to final surface temperature of 2300∘F as function of thick-
ness and final load temperature differential.a

capacity equal to the integral of units of length times their absolute temperatures, effective heat
input will be about 87% of that for a uniform temperature of 2400∘F for the entire length.

Heat transfer from combustion gases to load will be by direct radiation from gas to load,
including reflection of incident radiation from walls, and by radiation from gas to walls,
absorbed and reradiated from walls to load. Assuming that wall losses will be balanced by
convection heat transfer from gases, gas radiation to walls will equal solid-state radiation from
walls to load:

Aw∕As × 0.1713 × egmT
4
g − T4

w = ews × 0.1713(T4
w − T4

s )

where Aw∕As = exposed area ratio for walls and load
egm = emissivity–absorptivity, gas to walls
ews = emissivity–absorptivity, walls to load

At the midpoint in the heating cycle, MTD = 708∘F and mean load surface temperature =
Tsm = 1698∘F.
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Figure 27 Furnace temperature profiles.

With as = 0.85 for refractory walls, 15% of gas radiation will be reflected to load, and total
gas-to-load radiation will be

1.15 × egm × 0.1713(T4
g − T4

s )

For Aw∕As = 2.5, e = 0.17, and e = 0.89 from walls to load, the mean gas temperature =
Tg = 3108∘F, net radiation gas to load = 47,042 Btu∕h ⋅ ft2 and gas to walls = walls to
load = 69,305 Btu∕h ⋅ ft2 for a total of 116,347 Btu∕h ⋅ ft2. This illustrates the relation shown
in Fig. 21, since blackbody radiation from walls to load, without gas radiation, would be
77,871 Btu∕h ⋅ ft2. Assuming blackbody radiation with a uniform wall temperature from end
to end, compared to combined radiation with the assumed wall temperature, the overall heat
transfer ratio will be

0.87 × 116,347∕77,871 = 1.30
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As shown in Fig. 26, this ratio will vary with gas emissivity andwall-to-load areas exposed.
For the range of possible values for these factors and for preliminary estimates of heating times,
Fig. 26 can be used to indicate a conservative heating time as a function of final load temper-
ature differential and depth of heat penetration for a furnace temperature profile depressed at
either end.

Radiation factors will determine the mean coefficient of wall-to-load radiation and the
corresponding non–steady-state conduction values. For blackbody radiation alone, Hr is
about 77,871∕708 = 110. For combined gas and solid-state radiation, in the above example,
it becomes 0.87 × 116,347∕708 = 143. Values of R for use with Figs. 23 and 24 will vary
correspondingly (R = k∕4H).

8.14 Convection Heat Transfer

Heat transferred between a moving layer of gas and a solid surface is identified by “convec-
tion.” Natural convection occurs when movement of the gas layer results from differentials in
gas density of the boundary layer resulting from temperature differences and will vary with
the position of the boundary surface: horizontal upward, horizontal downward, or vertical. A
commonly used formula is

Hc = 0.27 (Tg − Ts)0.25

where Hc = Btu∕h ⋅ ft2 − ∘F
Tg − Ts = temperature difference between gas and surface, ∘F

Natural convection is a significant factor in estimating heat loss from the outer surface of
furnace walls or from uninsulated pipe surfaces. “Forced convection” is heat transfer between
gas and a solid surface, with gas velocity resulting from energy input from some external source,
such as a recirculating fan.

Natural convection can be increased by ambient conditions such as building drafts and gas
density. Forced convection coefficients will depend on surface geometry, thermal properties
of the gas, and Reynolds number for gas flow. For flow inside tubes, the following formula is
useful:

Hc − 0.023
k
D
Re0.8

0.4
PrBtu∕h ⋅ ft2 ⋅ ∘F

where k = thermal conductivity of gas
D = inside diameter of tube, ft
Re = Reynolds number
Pr = Prandtl number

Forced convection coefficients are given in Fig. 28 for a Prandtl number assumed at 0.70.
For forced convection over plane surfaces, it can be assumed that the preceding formula

will apply for a rectangular duct of infinitely large cross section, but only for a length sufficient
to establish uniform velocity over the cross section and a velocity high enough to reach the Re
value needed to promote turbulent flow.

In most industrial applications, the rate of heat transfer by forced convection as a function
of power demand will be better for perpendicular jet impingement from spaced nozzles than for
parallel flow. For a range of dimensions common in furnace design, the heat transfer coefficient
for jet impingement of air or flue gas is shown in Fig. 29, calculated for impingement from slots
0.375 in. wide spaced at 18–24-in. centers and with a gap of 8 in. from nozzle to load.

Forced convection factors for gas flow through banks of circular tubes are shown in Fig. 30
for tubes spaced as follows:
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Figure 28 Convection coefficient (Hc) for forced convection inside tubes to air or flue gas.a

A: staggered tubes with lateral spacing equal to diagonal spacing

B: tubes in line with equal spacing across and parallel to direction of flow

C : tubes in line with lateral spacing less than half longitudinal spacing

D: tubes in line with lateral spacing over twice longitudinal spacing

With F the configuration factor from Fig. 30, the heat transfer coefficients are

Hc = FkRe0.6∕D
Convection coefficients from this formula are approximately valid for 10 rows of tubes or

more but are progressively reduced to a factor of 0.65 for a single row.
For gas-to-gas convection in a cross-flow tubular heat exchanger, overall resistance will

be the sum of factors for gas to the outer diameter of tubes, tube wall conduction, and inside
diameter of tubes to gas. Factors for the outer diameter of tubes may include gas radiation as
calculated in Section 7.5.

8.15 Fluidized-Bed Heat Transfer

For gas flowing upward through a particular bed, there is a critical velocity when pressure drop
equals the weight of bed material per unit area. Above that velocity, bed material will be sus-
pended in the gas stream in a turbulent flow condition. With the total surface area of suspended
particles on the order of a million times the inside surface area of the container, convection
heat transfer from gas to bed material is correspondingly large. Heat transfer from suspended
particles to load is by conduction during repeated impact. The combination can provide overall
coefficients upward of 10 times those available with open convection, permitting the heating
of thick and thin load sections to nearly uniform temperatures by allowing a low gas-to-load
thermal head.
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Figure 29 Convection coefficient (Hc) for jet impingement of air or flue gas on plane surfaces for spaced
slots 0.375 in. wide at 18–24-in. centers 8 in. from load.a

8.16 Combined Heat Transfer Coefficients

Many furnace heat transfer problems will combine two or more methods of heat transfer, with
thermal resistances in series or in parallel. In a combustion chamber, the resistance to radia-
tion from gas to load will be parallel to the resistance from gas to walls to load, which is two
resistances in series. Heat flow through furnace walls combines a series of resistances in series,
combustion gases to inside wall surface, consecutive layers of the wall structure, and outside
wall surface to surroundings, the last a combination of radiation and convection in parallel.

As an example, consider an insulated, water-cooled tube inside a furnace enclosure. With
a tube outside diameter of 0.5 ft and a cylindrical insulation enclosure with an outside diameter
of 0.75 ft, the net thickness will be 0.125 ft. The mean area at midthickness is 1(0.5 + 0.75)∕2,
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Figure 30 Configuration factors for convection heat transfer, air or flue gas through tube banks.a

or 1.964 ft2 per foot of length. The outer surface area of insulation is 0.751, or 2.36 ft2 per linear
foot. Conductivity of insulation is k = 0.20. The effective radiation factor from gas to surface
is assumed at 0.5 including reradiation from walls. For the two resistances in series,

0.1713 × 0.5 × 2.36(29.64 − T4
s ) = 1.964(Ts − 150) × 0.20

0.125
By trial, the receiver surface temperature is found to be about 2465∘F. Heat transfer is

about 7250 Btu/h⋅linear ft or 9063 Btu∕h ⋅ ft2 water-cooled tube surface.
If the insulated tube in the preceding example is heated primarily by convection, a similar

treatment can be used to find receiver surface temperature and overall heat transfer.
For radiation through furnace wall openings, heat transfer in Btu/h⋅ft2 ⋅∘F is reduced by

wall thickness, and the result can be calculated similarly to the problem of two parallel planes
of equal size connected by reradiating walls, as shown in Fig. 19.

Heat transfer in internally fired combustion tubes (“radiant tubes”) is a combination of
convection and gas radiation from combustion gases to the tube wall. External heat transfer
from tubes to load will be direct radiation and reradiation from furnace walls, as illustrated in
Fig. 19. The overall factor for internal heat transfer can be estimated from Fig. 31, calculated
for 6- and 8-in.-inside-diameter tubes. The convection coefficient increases with firing rate and
to some extent with temperature. The gas radiation factor depends on temperature and inside
diameter. The effect of flame luminosity has not been considered.
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Figure 31 Gas radiation (Hr) and convection (Hc) coefficients for flue gas inside radiant tubes.
a

9 FLUID FLOW

Fluid flow problems of interest to the furnace engineer include the resistance to flow of air or flue
gas over a range of temperatures and densities through furnace ductwork, stacks and flues, or
recuperators and regenerators. Flow of combustion air and fuel gas through distribution piping
and burners will also be considered. Liquid flow of water and fuel oil must also be evaluated
in some furnace designs but will not be treated in this chapter.

To avoid errors resulting from gas density at temperature, velocities will be expressed as
mass velocities in units of G = lb∕h ⋅ ft2. Because the low pressure differentials in systems
for flow of air or flue gas are usually measured with a manometer, in units of inches of water
column (in. H2O), that will be the unit used in the following discussion.

The relation of velocity head hv in inches of H2O to mass velocity G is shown for a range
of temperatures in Fig. 32. Pressure drops as multiples of hv are shown for some configurations
used in furnace design in Figs. 33 and 34. The loss for flow across tube banks in multiples of
the velocity head is shown in Fig. 35 as a function of the Reynolds number.

The Reynolds number Re is a dimensionless factor in fluid flow defined as Re = DG∕𝜇,
whereD is inside diameter or equivalent dimension in feet,G is mass velocity as defined above,
and 𝜇 is viscosity as shown in Fig. 9. Values for Re for air or flue gas in the range of interest
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Figure 32 Heat loss for flow of air or flue gas across tube banks at atmospheric pressure (velocity head)
x F x R.

are shown in Fig. 36. Pressure drop for flow through long tubes is shown in Fig. 37 for a range
of Reynolds numbers and equivalent diameters.

9.1 Preferred Velocities

Mass velocities used in contemporary furnace design are intended to provide an optimum bal-
ance between construction costs and operating costs for power and fuel; some values are as
follows:

Medium Mass Velocity G
Velocity Head
(in H2O)

Cold air 15,000 0.7
800∘F air 10,000 0.3
2200∘F flue gas 1,750 0.05
1500∘F flue gas 2,000 0.05
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Figure 33 Pressure drop in velocity heads for flow of air or flue gas through entrance configurations or
expansion sections.a

The use of these factors will not necessarily provide an optimum cost balance. Consider a
furnace stack of self-supporting steel construction linedwith 6 in. of gunned insulation. ForG =
2000 and hv = 0.05 at 1500∘F, an inside diameter of 12 ft will provide a flow of 226,195 lb∕h.
To provide a net draft of 1 in. H2O with stack losses of about 1.75hv or 0.0875 in., the effective
height from Fig. 38 is about 102 ft. By doubling the velocity head to 0.10 in. H2O, G at 1500∘F
becomes 3000. For the same mass flow, the inside diameter is reduced to 9.8 ft. The pressure
drop through the stack increases to about 0.175 in., and the height required to provide a net draft
of 1 in. increases to about 110 ft. The outside diameter area of the stack is reduced from 4166 ft2

to 11 × 3.1416 × 110 = 3801 ft2. If the cost per square foot of outside surface is the same for
both cases, the use of a higher stack velocity will save construction costs. It is accordingly
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Figure 34 Pressure drop in velocity heads for flow of air or flue gas through orifices, elbows, and lateral
outlets.a

recommended that specific furnace designs receive a more careful analysis before selecting
optimum mass velocities.

Staggered Tubes Tubes in Line Factor F for x/ D

x/D Factor F y/D 1.5 2 3 4

1.5 2.00 1.25 1.184 0.576 0.334 0.268
2 1.47 1.5 1.266 0.656 0.387 0.307
3 1.22 2 1.452 0.816 0.497 0.390
4 1.14 3 1.855 1.136 0.725 0.572

4 2.273 1.456 0.957 0.761
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Figure 35 Pressure drop factors for flow of air or flue gas through tube banks.a

Stack draft at ambient atmospheric temperature of 70∘F is shown in Fig. 38 as a function of
flue gas temperature. Where greater drafts are desirable with a limited height of stack, a jet-type
stack can be used to convert the momentum of a cold air jet into stack draft. Performance data
are available from manufacturers.

9.2 Centrifugal Fan Characteristics

Performance characteristics for three types of centrifugal fans are shown in Fig. 39.
More exact data are available from fan manufacturers. Note that the backward curved
blade has the advantage of limited horsepower demand with reduced back pressure
and increasing volume and can be used where system resistance is unpredictable. The
operating point on the pressure–volume curve is determined by the increase of duct
resistance with flow matched against the reduced outlet pressure, as shown in the upper
curve.
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Figure 36 Reynolds number (Re) for flow of air or flue gas through tubes or across tube banks.a

Figure 37 Length in feet for pressure drop of one velocity head for flow of air or flue gas as function of
Re and D.a
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Figure 38 Stack draft for ambient Tg = 70∘F and psia = 14.7 lb / in2.a

9.3 Laminar and Turbulent Flows

The laminar flow of a fluid over a boundary surface is a shearing process with velocity varying
from zero at the wall to a maximum at the center of the cross section or the center of the top
surface for liquids in an open channel. Above a critical Reynolds number, between 2000 and
3000 in most cases, flow becomes a rolling action with a uniform velocity extending almost to
the walls of the duct and is identified as turbulent flow.

With turbulent flow the pressure drop is proportional to D; the flow in a large duct
can be converted from turbulent to laminar by dividing the cross-sectional area into a
number of parallel channels. If flow extends beyond the termination of these channels, the
conversion from laminar to turbulent flow will occur over some distance in the direction
of flow.

Radial mixing with laminar flow is by the process of diffusion, which is the mixing effect
that occurs in a chamber filledwith two different gases separated by a partition after the partition
is removed. Delayedmixing and high luminosity in the combustion of hydrocarbon gases can be
accomplished by “diffusion combustion,” in which air and fuel enter the combustion chamber
in parallel streams at equal and low velocity.
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Figure 39 Centrifugal fan characteristics.a

10 BURNER AND CONTROL EQUIPMENT

With increasing costs of fuel and power, the fraction of furnace construction and mainte-
nance costs represented by burner and control equipment can be correspondingly increased.



362 Furnaces

Burner designs should be selected for better control of the flame pattern over a wider range of
turndown and for complete combustion with a minimum excess air ratio over that range.

Furnace functions to be controlled, manually or automatically, include temperature, inter-
nal pressure, fuel/air ratio, and adjustment of firing rate to anticipated load changes. For inter-
mittent operation or for a wide variation in required heating capacity, computer control may be
justified to anticipate required changes in temperature setting and firing rates, particularly in
consecutive zones of continuous furnaces.

10.1 Burner Types

Burners for gas fuels will be selected for the desired degree of premixing of air and fuel, to
control flame pattern, and for the type of flame pattern, compact and directional, diffuse or flat
flame coverage of adjacent wall area. Burners for oil fuels, in addition, will need provision for
atomization of fuel oil over the desired range of firing rates.

The simplest type of gas burner comprises an opening in a furnace wall through which
combustion air is drawn by furnace draft and a pipe nozzle to introduce fuel gas through that
opening. The flame pattern will be controlled by gas velocity at the nozzle and by excess air
ratio. The fuel/air ratio will be manually controlled for flame appearance by the judgment of
the operator, possibly supplemented by continuous or periodic flue gas analysis. In regenerative
furnaces, with firing ports serving alternately as exhaust flues, the open pipe burner may be the
only practical arrangement.

For one-way fired furnaces, with burner port areas and combustion air velocities subject
to control, fuel/air ratio control can be made automatic over a limited range of turndown with
several systems, including:

Mixing in venturi tube, with energy supplied by gas supply inducing atmospheric air.
Allows simplest piping system with gas available at high pressure, as from some
natural gas supplies.

Venturi mixer with energy from combustion air at intermediate pressure. Requires air sup-
ply piping and distribution piping from mixing to burners.

With both combustion air and fuel gas available at intermediate pressures, pressure drops
through adjustable orifices can bematched or proportioned to hold desired flow ratios. For more
accurate control, operation of flow control valves can be by an external source of energy.

Proportioning in venturi mixers depends on the conservation of momentum—the product
of flow rate and velocity or of orifice area and pressure drop. With increased back pressure in
the combustion chamber, the fuel/air ratio will be increased for the high-pressure gas inspirator
or decreased with air pressure as the source of energy unless the pressure of the induced fluid
is adjusted to the pressure in the combustion chamber.

The arrangement of a high-pressure gas inspirator system is illustrated in Fig. 40. Gas
enters the throat of the venturi mixer through a jet on the axis of the opening. Air is induced
through the surrounding area of the opening, and ratio control can be adjusted by varying the
air inlet opening by a movable shutter disk. A single inspirator can supply a number of burners
in one firing zone or a single burner.

For the air primary mixing system, a representative arrangement is shown in Fig. 41. The
gas supply is regulated to atmospheric or to furnace gas pressure by a diaphragm-controlled
valve. Ratio control is by adjustment of an orifice in the gas supply line. With air flow the
only source of energy, errors in proportioning can be introduced by friction in the gas pressure
control valve. Each mixer can supply one or more burners, representing a control zone.

With more than one burner per zone, the supply manifold will contain a combustible mix-
ture that can be ignited below a critical port velocity to produce a backfire that can extinguish
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Figure 40 Air/gas ratio control by high-pressure gas inspirator.a

Figure 41 Air/gas ratio control by air inspirator.a
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Figure 42 Dual fuel burner with removable oil nozzle.a Courtesy of Bloom Engineering Company.

burners and possibly damage the combustion system. This hazard has made the single burner
per mixer combination desirable, and many contemporary designs combine mixer and burner
in a single structure.

With complete premixing of fuel and air, the flame will be of minimum luminosity, with
combustion complete near the burner port. With delayed mixing, secured by introducing fuel
and air in separate streams, through adjacent openings in the burner, or by providing a partial
premix of fuel with a fraction of combustion air, flame luminosity can be controlled to increase
flame radiation.

In a burner providing no premix ahead of the combustion chamber, flame pattern is deter-
mined by velocity differentials between air and fuel streams and by the subdivision of air flow
into several parallel streams. This type of burner is popular for firing with preheated combustion
air and can be insulated for that application.

Partial premix can be secured by dividing the air flow between a mixing venturi tube and
a parallel open passage.

With the uncertainty of availability of contemporary fuel supplies, dual fuel burners,
optionally fired with fuel gas or fuel oil, can be used. Figure 42 illustrates the design of a large
burner for firing gas or oil fuel with preheated air. For oil firing, an oil-atomizing nozzle is
inserted through the gas tube. To avoid carbon buildup in the oil tube from cracking of residual
oil during gas firing, the oil tube assembly is removable.

Oil should be atomized before combustion in order to provide a compact flame pattern.
Flame length will depend on burner port velocity and degree of atomization. Atomization can
be accomplished by delivery of oil at high pressure through a suitable nozzle; by intermediate
pressure air, part or all of the combustion air supply, mixing with oil at the discharge nozzle;
or by high-pressure air or steam. For firing heavy fuel oils of relatively high viscosity, pre-
heating in the storage tank, delivery to the burner through heated pipes, and atomization by
high-pressure air or steam will be needed. If steam is available, it can be used for both tank
and pipe heating and for atomization. Otherwise, the tank and supply line can be electrically
heated, with atomization by high-pressure air.

10.2 Burner Ports

Amajor function of fuel burners is to maintain ignition over a wide range of demand and in spite
of lateral drafts at the burner opening. Ignition can be maintained at low velocities by recircula-
tion of hot products of combustion at the burner nozzle, as in the bunsen burner, but stability of
ignition is limited to low port velocities for both the entering fuel/air mixture and lateral drafts
at the point of ignition. Combustion of a fuel/air mixture can be catalyzed by contact with a
hot refractory surface. A primary function of burner ports is to supply that source of ignition.
Where combustion of a completely mixed source of fuel and air is substantially completed in
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the burner port, the process is identified as “surface combustion.” Ignition by contact with hot
refractory is also effective in flat flame burners, where the combustion air supply enters the
furnace with a spinning motion and maintains contact with the surrounding wall.

Burner port velocities for various types of gas burners can vary from 3000 to
13,000 lb/h⋅ft2, depending on the desired flame pattern and luminosity. Some smaller
sizes of burners are preassembled with refractory port blocks.

10.3 Combustion Control Equipment

Furnace temperature can bemeasured by a bimetallic thermocouple inserted through the wall or
by an optical sensing of radiation from furnace walls and products of combustion. In either case,
an electrical impulse is translated into a temperature measurement by a suitable instrument and
the result indicated by a visible signal and optionally recorded on a moving chart. For automatic
temperature control, the instrument reading is compared to a preset target temperature, and the
fuel and air supply is adjusted to match through a power-operated valve system.

Control may be on–off, between high and low limits; three position, with high, normal,
and off valve openings; or proportional with input varying with demand over the full range of
control. The complexity and cost of the system will, in general, vary in the same sequence.
Because combustion systems have a lower limit of input for proper burner operation or fuel/
air ratio control, the proportioning temperature control system may cut off fuel input when it
drops to that limit.

Fuel/air ratios may be controlled at individual burners by venturi mixers or in multiple
burner firing zones by similar mixing stations. To avoid back firing in burner manifolds, the
pressures of air and gas supplies can be proportioned to provide the proper ratio of fuel and
air delivered to individual burners through separate piping. Even though the desired fuel/air
ratio can be maintained for the total input to a multiple burner firing zone, errors in distribution
can result in excess air or fuel being supplied to individual burners. The design of distribution
piping, downstream from ratio control valves, will control delayed combustion of excess fuel
and air from individual burners.

In batch-type furnaces for interrupted heating cycles, it may be advantageous to trans-
fer temperature control from furnace temperature to load temperature as load temperature
approaches the desired level in order to take advantage of higher furnace temperatures in the
earlier part of the heating cycle. An example is a furnace for annealing steel strip coils. Because
heat flow through coil laminations is a fraction of that parallel to the axis of the coil, coils may
be stacked vertically with open coil separators between them, to provide for heat transfer from
recirculated furnace atmosphere to the end surfaces of coils. For bright annealing, the furnace
atmosphere will be nonoxidizing, and the load will be enclosed in an inner cover during heating
and cooling, with the atmosphere recirculated by a centrifugal fan in the load support base, to
transfer heat from the inner cover to end faces of coils. There will also be some radiation heat
transfer from the inner cover to the cylindrical surface of the coil stack.

Inner covers are usually constructed of heat-resisting alloy, with permissible operating
temperatures well above the desired final load temperature. A preferred design provides for
initial control of furnace inside wall temperature from a thermocouple inserted through the
furnace wall, with control switched to a couple in the support base, in control with the bottom of
the coil stack, after load temperature reaches a present level below the desired final temperature.

To avoid leakage of combustion gases outward through furnace walls, with possible over-
heating of the steel enclosure, or infiltration of cold air that could cause nonuniform wall
temperatures, control of internal furnace pressure to slightly above ambient is desirable. This
can be accomplished by an automatic damper in the outlet flue, adjusted to hold the desired
pressure at the selected point in the furnace enclosure. In furnaces with door openings at either
end, the point of measurement should be close to hearth level near the discharge end. A practical
furnace pressure will be 0.01–0.05 in. H2O.
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With recuperative or regenerative firing systems, the preferred location of the control
damper will be between the waste-heat recovery system and the stack to operate at minimum
temperature. In high-temperature furnaces without waste-heat recovery, a water-cooled damper
may be needed.

With combustion air preheated before distribution to several firing zones, the ratio control
system for each zone will need adjustment to entering air temperature. However, if each firing
zone has a separate waste-heat recovery system, the zone air supply can be measured before
preheating to maintain the balance with fuel input.

The diagram of a combustion control system in Fig. 43 shows how these control functions
can be interlocked with the required instrumentation.

For automatic furnace pressure control to be effective, it should be used in combination
with proportioning-type temperature control. With on–off control, for example, the control of
furnace pressure at zero firing rate cannot be accomplished by damper adjustment, and with a
continuous variation in firing rate between maximum and minimum limits or between maxi-
mum and off, the adjustment of damper position to sudden changes in firing rate will involve a
time lag factor that can make control ineffective.

Figure 43 Combustion control diagram for recuperative furnace.a
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An important function of a furnace control system is to guard against safety hazards,
such as explosions, fires, and personal injury. Requirements have been well defined in codes
issued by industrial insurers and include provision for continuous ignition of burners in
low-temperature furnaces, purging of atmosphere furnaces and combustion of hydrogen or
carbon monoxide in effluent atmospheres, and protection of operating personnel from injury
by burning, mechanical contact, electrical shock, poisoning by inhalation of toxic gases, or
asphyxiation. Plants with extensive furnace operation should have a safety engineering staff to
supervise selection, installation, and maintenance of safety hazard controls and to coordinate
the instruction of operating personnel in their use.

10.4 Air Pollution Control

Anew and increasing responsibility of furnace designers and operators is to provide controls for
toxic, combustible, or particulate materials in furnace flue gases to meet federal or local stan-
dards for air quality. Designs for furnaces to be built in the immediate future should anticipate
a probable increase in restrictions of air pollution in coming years.

Toxic contaminants include sulfur and chlorine compounds, nitrogen oxides, carbon
monoxide, and radioactive wastes. The epidemic of “acid rain” in areas downwind from large
coal-burning facilities is an example.

Combustible contaminants include unburned fuel, soot, and organic particulates from
incinerators and the visible constituents of smoke, except for steam. Other particulates include
suspended ash and suspended solids from calcination processes.

Types of control equipment include the following:

1. Bag filters or ceramic fiber filters to remove suspended solids. Filters require periodic
cleaning or replacement and add to the pressure drop in flue gases leaving the system.

2. Electrostatic filters, in which suspended particles pass through a grid to be electrically
charged and are collected on another grid or on spaced plates with the opposite potential.
Smaller units are cleaned periodically by removal and washing. Large industrial units are
cleaned in place. A possible objection to their use is a slight increase in the ozone content
of treated air.

3. Wet scrubbers are particularly effective for removing water-soluble contaminants such
as sulfur and chlorine compounds. They can be used in place of filters for handling heavy
loads of solid particulates such as from foundry cupola furnaces, metal-refining processes, and
lime kilns. Waste material is collected as a mud or slurry, requiring proper disposal to avoid
solid-waste problems.

4. Combustible wastes, such as the solvent vapors from organic coating ovens, may be
burned in incinerator units by adding combustion air and additional fuel as required. Fuel econ-
omymay be improved by using waste heat from combustion to preheat incoming gases through
a recuperator. The same system may be used for combustible solid particulates suspended in
flue gases.

5. Radioactive wastes from nuclear power plants will usually be in the form of suspended
solids that can be treated accordingly if suitable facilities for disposal of collected material are
available or as radioactive cooling water for which a suitable dumping area will be needed.

11 WASTE HEAT RECOVERY SYSTEMS

In fuel-fired furnaces, a fraction of the energy from combustion leaves the combustion chamber
as sensible heat in waste gases and the latent heat of evaporation for any water vapor con-
tent resulting from the combustion of hydrogen. Losses increase with flue gas temperature and
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excess air and can reach 100% of input when furnace temperatures equal theoretical flame
temperatures.

Waste heat can be recovered in several ways:

1. Preheating incoming loads in a separate enclosure ahead of the furnace.

2. Generating process steam, or steam for electric power generation. Standby facilities will
be needed for continuous demand to cover interruptions of furnace operation.

3. Preheating combustion air, or low-Btu fuels, with regenerative or recuperative firing
systems.

11.1 Regenerative Air Preheating

For the high flue gas temperatures associated with glass- and metal-melting processes, for
which metallic recuperators are impractical, air may be preheated by periodical reversal of
the direction of firing, with air passing consecutively through a hot refractory bed or checker
chamber, the furnace combustion chamber, and another heat storage chamber in the waste-gas
flue. The necessary use of the furnace firing port as an exhaust port after reversal limits the
degree of control of flame patterns and the accuracy of fuel/air control in multiple port furnaces.
Regenerative firing is still preferred, however, for open hearth furnaces used to convert blast
furnace iron to steel, for large glass-melting furnaces, and for some forging operations.

A functional diagram of a regenerative furnace is shown in Fig. 44. The direction of flow of
combustion air and flue gas is reversed by a valve arrangement connecting the low-temperature

Figure 44 Regenerative furnace diagram.a
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end of the regenerator chamber to either the combustion air supply or the exhaust stack. Fuel
input is reversed simultaneously, usually by an interlocked control. Reversal can be in cycles
of from 10 to 30min duration, depending primarily on furnace size.

11.2 Recuperator Systems

Recuperative furnaces are equipped with a heat exchanger arranged to transfer heat continu-
ously from outgoing flue gas to incoming combustion air. Ceramic heat exchangers, built up of
refractory tubes or refractory block units arranged for cross flow of air and flue gas, have the
advantage of higher temperature limits for incoming flue gas and the disadvantage of leakage of
air or flue gas between passages, with leakage usually increasing with service life and pressure

Figure 45 Stack-type recuperator.a Courtesy of Morgan Engineering Company.
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Figure 46 Radiant tube recuperator.a Courtesy of Holcroft Division, Thermo-Electron Corp.

differentials. With the improvement in heat-resistant alloys to provide useful life at higher tem-
peratures and with better control of incoming flue gas temperatures, metallic recuperators are
steadily replacing ceramic types.

Metal recuperators can be successfully used with very high flue gas temperatures if
entering temperatures are reduced by air dilution or by passing through a high-temperature
waste-heat boiler.

Familiar types of recuperators are shown in Figures 45–47.
Figure 45 shows the radiation or stack type. Flue gases pass through an open cylinder, usu-

ally upward, with heat transfer primarily by gas radiation to the surrounding wall. An annular
passage is provided between inner and outer cylinders, in which heat is transferred to air at
high velocity by gas radiation and convection, or by solid-state radiation from inner to outer
cylinders and convection. The radiation recuperator has the advantage of acting as a portion of
an exhaust stack, usually with flue gas and air counterflow. Disadvantages are distortion and
resulting uneven distribution of air flow, resulting from differential thermal expansion of the
inner tube, and the liability of damage from secondary combustion in the inner chamber.

11.3 Recuperator Combinations

To provide preheated air at pressure required for efficient combustion without excessive air
leakage from the air to the flue gas side in refractory recuperators, the air pressure can be
increased between the recuperator and burner by a booster fan. Top air temperatures will be
limited by fan materials. As an alternative, air temperatures can be boosted by a jet pump with
tolerance for much higher temperatures.

In a popular design for recuperator firing of soaking pits, flue gases pass through the refrac-
tory recuperator at low pressure, with air flowing counterflow at almost the same pressure.
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Air flow is induced by a jet pump, and, to increase the jet pump efficiency, the jet air can be
preheated in a metal recuperator between the refractory recuperator and the stack. Because the
metal recuperator can handle air preheated to the limit of the metal structure, power demand
can be lowered substantially below that for a cold air jet.

Radiant tubes can be equipped with individual recuperators, as shown in Fig. 46. Some
direct-firing burners are available with integral recuperators.

12 FURNACE COMPONENTS IN COMPLEX THERMAL PROCESSES

An industrial furnace, with its auxiliaries, may be the principal component in a thermal process
with functions other than heating and cooling. For example, special atmosphere treatment of
load surfaces to increase or decrease the carbon content of ferrous alloys can be accomplished
in a furnace heated by radiant tubes or electrical heating elements or by electric induction. A
source of the required controlled atmosphere is usually part of the furnace process equipment
designed and supplied by the furnace manufacturer.

Continuous heat treatment of strip or wire to normalize or anneal ferrous materials fol-
lowed by coating in molten metal, such as zinc or aluminum, or electroplating can be accom-
plished by one of two arrangements for furnace coating lines. One arrangement has a sequence
of horizontal passes, with a final cooling zone to regulate strip temperature to the approximate
temperature of the coating bath and an integral molten-metal container. Strip is heat treated in a
controlled atmosphere to avoid oxidation, with the same atmosphere maintained to the point of
immersion in molten metal. The second arrangement is for higher velocities and longer strands
in heating and cooling passes. In this arrangement, strip may be processed in a series of vertical
strands supported by conveyor rolls.

Furnace lines designed for either galvanizing or aluminum coating may be designed with
two molten-metal pots with the entry strand arranged to be diverted to either one and with the
cooling zone adjustable to discharge the strand to either pot at the required temperature.

Thermal processing lines may include furnace equipment for heating the load to the
temperature required for annealing, normalizing, or hardening, a quench tank for oil or water
cooling to develop hardness, a cleaning station to remove quench oil residues, and a separate
tempering furnace to develop the desired combination of hardness and toughness. Loads may
be in continuous strand form or in units carried by trays or fixtures that go through the entire
process or carried on a series of conveyors. The required atmosphere generator will be part of
the system.

Where exposure to hydrogen or nitrogen in furnace atmospheres may be undesirable, as
in heat treatment of some ferrous alloys, heating and cooling can be done in a partial vacuum,
usually with heat supplied by electrical resistors. Quenching can be done in a separate chamber
with a controlled atmosphere suitable for brief exposure.

Systems for collecting operating data from one or more furnaces and transmitting the data
to a central recording or controlling station may also be part of the responsibility of the furnace
supplier.

13 FURNACE CAPACITY

Factors limiting the heating capacity of industrial furnaces include building space limitations,
available fuel supplies, limited temperature of heat sources such as electric resistors or metal
radiant tubes, and limits on final load temperature differentials. Other factors under more direct
control by furnace designers are the choice between batch and continuous heating cycles;
time–temperature cycles to reach specified final load temperatures; fuel firing arrangements;
and control systems for furnace temperature, furnace pressure, and fuel/air ratios. In addition,
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the skills and motivation of furnace operating personnel, as the result of training, experience,
and incentive policies, will directly affect furnace efficiency.

14 FURNACE TEMPERATURE PROFILES

Time–temperature patterns can be classified as uniform wall temperature (Tw), uniform com-
bustion gas temperature (Tg), or variable Tw and Tg designed to secure the best combination of
heating capacity and fuel efficiency.

In a batch-type furnace with fairly massive loads, the temperature control system can be
arranged to allow firing at the maximum burner capacity until a preset wall temperature limit
is reached, adjusting the firing rate to hold that wall temperature, until the load temperature
approaches the limit for the heated surface, and reducing the wall temperature setting to hold
maximum load temperature Ts while the minimum Tc reaches the desired level.

In continuous furnaces, control systems have evolved from a single firing zone, usually
fired from the discharge end with flue gas vented from the load charge end, to two or three zone
firing arranged for counterflow relation between furnace loads and heating gases.

Progress from single to multiple zone firing has improved heating rates by raising furnace
temperatures near the charge endwhile increasing fuel demand by allowing higher temperatures
in flue gas leaving the preheat zone. Load temperature control has been improved by allowing
lower control temperatures in the final zone at the discharge end.

With multiple zone firing, the control system can be adjusted to approach the constant gas
temperature model, constant wall temperature, or a modified system in which both Tg and Tw
vary with time and position. Because gas temperatures are difficult to measure directly, the
constant-gas-temperature pattern can be simulated by an equivalent wall temperature profile.
With increasing fuel costs, temperature settings in a three-zone furnace can be arranged to
discharge flue gases at or below the final load temperature, increasing the temperature setting
in the main firing zone to a level to provide an equilibrium wall and load temperature close to
the desired final load temperature during operating delays and setting a temperature in the final
or soak zone slightly above the desired final load surface temperature.

15 REPRESENTATIVE HEATING RATES

Heating times for various furnace loads, loading patterns, and time–temperature cycles can
be calculated from data on radiation and non–steady-state conduction. For preliminary esti-
mates, heating times for steel slabs to rolling temperatures, with a furnace temperature profile
depressed at the entry end, have been estimated on a conservative basis as a function of thickness
heated from one side and final load temperature differential and are shown in Fig. 26. The ratios
for heating time required for square steel billets in various loading patterns are shown in Fig. 25.
For other rectangular cross sections and loading patterns, heating times can be calculated by
the Newman method.

Examples of heating times required to reach final load temperatures of Ts = 2300∘F and
Tc = 2350∘F with constant furnace wall temperatures are as follows:

1. A 12-in.-thick carbon steel slab on refractory hearth with open firing: 9 h at 54.4 lb/
h⋅ft2.

2. A 4-in.-thick slab, same conditions as 1: 1.5 h at 109 lb/h⋅ft2.

3. Carbon steel billets 4 in. square loaded 8 in. on center on a refractory hearth: 0.79 h at
103 lb/h⋅ft2.

4. Billets 4 in. square loaded as in 3, but heated to Ts = 1650∘F and Tc = 1600∘F for nor-
malizing: 0.875 h at 93 lb∕h ⋅ ft2.
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5. Thin steel strip heated from both sides to 1350∘F by radiant tubes with a wall tempera-
ture of 1700∘F, total heating rate for both sides: 70.4 lb/h⋅ft2.

6. Long aluminum billets, 6 in. diameter, are to be heated to 1050∘F. Billets will be loaded
in multiple layers separated by spacer bars, with wind flow parallel to their length. With
billets in lateral contact and with wind at a mean temperature of 1500∘F, estimated heat-
ing time is 0.55 h.

7. Small aluminum castings are to be heated to 1000∘F on a conveyor belt by jet impinge-
ment of heated air. Assuming that the load will have thick and thin sections, wind
temperature will be limited to 1100∘F to avoid overheating thinner sections. With suit-
able nozzle spacing and wind velocity, the convection heat transfer coefficient can be
Hc = 15 Btu∕h ⋅ ft2 and the heating rate 27 lb∕h ⋅ ft2.

16 SELECTING NUMBER OF FURNACE MODULES

For a given heating capacity and with no limits on furnace size, one large furnace will cost less
to build and operate than a number of smaller units with the same total hearth area. However,
furnace economy may be better with multiple units. For example, where reheating furnaces are
an integral part of a continuous hot strip mill, the time required for furnace repairs can reduce
mill capacity unless normal heating loads can be handled with one of several furnaces down
for repairs. For contemporary hot strip mills, the minimum number of furnaces is usually three,
with any two capable of supplying normal mill demand.

Rolling mills designed for operation 24 h per day may be supplied by batch-type furnaces.
For example, soaking-pit-type furnaces are used to heat steel ingots for rolling into slabs. The
mill rolling rate is 10 slabs/h. Heating time for ingots with residual heat from casting averages
4 h, and the time allowed for reloading an empty pit is 2 h, requiring an average turnover time
of 6 h. The required number of ingots in pits and spaces for loading is accordingly 60, requiring
six holes loaded 10 ingots per hole.

If ingots are poured after a continuous steelmaking process, such as open hearth furnaces
or oxygen retorts, and are rolled on a schedule of 18 turns per week, it may be economical at
present fuel costs to provide pit capacity for hot storage of ingots cast over weekends, rather
than reheating them from cold during the following week.

With over- and underfired slab reheating furnaces, with slabs carried on insulated,
water-cooled supports, normal practice has been to repair pipe insulation during the annual
shutdown for furnace maintenance, by which time some 50% of insulation may have been
lost. By more frequent repair, for example, after 10% loss of insulation, the added cost of lost
furnace time, material, and labor may be more than offset by fuel savings, even though total
furnace capacity may be increased to offset idle time.

17 FURNACE ECONOMICS

The furnace engineer may be called on to make decisions or submit recommendations for the
design of new furnace equipment or the improvement of existing furnaces. New furnaces may
be required for new plant capacity or addition to existing capacity, in which case the return
on investment will not determine the decision to proceed. Projected furnace efficiency will,
however, influence the choice of design.

If new furnace equipment is being considered to replace obsolete facilities or if the
improvement of existing furnaces is being considered to save fuel or power or reduce
maintenance costs, return on investment will be the determining factor. Estimating that return
will require evaluation of these factors:
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Projected service life of equipment to be improved

Future costs of fuel, power, labor for maintenance, or operating supervision and repairs
for the period assumed

Cost of production lost during operating interruptions for furnace improvement or strikes
by construction trades

Cost of money during the improvement program and interest available from alternative
investments

Cost of retraining operating personnel to take full advantage of furnace improvements

17.1 Operating Schedule

For a planned annual capacity, furnace size will depend on the planned hours per year of oper-
ation, and fuel demand will increase with the ratio of idle time to operating time, particularly
in furnaces with water-cooled load supports. If furnace operation will require only a two- or
three-man crew and if furnace operation need not be coordinated with other manufacturing
functions, operating costs may be reduced by operating a smaller furnace two or three turns per
day, with the cost of overtime labor offset by fuel savings.

On the other hand, where furnace treatment is an integral part of a continuous manufac-
turing process, the provision of standby furnace capacity to avoid plant shutdown for furnace
maintenance or repairs may be indicated.

If furnace efficiency deteriorates rapidly between repairs, as with loss of insulation from
water-cooled load supports, the provision of enough standby capacity to allow more frequent
repairs may reduce overall costs.

17.2 Investment in Fuel-Saving Improvements

At present and projected future costs of gas and oil fuels, the added cost of building more effi-
cient furnaces ormodifying existing furnaces to improve efficiency can usually be justified. Pos-
sible improvements include better insulation of the furnace structure, modified firing arrange-
ments to reduce flue gas temperatures or provide better control of fuel/air ratios, programmed
temperature control to anticipate load changes, more durable insulation of water-cooled load
supports and better maintenance of insulation, proportioning temperature control rather than the
two-position type, and higher preheated air temperatures. For intermittent furnace operation,
the use of low-density insulation to line furnace walls and roofs can result in substantial savings
in fuel demand for reheating to operating temperature after idle periods.

The relative costs and availability of gas and oil fuels may make a switch from one fuel to
another desirable at any future time, preferably without interrupting operations. Burner equip-
ment and control systems are available, at some additional cost, to allow such changeovers.

The replacement of existing furnaces with more fuel-efficient designs or the improvement
of existing furnaces to save fuel need not be justified in all cases by direct return on investment.
Where present plant capacitymay be reduced by future fuel shortages or where provision should
be made for increasing capacity with fuel supplies limited to present levels, cost savings by
better fuel efficiency may be incidental.

Government policies on investment tax credits or other incentives to invest in fuel-saving
improvements can influence the return on investment for future operation.
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1 HEAT EXCHANGER TYPES AND CONSTRUCTION

Heat exchangers permit exchange of energy from one fluid to another, usually without permit-
ting physical contact between the fluids. The following configurations are commonly used in
the power and process industries.

1.1 Shell-and-Tube Heat Exchangers

Shell-and-tube heat exchangers normally consist of a bundle of tubes fastened into holes drilled
in metal plates called tubesheets. The tubes may be rolled into grooves in the tubesheet, welded

375
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Figure 1 Schematic illustration of shell-and-tube heat exchanger construction.

to the tubesheet, or both to ensure against leakage. When possible, U-tubes are used, requiring
only one tubesheet. The tube bundle is placed inside a large pipe called a shell; see Fig. 1. Heat
is exchanged between a fluid flowing inside the tubes and a fluid flowing outside the tubes in
the shell.

When the tubeside heat transfer coefficient is as high as three times the shellside heat
transfer coefficient, it may be advantageous to use low integral finned tubes. These tubes can
have outside heat transfer coefficients as high as plain tubes or even higher but increase the
outside heat transfer area by a factor of about 2.5–4. For design methods using finned tubes,
see Ref. 1 for single-phase heat exchangers and Ref. 1a for condensers. Details of construction
practices are described by Saunders.2

The Tubular Exchanger Manufacturers Association (TEMA) provides a manual of
standards for construction of shell-and-tube heat exchangers3 which contains designations for
various types of shell-and-tube heat exchanger configurations. The most common types are
summarized below.

E-Type
The E-type shell-and-tube heat exchanger (illustrated in Fig. 2) is the workhorse of the process
industries, providing economical rugged construction and a wide range of capabilities. Baffles
support the tubes and increase shellside velocity to improve heat transfer. More than one pass is
usually provided for tubeside flow to increase the velocity (Fig. 2a). However, for some cases,
notably vertical thermosiphon vaporizers, a single tubepass is used, as shown in Fig. 2b.

The E-type shell is usually the first choice of shell types because of lowest cost but some-
times requires more than the allowable pressure drop or produces a temperature “pinch” (see
Section 4.4), so other, more complicated types are used.

F-Type Shell
If the exit temperature of the cold fluid is greater than the exit temperature of the hot fluid, a
temperature cross is said to exist. A slight temperature cross can be tolerated in a multitubepass
E-type shell (see below), but if the cross is appreciable, either units in series or complete coun-
tercurrent flow is required. A solution sometimes used is the F-type or two-pass shell, as shown
in Fig. 3.

The F-type shell has a number of potential disadvantages, such as thermal and fluid leakage
around the longitudinal baffle and high pressure drop, but it can be effective in some cases if
well designed.
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Figure 2 TEMA E-type shell: (a) horizontal multitubepass; (b) vertical single tubepass.

Figure 3 TEMA F-type shell.

Figure 4 TEMA J-type shell.

J-Type
When an E-type shell cannot be used because of high pressure drop, a J-type or divided flow
exchanger, shown in Fig. 4, is considered. Since the flow is divided and the flow length is also
cut in half, the shellside pressure drop is only about one-eighth to one-fifth that of an E-type
shell of the same dimensions.

X-Type
When a J-type shell would still produce too high a pressure drop, an X-type shell, shown in
Fig. 5, may be used. This type is especially applicable for vacuum condensers and can be
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Figure 5 TEMA X-type shell.

Figure 6 TEMA G-type shell.

Figure 7 TEMA H-type shell.

equipped with integral finned tubes to counteract the effect of low shellside velocity on heat
transfer. It is usually necessary to provide a flow distribution device under the inlet nozzle.
When the ratio of tube length to shell diameter is greater than about 4.5, a second set of shellside
nozzles should be added.

G-Type
This shell type, shown in Fig. 6, is sometimes used for horizontal thermosiphon shellside vapor-
izers. The horizontal baffle is used especially for boiling rangemixtures and provides better flow
distribution than would be the case with the X-type shell. The G-type shell also permits a larger
temperature cross than the E-type shell with about the same pressure drop.

H-Type
If a G-type is being considered but pressure drop would be too high, an H-type may be used.
This configuration is essentially just two G-types in parallel, as shown in Fig. 7.

K-Type
This type is used exclusively for kettle reboilers and vaporizers and is characterized by the
oversized shell intended to separate vapor and liquid phases (Fig. 8). Shell-sizing relationships
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Figure 8 TEMA K-type shell.

are given in Ref. 4. Usually, the shell diameter is about 1.6–2.0 times the bundle diameter.
Design should consider amount of acceptable entrainment, height required for flow over the
weir, and minimum clearance in case of foaming.

Baffle Types
Baffles are used to increase the velocity of the fluid flowing outside the tubes (“shellside” fluid)
and to support the tubes. Higher velocities have the advantage of increasing heat transfer and
decreasing fouling (material deposit on the tubes) but have the disadvantage of increasing pres-
sure drop (more energy consumption per unit of fluid flow). The amount of pressure drop on
the shellside is a function of baffle spacing, baffle cut, baffle type, and tube pitch.

Baffle types commonly used are shown in Fig. 9, with pressure drop decreasing from
Fig. 9a to Fig. 9c. The helical baffle (Section 6) has several advantages.

Figure 9 Baffle types.
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Baffle spacing is increased when it is necessary to decrease pressure drop. A limit must be
imposed to prevent tube sagging or flow-induced tube vibration. Recommendations for maxi-
mum baffle spacing are given in Ref. 3. Tube vibration is discussed inmore detail in Section 4.2.
When the maximum spacing still produces too much pressure drop, a baffle type is consid-
ered that produces less cross flow and more longitudinal flow, for example, double segmental
instead of segmental. Minimum pressure drop is obtained if baffles are replaced by rod-type
tube supports.5

1.2 Plate-Type Heat Exchangers

Composed of a series of corrugated or embossed plates clamped between a stationary and a
movable support plate, these exchangers were originally used in the food-processing industry.
They have the advantages of low fouling rates, easy cleaning, and generally high heat transfer
coefficients and are becoming more frequently used in the chemical process and power indus-
tries. They have the disadvantage that available gaskets for the plates are not compatible with
all combinations of pressure, temperature, and chemical composition. Suitability for specific
applications must be checked. The maximum operating pressure is usually considered to be
about 1.5MPa (220 psia).6 However, welded plate versions are now available for much higher
pressures. A typical plate heat exchanger is shown in Fig. 10. Welded plate exchangers and
other compact types are discussed in Section 6.

1.3 Spiral Plate Heat Exchangers

These exchangers are also becoming more widely used, despite limitations on maximum size
and maximum operating pressure. They are made by wrapping two parallel metal plates sepa-
rated by spacers into a spiral to form two concentric spiral passages. A schematic example is
shown in Fig. 11.

Figure 10 Typical plate-type heat exchanger.
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Figure 11 Spiral plate heat exchanger.

Figure 12 Air-cooled heat exchangers.

Spiral plate heat exchangers can provide completely countercurrent flow, permitting tem-
perature crosses and close approaches while maintaining high velocity and high heat transfer
coefficients. Since all flow for each fluid is in a single channel, the channel tends to be flushed
of particles by the flow, and the exchanger can handle sludges and slurries more effectively than
can shell-and-tube heat exchangers. The most common uses are for difficult-to-handle fluids
with no phase change. However, the low-pressure-drop characteristics are beginning to pro-
mote some use in two-phase flow as condensers and reboilers. For this purpose the two-phase
fluid normally flows axially in a single pass rather than spirally.

1.4 Air-Cooled Heat Exchangers

It is sometimes economical to condense or cool hot streams inside tubes by blowing air across
the tubes rather than using water or other cooling liquid. They usually consist of a horizontal
bank of finned tubes with a fan at the bottom (forced draft) or top (induced draft) of the bank,
as illustrated schematically in Fig. 12.

Tubes in air-cooled heat exchangers (Fig. 12) are often 1 in. (25.4mm) in outside diameter
with 5∕8 in. (15.9mm) high annular fins 0.4–0.5mm thick. The fins are usually aluminum and
may be attached in a number of ways, ranging from tension wrapped to integrally extruded
(requiring a steel or alloy insert), depending on the severity of service. Tension wrapped fins
have an upper temperature limit (∼300∘F) above which the fin may no longer be in good con-
tact with the tube, greatly decreasing the heat transfer effectiveness. Various types of fins and
attachments are illustrated in Fig. 13.
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Figure 13 Typical finned tube and attachments.

A more detailed description of air-cooled heat exchanger geometries is given in Refs. 6
and 7.

1.5 Compact Heat Exchangers

The term compact heat exchanger normally refers to one of the many types of plate fin exchang-
ers used extensively in the aerospace and cryogenics industries. The fluids flow alternately
between parallel plates separated by corrugated metal strips that act as fins and that may be
perforated or interrupted to increase turbulence. Although relatively expensive to construct,
these units pack a very large amount of heat transfer surface into a small volume and are there-
fore used when exchanger volume or weight must be minimized. A detailed description with
design methods is given in Ref. 8. Also see Section 6.

1.6 Boiler Feedwater Heaters

Exchangers to preheat feedwater to power plant boilers are essentially of the shell-and-tube
type but have some special features, as described in Ref. 9. The steam that is used for pre-
heating the feedwater enters the exchanger superheated, is condensed, and leaves as subcooled
condensate. More effective heat transfer is achieved by providing three zones on the shellside:
desuperheating, condensing, and subcooling. A description of the design requirements of this
type of exchanger is given in Ref. 9.

1.7 Recuperators and Regenerators

These heat exchangers are used typically to conserve heat from furnace off-gas by exchanging
it against the inlet air to the furnace. A recuperator does this in the same manner as any other
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heat exchanger except the construction may be different to comply with requirements for low
pressure drop and handling of the high-temperature, often dirty, off-gas stream. Heat pipes
(Chapter 9) with fins are now sometimes used.

The regenerator is a transient batch-type exchanger in which packed beds are alternately
switched from the hot stream to the cold stream. A description of the operating characteristics
and design of recuperators and regenerators is given in Refs. 10 and 11.

2 ESTIMATION OF SIZE AND COST

In determining the overall cost of a proposed process plant or power plant, the cost of heat
exchangers is of significant importance. Since cost is roughly proportional to the amount of
heat transfer surface required, some method of obtaining an estimate of performance is neces-
sary, which can then be translated into required surface. The term surface refers to the total area
across which the heat is transferred. For example, with shell-and-tube heat exchangers “sur-
face” is the tube outside circumference times the tube length times the total number of tubes.
Well-known basic equations taken from Newton’s law of cooling relate the required surface to
the available temperature difference and the required heat duty.

2.1 Basic Equations for Required Surface

The following well-known equation is used (equation terms are defined in the Nomenclature):

Ao =
Q

Uo ×MTD
(1)

The required duty (Q) is related to the energy change of the fluids:

a. Sensible Heat Transfer

Q = W1Cp1(T2 − T1) (2a)

= W2Cp2(t1 − t2) (2b)

b. Latent Heat Transfer
Q = W𝜆 (3)

where W = flow rate of boiling or condensing fluid
𝜆 = latent heat of respective fluid

The mean temperature difference (MTD) and the overall heat transfer coefficient (Uo)
in Eq. 1 are discussed in Sections 2.2 and 2.3, respectively. Once the required surface, or
area (Ao), is obtained, the heat exchanger cost can be estimated. A comprehensive discus-
sion on cost estimation for several types of exchangers is given in Ref. 12. Cost charts
for small- to medium-sized shell-and-tube exchangers, developed in 1982, are given in
Ref. 13.

2.2 Mean Temperature Difference

The MTD in Eq. 1 is given by the equation

MTD =
F(TA − TB)
ln(TA∕TB)

(4)
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Figure 14 Temperature profiles illustrated for countercurrent flow.

where

TA = T1 − t2 (5)

TB = T2 − t1 (6)

The temperatures (T1, T2, t1, t2) are illustrated for the base case of countercurrent flow in Fig. 14.
The factor F in Eq. 4 is the multitubepass correction factor. It accounts for the fact that

heat exchangers with more than one tubepass can have some portions in concurrent flow or
cross flow, which produce less effective heat transfer than countercurrent flow. Therefore, the
factor F is less than 1.0 for multitubepass exchangers, except for the special case of isothermal
boiling or condensing streams for which F is always 1.0. Charts for calculating F are available
in most heat transfer textbooks. A comprehensive compilation for various types of exchangers
is given by Taborek.14

In a properly designed heat exchanger, it is unusual for F to be less than 0.7, and if there
is no temperature cross (T2 > t2), F will be 0.8 or greater. As a first approximation for pre-
liminary sizing and cost estimation, Fmay be taken as 0.85 for multitubepass exchangers with
temperature change of both streams and 1.0 for other cases.

2.3 Overall Heat Transfer Coefficient

The factorUo in Eq. 1 is the overall heat transfer coefficient. It may be calculated by procedures
described in Section 3 and is the reciprocal of the sum of all heat transfer resistances, as shown
in the equation

Uo = 1∕(Rho
+ Rfo

+ Rw + Rhi
+ Rfi

) (7)

where

Rho
= 1∕ho (8)

Rhi
= (Ao∕Aihi) (9)

Rw =
Aoxw
Amkw

(10)

Calculation of the heat transfer coefficients ho and hi can be time consuming since they
depend on the fluid velocities, which, in turn, depend on the exchanger geometry. This is usu-
ally done now by computer programs that guess correct exchanger size, calculate heat transfer
coefficients, check size, adjust, and reiterate until satisfactory agreement between guessed and
calculated size is obtained. For first estimates by hand before size is known, values of ho
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Table 1 Approximate Values for Overall Heat Transfer Coefficient
of Shell-and-tube Heat Exchangers (Including Allowance for Fouling)

Uo

Fluids Btu/h⋅ft2⋅∘F W/m2⋅K

Water–water 250 1400
Oil–water 75 425
Oil–oil 45 250
Gas–oil 15 85
Gas–water 20 115
Gas–gas 10 60

and hi as well as values of the fouling resistances Rfo
and Rfi

are recommended by Bell for
shell-and-tube heat exchangers.15

Very rough, first approximation values for the overall heat transfer coefficient are given in
Table 1.

2.4 Pressure Drop

In addition to calculation of the heat transfer surface required, it is usually necessary to consider
the pressure drop consumed by the heat exchanger since this enters into the overall cost picture.
Pressure drop is roughly related to the individual heat transfer coefficients by an equation of
the form

ΔP = Chn + EX (11)

where ΔP = shellside or tubeside pressure drop
h = heat transfer coefficient
C = coefficient depending on geometry
m = exponent depending on geometry—always greater than 1.0 and usually about

3.0
EX = extra pressure drop from inlet, exit, and pass turnaround momentum losses

See Section 3 for actual pressure drop calculations.
Pressure drop is sensitive to the type of exchanger selected. In the final design it is

attempted, where possible, to define the exchanger geometry so as to use all available pressure
drop and thus maximize the heat transfer coefficient. This procedure is subject to some
constraints, however, as follows. The product of density times velocity squared, 𝜌𝜈2, is
limited to minimize the possibility of erosion or tube vibration. A limit often used is 𝜌𝜈2 <

4000 lbm/ft⋅s2. This results in a velocity for liquids in the range of 7–10 ft/s. For flow entering
the shellside of an exchanger and impacting the tubes, an impingement plate is recommended
to prevent erosion if 𝜌𝜈2 > 1500. Other useful design recommendations may be found in
Ref. 3.

For condensing vapors, pressure drop should be limited to a fraction of the operating pres-
sure for cases with close temperature approach to prevent severe decrease of the MTD owing
to lowered equilibrium condensing temperature. As a safe “rule of thumb,” the pressure drop
for condensing is limited to about 10% of the operating pressure. For other cases, “reasonable”
design pressure drops for heat exchangers roughly range from about 5 psi for gases and boiling
liquids to as high as 20 psi for pumped nonboiling liquids.
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3 RATING METHODS

After the size and basic geometry of a heat exchanger has been proposed, the individual heat
transfer coefficients ho and hi may be calculated based on actual velocities, and the required
surface may be checked, based on these updated values. The pressure drops are also checked
at this stage. Any inadequacies are adjusted and the exchanger is rechecked. This process is
known as “rating.” Different rating methods are used depending on exchanger geometry and
process type, as covered in the following sections.

3.1 Shell-and-Tube Single-Phase Exchangers

Before the individual heat transfer coefficients can be calculated, the heat exchanger tube geom-
etry, shell diameter, shell type, baffle type, baffle spacing, baffle cut, and number of tubepasses
must be decided. As stated above, lacking other insight, the simplest exchanger—E-type with
segmental baffles—is tried first.

Tube Length and Shell Diameter
For shell-and-tube exchangers the tube length is normally about 5–8 times the shell diameter.
Tube lengths are usually 8–20 ft long in increments of 2 ft. However, very large size exchangers
with tube lengths up to 40 ft are more frequently used as economics dictate smaller MTD and
larger plants. A reasonable trial tube length is chosen and the number of tubes (NT) required
for surface Ao (Section 2) is calculated as follows:

NT =
Ao

aoL
(12)

where ao = surface/unit length of tube.
For plain tubes (as opposed to finned tubes),

ao = 𝜋Do (13)

where Do = tube outside diameter
L = tube length

The tube bundle diameter (Db) can be determined from the number of tubes but also
depends on the number of tubepasses, tube layout, and bundle construction. Tube count tables
providing this information are available from several sources. Accurate estimation equations
are given by Taborek.1 A simple basic equation that gives reasonable first approximation results
for typical geometries is the following:

Db = Pt

(
NT
𝜋∕4

)0.5

(14)

where Pt = tube pitch (spacing between tube diameters). Normally, Pt/Do equals 1.25, 1.33,
or 1.5.

The shell diameter Ds is larger than the bundle diameter Db by the amount of clearance
necessary for the type of bundle construction. Roughly, this clearance ranges from about 0.5 in.
for U-tube or fixed tubesheet construction to 3–4 in. for pull-through floating heads, depend-
ing on the design pressure and bundle diameter. (For large clearances, sealing strips are used
to prevent flow bypassing the bundles.) After the bundle diameter is calculated, the ratio of
length to diameter is checked to see if it is in an acceptable range, and the length is adjusted if
necessary.
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Baffle Spacing and Cut
Baffle spacing Lbc and cut Bc (see Fig. 9) cannot be decided exactly until pressure drop is
evaluated. However, a reasonable first guess ratio of baffle spacing to shell diameter (Lbc/Ds) is
about 0.45. The baffle cut (Bc, a percentage of Ds) required to give good shellside distribution
may be estimated by the following equation:

Bc = 16.25 + 18.75

(
Lbc
Ds

)
(15)

For more detail, see the recommendations of Taborek.1

Cross-Sectional Flow Areas and Flow Velocities
The cross-sectional flow areas for tubeside flow St and for shellside flow Ss are calculated as
follows:

St =
(
𝜋

4
D2

i

) (NT
NP

)
(16)

Ss = 0.785(Db)(Lbc)(Pt − Do)∕Pt (17)

where Lbc = baffle spacing.
Equation 17 is approximate in that it neglects pass partition gaps in the tube field, it approx-

imates the bundle average chord, and it assumes an equilateral triangular layout. For more
accurate equations see Ref. 1.

The tubeside velocity Vt and the shellside velocity Vs are calculated as follows:

Vt =
Wt

St𝜌t
(18)

Vs =
Ws

Ss𝜌s
(19)

Heat Transfer Coefficients
The individual heat transfer coefficients ho and hi in Eq. 1 can be calculated with reasonably
good accuracy (±20–30%) by semiempirical equations found in several design-oriented text-
books.1,16 Simplified approximate equations are the following:

a. Tubeside Flow
Re =

DoVt𝜌t

𝜇t
(20)

where 𝜇t = tubeside fluid viscosity.
If Re < 2000 (laminar flow),

hi = 1.86

( kf
Di

) (
Re Pr

Di

L

)0.33 (
𝜇f

𝜇w

)0.14

(21)

If Re > 10,000 (turbulent flow),

hi = 0.024

( kf
Di

)
Re0.8

0.4
Pr

(
𝜇f

𝜇w

)0.14

(22)

If 2000 < Re < 10,000, prorate linearly.

b. Shellside Flow
Re =

DoVs𝜌s

𝜇s
(23)
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Table 2 Approximate Bypass Coefficient, Cb

Bundle Type Cb

Fixed tubesheet or U-tube 0.70
Split-ring floating head, seal strips 0.65
Pull-through floating head, seal strips 0.55

where 𝜇s = shellside fluid viscosity.
If Re < 500, see Refs. 1 and 16.
If Re > 500,

ho = 0.38 C0.6
b

( kf
Do

)
Re0.6

0.33
Pr

(
𝜇f

𝜇w

)0.14

(24)

The term Pr is the Prandtl number and is calculated as Cp 𝜇/k.
The constant (Cb) in Eq. 24 depends on the amount of bypassing or leakage around the

tube bundle.17 As a first approximation, the values in Table 2 may be used.

Pressure Drop
Pressure drop is much more sensitive to exchanger geometry and, therefore, more difficult to
accurately estimate than heat transfer, especially for the shellside. The so-called Bell–Delaware
method1 is considered the most accurate method in the open literature which can be calculated
by hand. The following very simplified equations are provided for a rough idea of the range of
pressure drop in order to minimize preliminary specification of unrealistic geometries:

a. Tubeside (contains about 30% excess for nozzles)

ΔPt =
[
0.025 (L) (NP)

Di
+ 2(NP − 1)

]
𝜌tV

2
t

gc

(
𝜇w

𝜇f

)0.14

(25)

where NP = number of tubepasses.

b. Shellside (contains about 30% excess for nozzles)

ΔPs =
0.24(L)(Db)(𝜌s)(CbVs)2

gcLbcPt

(
𝜇w

𝜇f

)0.14

(26)

where gc = gravitational constant (4.17 × 108 for velocity in ft/h and density in lb/ft3).

3.2 Shell-and-Tube Condensers

The condensing vapor can be on either the shellside or tubeside depending on process con-
straints. The “cold” fluid is often cooling tower water but can also be another process fluid
which is sensibly heated or boiled. In this section, the condensing-side heat transfer coefficient
and pressure drop are discussed. Single-phase coolants are handled, as explained in the previous
section. Boiling fluids will be discussed in a later section.

Selection of Condenser Type
The first task in designing a condenser, before rating can proceed, is to select the condenser
configuration. Mueller1a presents detailed charts for selection based on the criteria of system
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Table 3 Condenser Selection Chart

Process Condition Suggested Condenser Typea

Potential coolant fouling HS/E, J, X
High condensing pressure VT/E
Low condensing pressure drop HS/J, X
Corrosive or very high temperature vapors VT/E
Potential condensate freezing HS/E
Boiling coolant VS/E or HT/K, G, H
aV, vertical; H, horizontal; S, shellside condensation; T, tubeside condensation; E, J, H, K, X,
TEMA shell styles.

pressure, pressure drop, temperature, fouling tendency of the coolant, fouling tendency of the
vapor, corrosiveness of the vapor, and freezing potential of the vapor. Table 3 is an abstract of
the recommendations of Mueller.

The suggestions in Table 3 may, of course, be ambiguous in case of more than one
important criterion, for example, corrosive vapor together with a fouling coolant. In these
cases, the most critical constraint must be respected as determined by experience and engi-
neering judgment. Corrosive vapors are usually put on the tubeside, and chemical cleaning
used for the shellside coolant, if necessary. Since most process vapors are relatively clean (not
always the case!), the coolant is usually the dirtier of the two fluids and the tendency is to put
it on the tubeside for easier cleaning. Therefore, the most common shell-and-tube condenser is
the shellside condenser using TEMA types E, J, or X, depending on allowable pressure drop;
see Section 1. An F-type shell is sometimes specified if there is a large condensing range and
a temperature cross (see below), but, owing to problems with the F-type, E-type units in series
are often preferred in this case.

In addition to the above condenser types the vertical E-type tubeside condenser is some-
times used in a “reflux” configuration with vapor flowing up and condensate flowing back down
inside the tubes. This configuration may be useful in special cases, such as when it is required
to strip out condensable components from a vent gas that is to be rejected to the atmosphere.
The disadvantage of this type of condenser is that the vapor velocity must be very low to pre-
vent carryover of the condensate (flooding), so the heat transfer coefficient is correspondingly
low and the condenser rather inefficient. Methods used to predict the limiting vapor velocity
are given in Refs. 1a and 18.

Temperature Profiles
For a condensing pure component, if the pressure drop is less than about 10% of the operat-
ing pressure, the condensing temperature is essentially constant and the log mean temperature
difference (LMTD) applied (F = 1.0) for the condensing section. If there are desuperheating
and subcooling sections,9 theMTD and surface for these sections must be calculated separately.
For a condensing mixture, with or without noncondensables, the temperature profile of the con-
densing fluid with respect to fraction condensed should be calculated according to vapor–liquid
equilibrium (VLE) relationships.19 A number of computer programs are available to solve VLE
relationships; a version suitable for a programmable calculator is given in Ref. 20.

Calculations of the condensing temperature profile may be performed either integrally,
which assumes vapor and liquid phases are well mixed throughout the condenser, or differen-
tially, which assumes separation of the liquid phase from the vapor phase. In most actual con-
densers the phases are mixed near the entrance where the vapor velocity is high and separated
near the exit where the vapor velocity is lower. The “differential” curve produces a lower MTD
than the “integral” curve and is safer to use where separation is expected.
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Figure 15 Condensation profiles illustrated.

For most accuracy, condensers are rated incrementally by stepwise procedures such
as those explained by Mueller.1a These calculations are usually performed by computers.21

As a first approximation, to get an initial size, a straight-line temperature profile is often
assumed for the condensing section (not including desuperheating or subcooling sections!).
As illustrated in Fig. 15, the true condensing curve is usually more like curve I, which gives
a larger MTD than the straight line, curve II, making the straight-line approximation conser-
vative. However, a curve such as curve III is certainly possible, especially with immiscible
condensates, for which the VLE should always be calculated. For the straight-line approxi-
mation, the condensing heat transfer coefficient is calculated at average conditions, as shown
below.

Heat Transfer Coefficients, Pure Components
For condensers, it is particularly important to be able to estimate the two-phase flow regime
in order to predict the heat transfer coefficient accurately. This is because completely different
types of correlations are required for the two major flow regimes.

Shear-Controlled Flow. The vapor shear force on the condensate is much greater than the
gravity force. This condition can be expected, according to Ref. 22, when

Jg > 1.5 (27)

where

Jg =
[

(Gy)2

gDj𝜌v(𝜌l − 𝜌v)

]0.5
(28)

For shear-controlled flow, the condensate film heat transfer coefficient (hcf) is a
function of the convective heat transfer coefficient for liquid flowing alone and the
two-phase pressure drop22:

hcf = hl(𝜙2
l )

0.45 (29)

hl = hi(1 − y)0.8 (30)

or

hl = ho(1 − y)0.6 (31)

𝜙2
l = 1 + C

Xtt
+ 1

X2
tt
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C = 20 (tubeside flow), C = 9 (shellside flow) (32)

Xtt =
[
1−y
y

]0.9 [
𝜌v

𝜌t

]0.5 [
𝜇l

𝜇v

]0.1

𝜇l = liquid viscosity, 𝜇v = vapor viscosity (33)

Gravity-Controlled Flow. The vapor shear force on the condensate is small compared to the
gravity force, so condensate drains by gravity. This condition can be expected, accord-
ing to Ref. 22 when Jg < 0.5. Under gravity-controlled conditions, the condensate film
heat transfer coefficient is calculated as follows:

hcf = FghN (34)

The term hN is the heat transfer coefficient from the well-known Nusselt derivation,
given in Ref. 1a as

Horizontal Tubes

hN = 0.725

[
k3l 𝜌l

(
𝜌l − 𝜌v

)
g𝜆

𝜇l(Ts − Tw)D

]0.25

(35)

where 𝜆 = latent heat.

Vertical Tubes

hN = 1.1kl

[
𝜌l
(
𝜌l − 𝜌v

)
g

𝜇2
l Rec

]0.33

(36)

Rec =
4Wc

𝜋D𝜇l
(37)

The term Fg in Eq. 34 is a correction for condensate loading and depends on the
exchanger geometry.1a

On horizontal X-type tube bundles

Fg = N−1∕6
rv (38)

(Ref. 16), where Nrv = number of tubes in a vertical row.

On baffled tube bundles (owing to turbulence)

Fg = 1.0 (frequent practice) (39)

In horizontal tubes

Fg =
[

1
1 + (1∕y − 1) (𝜌v∕𝜌l)0.667

]0.75
(from Ref. 1a) (40)

or
Fg = 0.8 (from Ref. 22) (41)

Inside or outside vertical tubes

Fg = 0.73 Re0.11c (rippled film region) (42)

or

Fg = 0.021 Re0.58c

0.33
Pr (turbulent film region) (43)

Use a higher value of Eq. 42 or 43.

For quick hand calculations, the gravity-controlled flow equations may be used for hcf and
will usually give conservative results.
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Correction for Mixture Effects
The above heat transfer coefficients apply only to the condensate film. For mixtures with a
significant difference between the dewpoint and bubble point temperatures (condensing range),
the vapor-phase heat transfer coefficient must also be considered as follows:

hc =
1

(1∕hcf + 1∕hv)
(44)

The vapor-phase heat transfer rate depends onmass diffusion rates in the vapor. Thewell-known
Colburn–Hougen method and other more recent approaches are summarized by Butterworth.23

Methods for mixtures forming immiscible condensates are discussed in Ref. 24.
Diffusion-type methods require physical properties not usually available to the designer

except for simple systems. Therefore, the vapor-phase heat transfer coefficient is often
estimated in practice by a “resistance-proration”-type method such as the Bell–Ghaly
method.25 In these methods the vapor-phase resistance is prorated with respect to the rel-
ative amount of duty required for sensible cooling of the vapor, resulting in the following
expression:

hv =
(

qt
qsv

)n

hsv (44a)

The exponent n can range from about 0.7 to 1.0 depending on the amount of mixing of the light
and heavy components. Use n = 1.0 for a well-mixed (high-velocity) vapor and decrease n for
low-velocity systems with large molecular weight range.

For more detail in application of the resistance proration method for mixtures, see Ref. 1a
or 25.

Pressure Drop
For the condensing vapor, pressure drop is composed of three components—friction, momen-
tum, and static head—as covered in Ref. 1a. An approximate estimate on the conservative
side can be obtained in terms of the friction component using the Martinelli separated flow
approach:

ΔPf = ΔPl 𝜙2
l (45)

where ΔPf = two-phase friction pressure drop
ΔPl = friction loss for liquid phase alone

The Martinelli factor 𝜙2
l may be calculated as shown in Eq. 32. Alternative methods for

shellside pressure drop are presented by Diehl26 and by Grant and Chisholm.27 These meth-
ods were reviewed by Ishihara28 and found reasonably representative of the available data.
However, Eq. 32, also evaluated in Ref. 28 for shellside flow, should give about equivalent
results.

3.3 Shell-and-Tube Reboilers and Vaporizers

Heat exchangers are used to boil liquids in both the process and power industries. In the process
industry they are often used to supply vapors to distillation columns and are called reboil-
ers. The same types of exchangers are used in many applications in the power industry, for
example, to generate vapors for turbines. For simplicity these exchangers will all be called “re-
boilers” in this section. Often the heating medium is steam, but it can also be any hot process
fluid from which heat is to be recovered, ranging from chemical reactor effluent to geothermal
hot brine.
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Selection of Reboiler Type
A number of different shell-and-tube configurations are in common use, and the first step in the
design of a reboiler is to select a configuration appropriate to the required job. Basically, the
type of reboiler should depend on the expected amount of fouling, operating pressure, MTD,
and difference between temperatures of the bubble point and the dewpoint (boiling range).

The main considerations are as follows: (1) fouling fluids should be boiled on the tubeside
at high velocity; (2) boiling either under deep vacuum or near the critical pressure should be in a
kettle to minimize hydrodynamic problems unless means are available for very careful design;
(3) at low MTD, especially at low pressure, the amount of static head must be minimized; (4)
for wide boiling range mixtures, it is important to maximize both the amount of mixing and the
amount of countercurrent flow. Often, fairly clean wide boiling mixtures are wrongly assigned
a high fouling factor as a “safety” factor. This should not be done, and these fluids normally
should be boiled on the shellside because of greater mixing.

These and other criteria are discussed inmore detail in Ref. 4 and summarized in a selection
guide, which is abstracted in Table 4.

In addition to the above types covered in Ref. 4, falling film evaporators29 may be preferred
in cases with very low MTD, viscous liquids, or very deep vacuum for which even a kettle
provides too much static head.

Temperature Profiles
For pure components or narrow boiling mixtures, the boiling temperature is nearly constant
and the LMTD applies with F = 1.0. Temperature profiles for boiling range mixtures are very
complicated, and although the LMTD is often used, it is not a recommended practice and may
result in underdesigned reboilers unless compensated by excessive design fouling factors. Con-
trary to the case for condensers, using a straight-line profile approximation always tends to give
too high MTD for reboilers and can be tolerated only if the temperature rise across the reboiler
is kept low through a high circulation rate.

Table 5 gives suggested procedures to determine an approximate MTD to use for initial
size estimation based on temperature profiles illustrated in Fig. 16. It should be noted that the
MTD values in Table 5 are intended to be on the safe side and that excessive fouling factors are
not necessary as additional safety factors if these values are used. See Section 4.1 for suggested
fouling factor ranges.

Heat Transfer Coefficients
The two basic types of boiling mechanisms that must be taken into account in determining boil-
ing heat transfer coefficients are nucleate boiling and convective boiling. A detailed description

Table 4 Reboiler Selection Guide

Process Conditions Suggested Reboiler Typea

Moderate pressure, MTD, and fouling VT/E
Very high pressure, near critical HS/K or (F)HT/E
Deep vacuum HS/K
High or very low MTD HS/K, G, H
Moderate to heavy foulingb VT/E
Very heavy foulingb (F)HT/E
Wide boiling range mixture HS/G or /H
Very wide boiling range, viscous liquid (F)HT/E
aV, vertical; H, horizontal; S, shellside boiling; T, tubeside boiling; (F), forced flow, else natural con-
vection;/E, G, H, K, TEMA shell styles.
bTrue fouling demonstrated. Not just high fouling factor (which is often assigned for “safety”).
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Table 5 Reboiler MTD Estimation

Reboiler Typea TA TB MTD

HS/K T1 − t2 T2 − t2 Eq. 4, F = 1
HS/X, G, H T1 − t1 T2 − t2 Eq. 4, F = 0.9
VT/E T1 − t2 T2 − t1 Eq. 4, F = 1
(F)HT/E or (F)HS/E T1 − t2 T2 − t1 Eq. 4, F = 0.9
All types Isothermal TA = TB TA
aV, vertical; H, horizontal; S, shellside boiling; T, tubeside boiling; (F), forced flow, else natural
convection; E, G, H, K, TEMA shell styles.

Figure 16 Reboiler temperature profiles: (a) use for kettle and horizontal thermosiphon; (b) use for tube-
side boiling vertical thermosiphon.

of both types is given by Collier.30 For all reboilers, the nucleate and convective boiling con-
tributions are additive, as follows:

hb = 𝛼hnb + hcb (46a)

or
hb = [h2nb + h2cb]

0.5 (46b)

Equation 46a includes a nucleate boiling suppression factor, 𝛼, that originally was corre-
lated by Chen.31

Equation 46b is a simple asymptotic proration that was found to work well by Steiner and
Taborek.32

The convective boiling coefficient hcb depends on the liquid-phase convective heat
transfer coefficient hl, according to the same relationship, Eq. 29, given for shear-controlled
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condensation. For all reboiler types, except forced flow, the flow velocities required to calculate
hl depend on complex pressure balances for which computers are necessary for practical
solution. Therefore, the convective component is sometimes approximated as a multiplier to
the nucleate boiling component for quick estimations,4 as in the following equation:

hb = hnbFb (47)

Fb =
hnb + hcb

hnb
(48)

where Fb is approximated as follows:

For tubeside reboilers (VT/E thermosiphon)

Fb = 1.5 (49)

For shellside reboilers (HS/X, G, H, K)

Fb = 2.0 (50)

Equations 49 and 50 are intended to give conservative results for first approximations. For
more detailed calculations see Refs. 33–35.

The nucleate boiling heat transfer coefficient (hnb) is dependent not only on physical prop-
erties but also on the temperature profile at the wall and the microscopic topography of the
surface. For a practical design, many simplifications must be made, and the approximate nature
of the resulting coefficients should be recognized. A reasonable design value is given by the
following simple equation4:

hnb = 0.025FcP
0.69
c q0.70(P∕Pc)0.17 (51)

The term Fc is a correction for the effect of mixture composition on the boiling heat transfer
coefficient. The heat transfer coefficient for boiling mixtures is lower than that of any of the
pure components if boiled alone, as summarized in Ref. 30. This effect can be explained in
terms of the change in temperature profile at the wall caused by the composition gradient at the
wall, as illustrated in Ref. 36. Since the liquid-phase diffusional methods necessary to predict
this effect theoretically are still under development and require data not usually available to the
designer, an empirical relationship in terms of mixture boiling range (BR) is recommended in
Ref. 4:

Fc = [1 + 0.018q0.15BR0.75]−1 (52)

Where BR= difference between dewpoint and bubble point temperatures in degrees Fahrenheit.

Maximum Heat Flux
Above a certain heat flux, the boiling heat transfer coefficient can decrease severely, owing
to vapor blanketing, or the boiling process can become very unstable, as described in Refs.
30, 36, and 37. Therefore, the design heat flux must be limited to a practical maximum value.
For many years the limit used by industry was in the range of 10,000–20,000 Btu/h⋅ft2 for
hydrocarbons and about 30,000 Btu/h⋅ft2 for water. These rules of thumb are still considered
reasonable at moderate pressures, although the limits, especially for water, are considerably
conservative for good designs. However, at both very high and very low pressures the
maximum heat fluxes can be severely decreased. Also, the maximum heat fluxes must be
a function of geometry to be realistic. Empirical equations are presented in Ref. 4; the
equations give much more accurate estimates over wide ranges of pressure and reboiler
geometry.
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a For kettle (HS/K) and horizontal (HS/X, G, H) thermosiphons:

qmax = 803Pc

(
P
Pc

)0.35 (
1 − P

Pc

)0.9

𝜙b (53)

𝜙b = 3.1

(
𝜋DbL

Ao

)
(54)

In the limit, for 𝜙b > 1.0, let 𝜙b = 1.0. For 𝜙b < 0.1, consider a larger tube pitch or vapor
relief channels.4 The design heat flux should be limited to less than 0.7 qmax.

b For vertical thermosiphon (VT/E):

qmax = 16,080

(
D2

i

L

)0.35

P0.61
c

(
P
Pc

)0.25 (
1 − P

Pc
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(55)

c For tubeside forced circulation boiling: Recent research by Heat Transfer Research,
Inc. has provided new proprietary data. For horizontal flow the phenomena are very
complicated, involving preferential vapor flow at the top of the tube. The best published
predictive methods are by Katto38 and Kattan et al.39

In addition to the preceding check, the vertical tubeside thermosiphon should be checked
to ensure against mist flow (dryout). The method by Fair33 was further confirmed in Ref. 40 for
hydrocarbons. For water, extensive data and empirical correlations are available as described
by Collier.30 To determine the flow regime by these methods, it is necessary to determine the
flow rate, as described, for example, in Ref. 33. However, for preliminary specification, it may
be assumed that the exit vapor weight fraction will be limited to less than 0.35 for hydrocarbons
and less than 0.10 for aqueous solutions and that under these conditions dryout is unlikely.

For some applications, such as liquefied natural gas (LNG) vaporization, it is required
to fully vaporize and superheat the gas. For tubeside vaporization, this is very difficult due
to droplet entrainment. Twisted tape inserts, such as supplied by Brown Fin Tube, solve the
problem.

3.4 Air-Cooled Heat Exchangers

Detailed rating of air-cooled heat exchangers requires selection of numerous geometric param-
eters, such as tube type, number of tube rows, length, width, and number and size of fans, all
of which involve economic and experience considerations beyond the scope of this chapter.
Air-cooled heat exchangers are still designed primarily by the manufacturers using proprietary
methods. However, recommendations for initial specifications and rating are given by Paikert7

and by Mueller.6 A preliminary rating method proposed by Brown41 is also sometimes used for
first estimates owing to its simplicity.

Heat Transfer Coefficients
For a first approximation of the surface required, the bare-surface-based overall heat trans-
fer coefficients recommended by Smith42 may be used. A list of these values from Ref. 6 is
abstracted in Table 6. The values in Table 6 were based on performance of finned tubes, hav-
ing a 1-in.-outside-diameter base tube on 23∕8-in.-triangular-pitch, 5∕8-in.-high aluminum fins
(1∕8-in. spacing between fin tips), with eight fins per inch. However, the values may be used as
first approximations for other finned types.
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Table 6 Typical Overall Heat Transfer Coefficients (Uo) Based on Bare Tube Surface
for Air-Cooled Heat Exchangers

Uo

Service Btu/h ⋅ ft2 ⋅ ∘F W/m2 ⋅ K

Sensible Cooling
Process water 105–120 600–680
Light hydrocarbons 75–95 425–540
Fuel oil 20–30 114–170
Flue gas, 10 psig 10 57
Condensation
Steam, 0–20 psig 130–140 740–795
Ammonia 100–200 570–680
Light hydrocarbons 80–95 455–540
Refrigerant 12 60–80 340–455
Mixed hydrocarbons, steam, and noncondensables 60–70 340–397

As stated by Mueller, air-cooled heat exchanger tubes have had approximately the preced-
ing dimensions in the past, but fin densities have tended to increase and now more typically
range from 10 to 12 fins/in. For a more detailed estimate of the overall heat transfer coeffi-
cient, the tubeside coefficients are calculated by methods given in the preceding sections and
the airside coefficients are obtained as functions of fin geometry and air velocity from empirical
relationships such as given by Gnielinski et al.43 Rating at this level of sophistication is now
done mostly by computer.

Temperature Difference
Air-cooled heat exchangers are normally “cross-flow” arrangements with respect to the type of
temperature profile calculation. Charts for determination of the F factor for such arrangements
are presented by Taborek.14 Charts for a number of arrangements are also given by Paikert7

based on the “NTU method.” According to Paikert, optimum design normally requires the
number of transfer units (NTU) to be in the range of 0.8–1.5, where

NTU =
t2 − t1
MTD

(56)

For first approximations, a reasonable air temperature rise (t2 − t1) may be assumed, MTD
calculated from Eq. 4 using F = 0.9−1.0, and NTU checked from Eq. 56. It is assumed that
if the air temperature rise is adjusted so that NTU is about 1, the resulting preliminary size
estimation will be reasonable. Another design criterion often used is that the face velocity Vf
should be in the range of 300–700 ft/min (1.5–3.5m/s):

Vf =
Wa

L Wd𝜌v
(57)

where Wa = air rate, lb/min
L = tube length, ft

Wd = bundle width, ft
𝜌v = air density, lb/ft3

Fan Power Requirement
One or more fans may be used per bundle. Good practice requires that not less than 40–50%
of the bundle face area be covered by the fan diameter. The bundle aspect ratio per fan should
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approach 1 for best performance. Fan diameters range from about 4 to 12 ft (1.2 to 3.7m),
with tip speeds usually limited to less than 12,000 ft/min (60m/s) to minimize noise. Pressure
drops that can be handled are in the range of only 1–2 in. water (0.035–0.07 psi, 250–500 Pa).
However, for typical bundle designs and typical air rates, actual bundle pressure drops may be
in the range of only 1∕4−1 in. water.

Paikert7 gives the expression for fan power as follows:

Pf =
V(Δps + Δpd)

Ef
(58)

where V = volumetric air rate, m3/s
Δps = static pressure drop, Pa
Δpd = dynamic pressure loss, often 40–60 Pa
Ef = fan efficiency, often 0.6–0.7
Pf = fan power, W

3.5 Other Exchangers

For spiral, plate, and compact heat exchangers the heat transfer coefficients and friction factors
are sensitive to specific proprietary designs and such units are best sized by the manufac-
turer. However, preliminary correlations have been published. For spiral heat exchangers, see
Mueller6 and Minton.44 For plate-type heat exchangers (Figs. 9 and 10), recommendations are
given by Cooper45 and Marriott.46 For plate-fin and other compact heat exchangers, a compre-
hensive treatment is given by Webb.8 For recuperators and regenerators the methods of Hausen
are recommended.10 Heat pipes are extensively covered by Chisholm.47 Design methods for
furnaces and combustion chambers are presented by Truelove.48 Heat transfer in agitated ves-
sels is discussed by Penney.49 Double-pipe heat exchangers are described by Guy.50

4 COMMON OPERATIONAL PROBLEMS

When heat exchangers fail to operate properly in practice, the entire process is often affected
and sometimes must be shut down. Usually, the losses incurred by an unplanned shutdown are
many times more costly than the heat exchanger at fault. Poor heat exchanger performance
is usually due to factors having nothing to do with the heat transfer coefficient. More often
the designer has overlooked the seriousness of some peripheral condition not even addressed
in most texts on heat exchanger design. Although only long experience and numerous “experi-
ences” can come close to uncovering all possible problems waiting to plague the heat exchanger
designer, the following sections relating the more obvious problems are included to help make
the learning curve less eventful.

4.1 Fouling

The deposit of solid insulating material from process streams on the heat transfer surface
is known as fouling and has been called “the major unresolved problem in heat transfer.”51

Although this problem is recognized to be important (see Ref. 52) and is even being seriously
researched,52,53 the nature of the fouling process makes it almost impossible to generalize.
As discussed by Mueller,6 fouling can be caused by (1) precipitation of dissolved substances,
(2) deposit of particulatematter, (3) solidification ofmaterial through chemical reaction, (4) cor-
rosion of the surface, (5) attachment and growth of biological organisms, and (6) solidification
by freezing. The most important variables affecting fouling (besides concentration of the foul-
ing material) are velocity, which affects types 1, 2, and 5, and surface temperature, which
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affects types 3–6. For boiling fluids, fouling is also affected by the fraction vaporized. As
stated in Ref. 4, it is usually impossible to know ahead of time what fouling mechanism will be
most important in a particular case. Fouling is sometimes catalyzed by trace elements unknown
to the designer. However, most types of fouling are retarded if the flow velocity is as high
as possible, the surface temperature is as low as possible (exception is biological fouling54),
the amount of vaporization is as low as possible, and the flow distribution is as uniform as
possible.

The expected occurrence of fouling is usually accounted for in practice by assignment of
fouling factors, which are additional heat transfer resistances; see Eq. 7. The fouling factors
are assigned for the purpose of oversizing the heat exchanger sufficiently to permit adequate
on-stream time before cleaning is necessary. Often in the past the fouling factor has also served
as a general-purpose “safety factor” expected to make up for other uncertainties in the design.
However, assignment of overly large fouling factors can produce poor operation caused by
excessive overdesign.55,56

For shell-and-tube heat exchangers it has been common practice to rely on the fouling
factors suggested by TEMA.3 Fouling in plate heat exchangers is usually less and is discussed
in Ref. 45. The TEMA fouling factors have been used for over 30 years and, as Mueller states,
must represent some practical validity or else complaints would have forced their revision. A
joint committee of TEMA and Heat Transfer Research, Inc. (HTRI) members has reviewed
the TEMA fouling recommendations and slightly updated for the latest edition. In addition to
TEMA, fouling resistances are presented by Bell15 and values recommended for reboiler design
are given in Ref. 4. For preliminary estimation, theminimum value commonly used for design is
0.0005∘F⋅h⋅ft2/Btu for condensing steam or light hydrocarbons. Typical conservative estimates
for process streams or treated cooling water are around 0.001–0.002∘F⋅h⋅ft2/Btu, and for heav-
ily fouling streams values in the range of 0.003–0.01∘F⋅h⋅ft2/Btu are used. For reboilers (which
have been properly designed) a design value of 0.001∘F⋅h⋅ft2/Btu is usually adequate, although
for wide boiling mixtures other effects in addition to fouling tend to limit performance. These
commonly used estimates can contain large built-in safety factors and should not necessarily
be accepted for modern computerized designs. A more realistic approach for most fluids is
proposed in Section 5.6 under Fouling.

On the other hand, heavily fouling fluids such as crude oils may require even larger fouling
factors for reasonable on-stream times than those given in TEMA. In this case, detailed physical
characteristics of the fluid must be determined by experiment before realistic design fouling
allowances can be assigned.

In cooperationwith a task force of industry experts, HTRI has an ongoing research program
to measure fouling rates over a range of process conditions and compare with fluid character-
istics.

4.2 Vibration

A problem with shell-and-tube heat exchangers that is becoming more frequent as heat
exchangers tend to become larger and design velocities tend to become higher is tube failure
due to flow-induced tube vibration. Summaries including recommended methods of analysis
are given by Chenoweth57 and by Mueller.6 In general, tube vibration problems tend to occur
when the distance between baffles or tube support plates is too great. Maximum baffle spacings
recommended by TEMA were based on the maximum unsupported length of tube that will
not sag significantly. Experience has shown that flow induced vibration can still occur at
TEMA maximum baffle spacing, but for less than about 0.7 times this spacing most vibration
can be eliminated at normal design velocities (see Section 2.4). Taborek1 gives the following
equations for TEMA maximum unsupported tube lengths (Lsu) in inches:
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Figure 17 Segmental baffles with no tubes in window.

Steel and Steel Alloy Tubes

For Do = 3∕4 − 2 in.,

Lsu = 52Do + 21 (59)

For Do = 1∕4 − 3∕4 in.,

Lsu = 68Do + 9 (60)

Aluminum and Copper Alloy Tubes

For Do = 3∕4 − 2 in.,

Lsu = 46Do + 17 (61)

For Do = 1∕4 − 3∕4 in.,

Lsu = 60Do + 7 (62)

For segmental baffles with tubes in the windows (Fig. 9), the maximum baffle spacing is
one-half the maximum unsupported tube length.

For very large bundle diameters, segmental or even double-segmental baffles may not be
suitable, since the spacing required to prevent vibration may produce too high pressure drops.
(In addition, flow distribution considerations require that the ratio of baffle spacing to shell
diameter not be less than about 0.2.) In such cases, one commonly used solution is to eliminate
tubes in the baffle windows so that intermediate support plates can be used and baffle spacing
can be increased; see Fig. 17. Another solution with many advantages is the rod-type tube
support in which the flow is essentially longitudinal and the tubes are supported by a cage of
rods. A proprietary design of this type exchanger (RODbaffle) is licensed by Phillips Petroleum
Co. Calculation methods are published in Ref. 5.

4.3 Flow Maldistribution

Several types of problems can occur when the flow velocities or fluid phases become distributed
in a way not anticipated by the designer. This occurs in all types of exchangers, but the following
discussion is limited to shell-and-tube and air-cooled exchangers, in which maldistribution can
occur either shellside or tubeside.

Shellside Flow
Single-phase flow can be maldistributed on the shellside owing to bypassing around the tube
bundle and leakage between tubes and baffle and between baffle and shell. Even for typical
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well-designed heat exchangers, these ineffective streams can comprise as much as 40% of the
flow in the turbulent regime and as much as 60% of the flow in the laminar regime. It is espe-
cially important for laminar flow to minimize these bypass and leakage streams, which cause
both lower heat transfer coefficients and lower effectiveMTD.17 This can, of course, be done by
minimizing clearances, but economics dictate that more practical methods include using bypass
sealing strips, increasing tube pitch, increasing baffle spacing, and using an optimum baffle cut
to provide more bundle penetration. Methods for calculating the effects of these parameters
are described by Taborek.1 One method to minimize leakage and bypass inefficiencies is to use
helical baffles, which cause flow to proceed through the exchanger along a spiral path. Elimina-
tion of sharp flow reversals provides a much more uniform shellside distribution. A proprietary
version of the helical baffle option is provided by the ABB Lummus Company.

Another type of shellside maldistribution occurs in gas–liquid two-phase flow in horizon-
tal shells when the flow velocity is low enough that the vapor and liquid phases separate, with
the liquid flowing along the bottom of the shell. For condensers this is expected and taken
into account. However, for some other types of exchangers, such as vapor–liquid contactors or
two-phase reactor feed effluent exchangers, separation may cause unacceptable performance.
For such cases, if it is important to keep the phases mixed, a vertical heat exchanger is recom-
mended. Improvement in mixing is obtained for horizontal exchangers if horizontal rather than
vertical baffle cut is used.

Tubeside Flow
Several types of tubeside maldistribution have been experienced. For single-phase flow with
axial nozzles into a single-tubepass exchanger, the dynamic head of the entering fluid can cause
higher flow in the central tubes, sometimes even producing backflow in the peripheral tubes.
This effect can be prevented by using an impingement plate on the centerline of the axial nozzle.

Another type of tubeside maldistribution occurs in cooling viscous liquids. Cooler tubes
in parallel flow will tend to completely plug up in this situation, unless a certain minimum
pressure drop is obtained, as explained by Mueller.58

For air-cooled single-pass condensers, a backflow can occur owing to the difference in
temperature driving force between bottom and top tube rows, as described by Berg and Berg.59

This can cause an accumulation of noncondensables in air-cooled condensers, which can signif-
icantly affect performance, as described by Breber et al.60 In fact, in severe cases, this effect can
promote freeze-up of tubes or even destruction of tubes by water hammer. Backflow effects are
eliminated if a small amount of excess vapor is taken through the main condenser to a backup
condenser or if the number of fins per inch on bottom rows is less than on top rows to counteract
the difference in temperature driving force.

For multipass tubeside condensers or tubeside condensers in series, the vapor and liquid
tend to separate in the headers with liquid running in the lower tubes. The fraction of tubes filled
with liquid tends to be greater at higher pressures. In most cases the effect of this separation on
the overall condenser heat transfer coefficient is not serious. However, for multicomponent mix-
tures the effect on the temperature profile will be such as to decrease the MTD. For such cases,
the temperature profile should be calculated by the differential flash procedure (Section 3.2).
In general, because of unpredictable effects, entering a pass header with two phases should be
avoided when possible.

4.4 Temperature Pinch

When the hot and cold streams reach approximately the same temperature in a heat exchanger,
heat transfer stops. This condition is referred to as a temperature pinch. For shellside
single-phase flow, unexpected temperature pinches can be the result of excessive bypassing
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and leakage combined with a low MTD and possibly a temperature cross. An additional factor,
the “temperature profile distortion factor,” is needed as a correction to the normal F factor
to account for this effect.1,17 However, if good design practices are followed with respect to
shellside geometry, this effect normally can be avoided.

In condensation of multicomponent mixtures, unexpected temperature pinches can occur
in cases where the condensation curve is not properly calculated, especially when the true curve
happens to be of type III in Fig. 15. This can happen when separation of liquid containing heavy
components occurs, as mentioned above, and also when the condensing mixture has immisci-
ble liquid phases with more than one dewpoint.24 In addition, condensing mixtures with large
desuperheating and subcooling zones can produce temperature pinches and must be carefully
analyzed. In critical cases it is safer and may even be more effective to do desuperheating,
condensing, and subcooling in separate heat exchangers. This is especially true of subcooling.6

Reboilers can also suffer from temperature pinch problems in cases of wide boiling
mixtures and inadequate liquid recirculation. Especially for poorly designed thermosiphon
reboilers, with the circulation rate less than expected, the temperature rise across the reboiler
will be too high and a temperature pinch may result. This happens most often when the
reboiler exit piping is too small and consumes an unexpectedly large amount of pressure drop.
This problem normally can be avoided if the friction and momentum pressure drop in the exit
piping is limited to less than 30% of the total driving head and the exit vapor fraction is limited
to less than 0.25 for wide boiling range mixtures. For other recommendations, see Ref. 4.

4.5 Critical Heat Flux in Vaporizers

Owing to a general tendency to use lower temperature differences for energy conservation,
critical heat flux problems are not now frequently seen in the process industries. However, for
waste heat boilers, where the heating medium is usually a very hot fluid, surpassing the critical
heat flux is amajor cause of tube failure. The critical heat flux is that flux (Q/Ao) abovewhich the
boiling process departs from the nucleate or convective boiling regimes and a vapor film begins
to blanket the surface, causing a severe rise in surface temperature, approaching the temperature
of the heating medium. This effect can be caused by either of two mechanisms: (1) flow of
liquid to the hot surface is impeded and is insufficient to supply the vaporization process or (2)
the local temperature exceeds that for which a liquid phase can exist.37 Methods of estimating
the maximum design heat flux are given in Section 3.3, and the subject of critical heat flux
is covered in great detail in Ref. 30. However, in most cases where failures have occurred,
especially for shellside vaporizers, the problem has been caused by local liquid deficiency,
owing to lack of attention to flow distribution considerations.

4.6 Instability

The instability referred to here is the massive large-scale type in which the fluid surging is
of such violence as to at least disrupt operations, if not to cause actual physical damage. One
version is the boiling instability seen in vertical tubeside thermosiphon reboilers at low oper-
ating pressure and high heat flux. This effect is discussed and analyzed by Blumenkrantz and
Taborek.61 It is caused when the vapor acceleration loss exceeds the driving head, produc-
ing temporary flow stoppage or backflow, followed by surging in a periodic cycle. This type of
instability can always be eliminated by using more frictional resistance, a valve or orifice, in the
reboiler feed line. As described in Ref. 37, instability normally only occurs at low reduced pres-
sures and normally will not occur if design heat flux is less than the maximum value calculated
from Eq. 55.

Another type of massive instability is seen for oversized horizontal tubeside pure com-
ponent condensers. When more surface is available than needed, condensate begins to subcool
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and accumulate in the downstream end of the tubes until so much heat transfer surface has been
blanketed by condensate that there is not enough remaining to condense the incoming vapor.
At this point the condensate is blown out of the tube by the increasing pressure and the process
is repeated. This effect does not occur in vertical condensers since the condensate can drain
out of the tubes by gravity. This problem can sometimes be controlled by plugging tubes or
injecting inert gas and can always be eliminated by taking a small amount of excess vapor out
of the main condenser to a small vertical backup condenser.

4.7 Inadequate Venting, Drainage, or Blowdown

For proper operation of condensers it is always necessary to provide for venting of noncon-
densables. Even so-called pure components will contain trace amounts of noncondensables that
will eventually build up sufficiently to severely limit performance unless vented. Vents should
always be in the vapor space near the condensate exit nozzle. If the noncondensable vent is on
the accumulator after the condenser, it is important to ensure that the condensate nozzle and
piping are large enough to provide unrestricted flow of noncondensables to the accumulator. In
general, it is safer to provide vent nozzles directly on the condenser.

If condensate nozzles are too small, condensate can accumulate in the condenser. It is
recommended that these nozzles be large enough to permit weir-type drainage (with a gas core
in the center of the pipe) rather than to have a full pipe of liquid. Standard weir formulas62 can
be used to size the condensate nozzle. A rule of thumb used in industry is that the liquid velocity
in the condensate piping, based on total pipe cross section, should not exceed 3 ft/s (0.9m/s).

The problem of inadequate blowdown in vaporizers is similar to the problem of inadequate
venting for condensers. Especially with kettle-type units, trace amounts of heavy, high-boiling,
or nonboiling components can accumulate, not only promoting fouling but also increasing the
effective boiling range of the mixture, thereby decreasing the MTD as well as the effective heat
transfer coefficient. Therefore, means of continuous or at least periodic removal of liquid from
the reboiler (blowdown) should be provided to ensure good operation. Even for thermosiphon
reboilers, if designed for low heat fluxes (below about 2000 BTU/h/ft2, 6300W/m2), the circu-
lation through the reboiler may not be high enough to prevent heavy components from building
up, and some provision for blowdown may be advisable in the bottom header.

5 USE OF COMPUTERS IN THERMAL DESIGN OF PROCESS HEAT
EXCHANGERS

5.1 Introduction

The approximate methods for the heat transfer coefficient and pressure drop given in the
preceding sections will be used mostly for orientation. For an actual heat exchanger design, it
only makes sense to use a computer. Standard programs can be obtained for most geometries
in practical use. These allow reiterations and incrementation to an extent impossible by hand
and also supply physical properties for a wide range of industrial fluids. However, computer
programs by no means solve the whole problem of producing a workable efficient heat
exchanger. Many experience-guided decisions must be made both in selection of the input data
and in interpreting the output data before even the thermal design can be considered final. We
will first review why a computer program is effective. This has to do with (1) incrementation
and (2) convergence loops.

5.2 Incrementation

The method described in Section 2.1 for calculation of required surface can only be applied
accurately to the entire exchanger if the overall heat transfer coefficient is constant and the
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temperature profiles for both streams are linear. This often is not a good approximation for
typical process heat exchangers because of variation in physical properties and/or vapor fraction
along the exchanger length. The rigorous expression for Eq. 1 is as follows:

Ao = ∫

dQ
Uo MTD

Practical solution of this integral equation requires dividing the heat transfer process into finite
increments ofΔQ that are small enough so that Uo may be considered constant and the temper-
ature profiles may be considered linear. The incremental area, ΔAo, is then calculated for each
increment and summed to obtain the total required area. An analogous procedure is followed
for the pressure drop. This procedure requires determining a full set of fluid physical properties
for all phases of both fluids in each increment and the tedious calculations can be performed
much more efficiently by computer. Furthermore, in each increment several trial-and-error con-
vergence loops may be required, as discussed next.

5.3 Main Convergence Loops

Within each of the increments discussed above, a number of implicit equations must be solved
requiring convergence loops. The two main types of loops found in any heat exchanger calcu-
lation are as follows.

Intermediate-Temperature Loops
These convergence loops normally are used to determine either wall temperature or, less com-
monly, interface temperature. The discussion here will be limited to the simpler case of wall
temperature. Because of the variation of physical properties between the wall and the bulk of the
fluid, heat transfer coefficients depend on the wall temperature. Likewise, the wall temperature
depends on the relative values of the heat transfer coefficients of each fluid. Wall temperatures
on each side of the surface can be estimated by the following equations:

Tw, hot = Thot −
Uo

hhot
(Thot − Tcold)

Tw, cold = Tcold +
Uo

hcold
(Thot − Tcold)

It is assumed in the above equations that the heat transfer coefficient on the inside surface is
corrected to the outside area. Convergence on the true wall temperature can be done in several
ways. Figure 18 shows a possible convergence scheme.

Pressure Balance Loops
These convergence loops are needed whenever the equations to be solved are implicit with
respect to velocity. The two most frequent cases encountered in heat exchanger design are (1)
flow distribution and (2) natural circulation. The first case, flow distribution, is the heart of the
shell-and-tube heat exchanger shellside flow calculations and involves solution for the frac-
tion of flow across the tube bundle, as opposed to the fraction of flow leaking around baffles
and bypassing the bundle. Since the resistance coefficients of each stream are functions of the
stream velocity, the calculation is reiterative. The second case, natural circulation, is encoun-
tered in thermosiphon and kettle reboilers where the flow rate past the heat transfer surface
is a function of the pressure balance between the two-phase flow in the bundle, or tubes, and
the liquid static head outside the bundle. In this case the heat transfer coefficients that deter-
mine the vaporization rate are functions of the flow velocity, which is in turn a function of the
amount of vaporization. Figure 19 shows a flow velocity convergence loop applicable to the
flow distribution case.
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Figure 18 Temperature convergence loop.
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Figure 19 Velocity convergence loop.

5.4 Rating, Design, or Simulation

Several types of solutions are possible by computer. The better standard programs allow the
user to choose. It is important to understand what the program is doing in order to properly
interpret the results. The above three types of calculations are described as follows.

Rating
This is the normal mode for checking a vendor’s bid. All geometry and all process condi-
tions are specified. The program calculates the required heat transfer area and pressure drop
and compares with the specified values. Normally this is done including the specified foul-
ing factor. This means that on startup the amount of excess surface will be greater, sometimes
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excessively greater, causing severe operating adjustments. It is therefore advisable to review
clean conditions also.

Design
Thismode is used by the process engineer to obtain a size based on process heat transfer require-
ments. In this case, most of the geometry specifications still are not determined by the program
and must be determined by the designer based on experience. Required, but unknown, specifi-
cations, in addition to the process requirements of temperatures, flow rates, and pressure drops,
include the following:

• Exchanger type (shell and tube, plate and frame, plate fin, air cooled, etc.)

If shell and tube

• TEMA shell type (E, F, J, G, H, X, K)
• TEMA front and rear head types (flat, dished, fixed tube sheet, split ring, pull-through)
• Baffle type (segmental, double segmental, triple segmental, rod, etc.)
• Tube type (plain, low finned, enhanced surface, etc.)
• Tube length (usually standard lengths of 8, 12, 16, 20 ft)
• Tube diameter (usually 5∕8, 3∕4, 1, 11∕4 in. or 1.25 in.)
• Tube pitch (pitch ratios 1.25, 1.3, 1.5)
• Tube layout (30∘, 45∘, 60∘, 90∘)
• Tube material (carbon steel, stainless steel, copper alloys, titanium, etc.)
• Exchanger orientation (horizontal, vertical)

As shown, even with a good computer program, an overwhelming number of combinations
of geometry parameters is possible and presently the engineer is required to select the best
combination based on mechanical considerations, process considerations, fouling tendencies,
and allowable pressure drop. Some general guidelines are given in Section 5.6. Once the above
parameters are specified to the computer program, it can proceed to calculate the number of
tubes required and the baffle spacing and number of tube passes consistent with the required
pressure drops for both streams.

Simulation
This mode of calculation is used mostly to predict the performance of a field heat exchanger
under different operating conditions. Usually the engineer “zeros” the programfirst by adjusting
fouling factors and friction factor multipliers to match existing field performance. Then the
adjusted process conditions are imposed and the computer program predicts the heat transfer
rates and pressure drops under the new conditions. This mode of calculation can also be used
to monitor apparent fouling resistance increase on operating units in order to better schedule
maintenance.

5.5 Program Quality and Selection

All heat exchanger programs are not created equal. Heat exchange is not yet an exact science
and all of the heat transfer coefficients and friction factors used in calculations are from cor-
relations with empirically determined constants. Therefore, the database used for correlation
development is important.
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Methods Source
The methods used for the program should be available and documented in a readable form.
Good methods will be based on theoretically derived equation forms that either are limited in
range or automatically achieve theoretically justified limits. “Blackbox” methods, for which
this may not be true, should be avoided.

Database
Good programs are also backed by a sizable data bank covering the range of conditions of inter-
est as well as demonstrated successes in predicting field performance. No nontested methods,
including so-called rigorous incremental methods, should be accepted without some data-based
support.

Suitability
Completely general programs that apply to all geometries and process conditions and fulfill
the above database requirements probably will not exist for some time. The program manual
should list recommended ranges of applicability. When in doubt, consult the supplier.

5.6 Determining and Organizing Input Data

As of this writing, available programs still require a large number of input data decisions to be
made by the user. The quality of the answers obtained is crucially dependent on the quality of
these input decisions.

Process Data
The basis for the calculation is the heat duty, which usually comes from the process flow sheet.
There must, of course, be a heat balance between the hot and cold sides of the exchanger. The
temperature profiles are much more significant to a good design than are the heat transfer coef-
ficients. Only in rare cases are these straight lines. For multicomponent phase change cases,
the condensing or vaporization curves should be calculated by a good process simulator pro-
gram containing state-of-the-art vapor–liquid equilibria methods. Most good heat exchanger
programs will accept these curves as the basis for the heat transfer calculations.

It is important to specify realistic pressure drop limitations, since the heat transfer coef-
ficient and the fouling rate are functions of the velocity, which is a function of the available
pressure drop. For phase change, too much pressure drop can mean a significant loss in avail-
able temperature difference and one rule of thumb suggests a limit of 10% of the operating
pressure. For liquid flow, erosion velocity often is the limiting factor, and this is usually taken
to be in the range of 7–10 ft/s tubeside or 3–5 ft/s shellside. Velocities also are sometimes lim-
ited to a value corresponding to 𝜌v2 less than 4000, where 𝜌 is in pounds per feet cubed and v
is in feet per seconds.

Geometry Data
It is necessary for the program user to make a large number of geometry decisions, starting
with the type of exchanger, which decides the type of program to be used. Only a brief list of
suggestions can be accommodated in this chapter, so recommendations will be limited to some
of the main shell-and-tube geometries mentioned in Section 5.4.

TEMA Shell Style. The types E, J, and X are selected based on available pressure drop,
highest E, lowest X, and intermediate J. Types G and H are used mostly for horizontal
thermosiphon reboilers, although they also obtain a slightly better MTD correction
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factor than the E-type shell and are sometimes used even for single phases for that
purpose. Pressure drops for G and E shells are about the same. For horizontal ther-
mosiphon reboilers, the longitudinal baffle above the inlet nozzle prevents the light
vaporizing component to shortcut directly to the exit nozzle. If the pressure drop for
the less expensive G shell is too high, the H shell (two G’s in parallel) is used. Type
F is used when it is required to have a combination of countercurrent flow and two
tube passes in a single shell. This type has the disadvantage of leakage around the
longitudinal baffle, which severely decreases performance. A welded baffle prevents
this but prevents bundle removal. Type K is used only for kettle reboilers.

TEMA Front and Rear Head Types. These are selected based on pressure and/or mainte-
nance considerations. TEMA standards should be consulted. With respect to mainte-
nance, rear heads permitting bundle removal should be specified for shellside fouling
fluids. These are the split-ring and pull-through types.

Baffle Types. These are selected based on a combination of pressure drop and vibration
considerations. In general, the less expensive, higher velocity segmental baffle is tried
first, going to the double-segmental and possibly the triple-segmental types if nec-
essary to lower pressure drop. Allowable pressure drop is a very important design
parameter and should not be allocated arbitrarily. In the absence of other process lim-
its, the allowable pressure drop should be about 10% of the operating pressure or the
𝜌𝜈2 should be less than about 4000 (lb/ft3)(ft/s)2, whichever gives the lower veloc-
ity. However, vibration limits override these limits. Good thermal design programs
also check for tube vibration and warn the user if vibration problems are likely due to
high velocity or insufficient tube support. In case of potential vibration problems, it is
necessary to decrease velocity or provide more tube support, the latter being prefer-
able. The two best ways of eliminating vibration problems within allowable pressure
drop limitations are (1) no-tube-in-window baffles or (2) RoDbaffles, as discussed in
Section 4.2. As mentioned in Section 4.3, the ABB Lummus Company offers soft-
ware, based on Heat Transfer Research, Inc. technology, containing a helical baffle
option. Helical baffles can both decrease vibration tendencies and improve shellside
flow distribution.

Tube Types. For low-temperature differences and low heat transfer coefficients, low-finned
or enhanced tubes should be investigated. In proper applications these can decrease
the size of the exchanger dramatically. Previously, enhanced tubes were considered
only for very clean streams. However, recent research is beginning to indicate that
finned tubes fare as well in fouling services as plain tubes, and sometimesmuch better,
providing longer on-stream time and often even easier cleaning. In addition, the trend
in the future will be to stop assigning arbitrary fouling factors and rather to design
for conditions minimizing fouling. A relatively new option available from the Brown
Fin Tube Company is the twisted tube. This tube provides spiral corrugations through
which fluids flow in spiral counterflow on the shellside and tubeside. No baffles are
needed.

Tube Length. This is usually limited by plant requirements. In general, longer exchang-
ers are economically preferable within pressure drop restrictions, except possibly for
vertical thermosiphon reboilers.

TubeDiameter. Small diameters aremore economical in the absence of restrictions. Clean-
ing restrictions normally limit outside diameters to not less than 5∕8 or 3∕4 in. However,
some manufacturers now offer microchannel exchangers, which are very effective
for some fluids, such as clean gases. Pressure drop restrictions, especially in vac-
uum, may require larger sizes. Vacuum vertical thermosiphon reboilers often require
11∕4-in. tubes, and vacuum falling film evaporators frequently use as large as 2-in.
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tubes. Excessive pressure drop can be quickly decreased by going to the next stan-
dard tube diameter since pressure drop is inversely proportional to the fifth power of
the inside diameter.

Tube Pitch. Tube pitch for shellside flow is analogous to tube diameter for tubeside flow.
Small pitches are more economical and also can cause pressure drop or cleaning prob-
lems. In laminar flow, here too-small tube pitch can prevent bundle penetration and
force more bypassing and leakage. A pitch-to-tube diameter ratio of 1.25 or 1.33 is
often used in the absence of other restrictions depending on allowable pressure drop.
For shellside reboilers operating at high heat flux, a ratio of as much as 1.5 is often
required. Equation 54 shows that the maximum heat flux for kettle reboilers increases
with increasing tube pitch.

Tube Layout. Performance is not critically affected by tube layout, although some minor
differences in pressure drop and vibration characteristics are seen. In general, either
30∘ or 60∘ layouts are used for clean fluids, while 45∘ or 90∘ layouts are more fre-
quently seen for fluids requiring shellside fouling maintenance.

Tube Material. The old standby for noncorrosive moderate-temperature hydrocarbons is
the less expensive and sturdy carbon steel. Corrosive or very high temperature fluids
require stainless steel or other alloys. Titanium and Hastelloy are becoming more
frequently used for corrosion or high temperature despite the high cost, as a favorable
economic balance is seen in comparison with severe problems of tube failure.

Exchanger Orientation. Exchangers normally are horizontal except for tubeside ther-
mosiphons, falling film evaporators, and tubeside condensers requiring very low pres-
sure drop or extensive subcooling. However, it is becoming more frequent practice to
specify vertical orientation for two-phase feed-effluent exchangers to prevent phase
separation, as mentioned in Section 4.3.

Fouling
All programs require the user to specify a fouling factor, which is the heat transfer resistance
across the deposit of solid material left on the inside and/or outside of the tube surface due
to decomposition of the fluid being heated or cooled. Considerations involved in the deter-
mination of this resistance are discussed in Section 4.1. Since there are presently no thermal
design programs available that can make this determination, the specification of a fouling resis-
tance, or fouling factor, for each side is left up to the user. Unfortunately, this input is probably
more responsible than any other for causing inefficient designs and poor operation. The major
problem is that there is very little relationship between actual fouling and the fouling factor
specified. Typically, the fouling factor contains a safety factor that has evolved from practice,
lived a charmed life as it is passed from one handbook to another, and may no longer be neces-
sary if modern accurate design programs are used. An example is the frequent use of a fouling
factor of 0.001 h ft2 ∘F/Btu for clean overhead condenser vapors. This may have evolved as
a safety or correction from the failure of early methods to account for mass transfer effects
and is completely unnecessary with modern calculation methods. Presently, the practice is to
use fouling factors from TEMA standards. However, these often result in heat exchangers that
are oversized by as much as 50% on startup, causing operating problems that actually tend to
enhance fouling tendencies. Hopefully, with ongoing research on fouling threshold conditions,
it will be possible to design exchangers to essentially clean conditions. In the meantime, the
user of computer programs should use common sense in assigning fouling factors only to actual
fouling conditions. Startup conditions should also be checked as an alternative case.

Industrial experience has shown for a long time that arbitrary fouling factors may actu-
ally contribute to fouling by greatly oversizing exchangers and lowering velocities. Gilmour63
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presented evidence of this years ago. In general, crude oils may need fouling factors, as may
polymerizing fluids, but light hydrocarbons may not. We now recommend designing with no
fouling factor, then adding about 20% surface, as length, and rechecking pressure drop.

NOMENCLATURE

Note: Dimensional equations should use U.S. units only.

Description U.S. Units S.I. Units

Ai Inside surface area ft2 m2

Am Mean surface area ft2 m2

Ao Outside surface area ft2 m2

ao Outside surface per unit length ft m
Bc Baffle cut % of shell diameter % %
BR Boiling range (dew–bubble points) ∘F (U.S. only)
C Two-phase pressure drop constant — —
Cb Bundle bypass constant — —
Cp1 Heat capacity, hot fluid Btu/lb ⋅ ∘F J/kg⋅K
Cp2 Heat capacity, cold fluid Btu/lb ⋅ ∘F J/kg⋅K
D Tube diameter, general ft m
Db Bundle diameter ft m
Di Tube diameter, inside ft m
Do Tube diameter, outside ft or in. m or U.S. only
Ds Shell diameter ft m
Df Effective length: ft m

=Di for tubeside
=Pt − Do for shellside

Ef Fan efficiency (0.6–0.7, typical) — —
F MTD correction factor — —
Fb Bundle convection factor — —
Fc Mixture correction factor — —
Fg Gravity condensation factor — —
g Acceleration of gravity ft/h2 m/s2

G Total mass velocity lb/h ⋅ ft2 kg/s⋅m2

gc Gravitational constant 4.17 × 108 lbf⋅ft/lb⋅h
2 1.0

hhot Heat transfer coeff., hot fluid Btu/h⋅ft2⋅∘F W/m2⋅K
hcold Heat transfer coefficient, cold fluid Btu/h⋅ft2⋅∘F W/m2⋅K
hb Heat transfer coeff., boiling Btu/h⋅ft2⋅∘F W/m2⋅K
hc Heat transfer coeff., condensing Btu/h⋅ft2⋅∘F W/m2⋅K
hcb Heat transfer coeff., conv. boiling Btu/h⋅ft2⋅∘F W/m2⋅K
hcf Heat transfer coeff., cond. film Btu/h⋅ft2⋅∘F W/m2⋅K
hi Heat transfer coeff., inside Btu/h⋅ft2⋅∘F W/m2⋅K
hl Heat transfer coeff., liq. film Btu/h⋅ft2⋅∘F W/m2⋅K
hN Heat transfer coeff., Nusselt Btu/h⋅ft2⋅∘F W/m2⋅K
hnb Heat transfer coeff., nucleate boiling Btu/h⋅ft2⋅∘F W/m2⋅K
ho Heat transfer coeff., outside Btu/h⋅ft2⋅∘F W/m2⋅K
hsv Heat transfer coeff., sens. vapor Btu/h⋅ft2⋅∘F W/m2⋅K
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Description U.S. Units S.I. Units

hv Heat transfer coeff., vapor phase Btu/h⋅ft2⋅∘F W/m2⋅K
Jg Wallis dimensionless gas velocity — —
kf Thermal conductivity, fluid Btu/h⋅ft⋅∘F W/m⋅K
kl Thermal conductivity, liquid Btu/h⋅ft⋅∘F W/m⋅K
kw Thermal conductivity, wall Btu/h⋅ft⋅∘F W/m⋅K
L Tube length ft m
Lbc Baffle spacing ft m
Lsu Maximum unsupported length in. use U.S. only
MTD Mean temperature difference ∘F K
NP Number of tube passes — —
NT Number of tubes — —
NTU Number of transfer units — —
P Pressure psia use U.S. only
Pc Critical pressure psia use U.S. only
Pf Fan power use S.I. only W
Pr Prandtl number — —
Pt Tube pitch ft m
qmax Maximum allowable heat flux Btu/h⋅ft2 use U.S. only
q Heat flux Btu/h ft2 use U.S. only
Q Heat duty Btu/h W
qsv Sensible vapor heat flux Btu/h ft2 W/m2

qt Total heat flux Btu/h ft2 W/m2

Re Reynolds number — —
Rec Reynolds number, condensate — —
Rfi

Fouling resistance, inside ∘F ft2 h/Btu K m2/W
Rfo

Fouling resistance, outside ∘F ft2 h/Btu K m2/W
Rhi

Heat transfer resistance, inside ∘F ft2 h/Btu K m2/W
Rho

Heat transfer resistance, outside ∘F ft2 h/Btu K m2/W
Rw Heat transfer resistance, wall ∘F ft2 h/Btu K m2/W
Ss Cross-flow area, shellside ft2 m2

St Cross-flow area, tubeside ft2 m2

t1 Temperature, cold fluid inlet ∘F ∘C
T1 Temperature, hot fluid inlet ∘F ∘C
t2 Temperature, cold fluid outlet ∘F ∘C
T2 Temperature, hot fluid outlet ∘F ∘C
TA Hot inlet—cold outlet temperature ∘F ∘C
TB Hot outlet—cold inlet temperature ∘F ∘C
Thot Temperature, hot fluid ∘F ∘C
Tcold Temperature, cold fluid ∘F ∘C
Ts Saturation temperature ∘F ∘C
Tw Wall temperature ∘F ∘C
Tw, hot Wall temperature, hot fluid side ∘F ∘C
Tw, cold Wall temperature, cold fluid side ∘F ∘C
Uo Overall heat transfer coefficient Btu/h⋅ft2⋅∘F W/m2⋅K
V Volumetric flow rate use S.I. only m3/s
Vf Face velocity ft/min use S.I. only
Vs Shellside velocity ft/h m/h

(continued)
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Description U.S. Units S.I. Units

Vt Tubeside velocity ft/h m/h
Wa Air flow rate lb/min use U.S. only
W1 Flow rate, hot fluid lb/h kg/h
W2 Flow rate, cold fluid lb/h kg/h
Wc Flow rate, condensate lb/h kg/h
Wd Air-cooled bundle width ft use U.S. only
Ws Flow rate, shellside lb/h kg/h
Wt Flow rate, tubeside lb/h kg/h
Xtt Martinelli parameter — —
xw Wall thickness ft m
y Weight fraction vapor — —
𝛼 Nucleate boiling suppression factor — —
Δpd Dynamic pressure loss (typically 40–60 Pa) use S.I. Pa
ΔPf Two-phase friction pressure drop psi kPa
ΔPl Liquid-phase friction pressure drop psi kPa
Δps Static pressure drop, air cooler use S.I. only Pa
ΔPs Shellside pressure drop lb/ft2 use U.S. only
ΔPt Tubeside pressure drop lb/ft2 use U.S. only
𝜆 Latent heat Btu/lb J/kg
𝜇 Viscosity, general lb/ft ⋅ h Pa
𝜇f Viscosity, bulk fluid lb/ft ⋅ h Pa
𝜇w Viscosity, at wall lb/ft ⋅ h Pa
𝜌l Density, liquid lb/ft3 kg/m3

𝜌s Density, shellside fluid lb/ft3 kg/m3

𝜌t Density, tubeside fluid lb/ft3 kg/m3

𝜌v Density, vapor lb/ft3 kg/m3

𝜙b Bundle vapor blanketing correction — —
𝜙l Two-phase pressure drop correction — —
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1 INTRODUCTION

The heat pipe is a device that utilizes the evaporation heat transfer in the evaporator and con-
densation heat transfer in the condenser in which the vapor flow from the evaporator to the
condenser is caused by the vapor pressure difference and the liquid flow from the condenser
to the evaporator is produced by the capillary force, gravitational force, electrostatic force,
or other forces directly acting on it. The first heat pipe concept can be traced to the Perkins
tube.1,2 Based on the structure, a heat pipe typically consists of a sealed container charged
with a working fluid. Heat pipes operate on a closed two-phase cycle and only pure liquid and
vapor are present in the cycle. The working fluid remains at saturation conditions as long as
the operating temperature is between the triple point and the critical state. As illustrated in
Fig. 1, a typical heat pipe consists of three sections: an evaporator or heat addition section,
an adiabatic section, and a condenser or heat rejection section. When heat is added to the
evaporator section of the heat pipe, the heat is transferred through the shell and reaches the
liquid. When the liquid in the evaporator section receives enough thermal energy, the liquid
vaporizes. The vapor carries the thermal energy through the adiabatic section to the condenser
section, where the vapor is condensed into the liquid and releases the latent heat of vaporization.

415
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wick
Heat output

Evaporator Adiabatic section Condenser

Heat input

Vapor flow

Figure 1 Schematic of a heat pipe.

The condensate is pumped back from the condenser to the evaporator by the driving force acting
on the liquid.

In order for a heat pipe to be functional, the liquid in the evaporator is sufficient to be
vaporized. There are a number of limitations to affect the return of the working fluid. When the
pumping pressure produced by the surface tension cannot overcome the summation of the total
pressures, the heat transport occurring in the heat pipe reaches a limit known as the capillary
limit. There are several other limitations disconnecting the return of the working fluid from
the evaporator to the condenser or from the condenser to the evaporator. Among these are the
boiling limit, sonic limit, entrainment limit, and viscous limit. When the heat flux added to the
evaporator is sufficiently high, nucleate boiling occurs. The bubble formed in the wick signifi-
cantly increases the thermal resistance causing the heat transfer performance to be significantly
reduced. More importantly, when the heat flux is so high, the bubbles block the return of the
working fluid and lead to a dryout of the evaporator. The boiling limit plays a key role in a
high-heat-flux heat pipe. When the vapor velocity is high and the cross-sectional area varia-
tion of the vapor space in a heat pipe cannot meet the flow condition, chocked flow occurs,
and the vapor flow rate will not respond with the amount of heat added in the evaporator. This
will lead to a sonic limit. The entrainment limit is due to the frictional shear stresses caused
by the vapor flow at the vapor–liquid interface. The viscous limit occurs in a low-heat-flux
heat pipe, where the vapor pressure difference cannot overcome the vapor pressure drop in the
vapor phase.

From a thermodynamics point of view, the thermal energy added to the evaporator
in a functional heat pipe produces the mechanical work to pump the working fluid. No
external power is needed for a typical heat pipe. The phase change heat transfer occurs
almost in a quasi-equilibrium state. The heat pipe has a very high efficiency to transfer the
thermal energy from a higher temperature heat source to a lower temperature heat source.
An operational heat pipe can provide an extra high effective thermal conductivity and reach
a higher level of temperature uniformity. The working fluid medium in a heat pipe can be
selected from a variety of fluids depending on the operating temperature and compatibility
with the shell material. The heat pipe can be operated from a temperature lower than 4 K
to a high temperature up to 3000 K. Because the evaporator and condenser of a heat pipe
function independently, the heat pipe can be made into any shape depending on the design
requirement. Due to these unique features, the heat pipe has been used in a wide range of
applications.
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2 FUNDAMENTALS

2.1 Surface Tension

Surface tension is a force that operates on a surface and acts perpendicularly and inwardly from
the boundaries of the surface, which tends to decrease the area of the interface. As a result, a
liquid will form a shape having minimum area. In the case of zero gravity in vacuum, this liquid
drop will be a perfect sphere. The surface tension can be viewed as a consequence of attractive
and repulsive forces among molecules near the interface. From a thermodynamic point of view,
it may be interpreted in terms of energy stored in the molecules near the interface. The surface
tension can be considered as consisting of the dispersion force and other specific forces such as
metallic or hydrogen bonding, i.e., 𝜎 = 𝜎d + 𝜎m. Surface tension in nonpolar liquids is entirely
caused by dispersion forces. In hydrogen-bonded liquids, both dispersion forces and hydrogen
bonding contribute to relatively larger values of surface tension. In liquid metals, the metallic
force combining with the dispersion force results in higher values of surface tension. What
naturally follows is the principle that surface tensions of liquid metals are higher than those of
a hydrogen-bonded liquid such as water, which in turn are higher than those of nonpolar liquids
such as pure hydrocarbons. The surface tension significantly depends on the temperature. As
temperature increases, the surface tension decreases. For example, the surface tension of water
decreases almost linearly with temperature, i.e., 𝜎 = 75.83 − 0.1477T (mN∕m), where T is
temperature (∘C).

2.2 Contact Angle

A physical property closely related to the surface tension is the contact angle. The contact angle
𝛼 is defined as the angle (measured in the liquid) formed between the liquid–vapor interface
and the solid–liquid interface as shown in Fig. 2, which may be expressed as

cos 𝛼 =
𝜎sv − 𝜎sl

𝜎
(1)

where 𝜎sv is the surface tension between the solid and vapor and 𝜎sl is the surface tension
between the solid and liquid. The surface tension between the liquid and vapor is a function of
temperature and decreases as the temperature increases. For a given solid surface and liquid,
when the surface tension between the solid and liquid is a fixed constant, the contact angle will
decrease as the temperature increases. Therefore, when the temperature increases, the wetting
characteristic of a liquid on a given solid surface improves.

2.3 Laplace–Young Equation

For a liquid–vapor curved surface, there exists a pressure difference across the interface, which
can be calculated by

pI − pII = 𝜎

(
1
r1

+ 1
r2

)
(2)

α

σ

σsv liquid

solid

vapor

σsl

Figure 2 Contact angle.
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Figure 3 Curved interface between two phases.

where 𝜎 is surface tension, r1 is the meniscus radius along the x direction and r2 is the meniscus
radius along the y direction, as shown in Fig. 3. This expression is known as the Laplace–Young
Equation and was derived in 1805. Equation 2 can be used easily to find the pressure differences
across the liquid–vapor interfaces for a number of structures shown in Table 1.

2.4 Capillary Pressure

When a curved surface with a meniscus radius at the liquid–vapor interface takes place, the
pressure difference across the liquid–vapor interface exists. When a capillary tube with a radius
of rt is plugged into liquid as shown in Table 1, liquid is wicking up. The wicking height, hw,
can be determined by

hw = 2𝜎 cos 𝛼
rtg(𝜌l − 𝜌v)

(3)

It should be noted that the wicking height determined by Eq. 3 is based on an assump-
tion of constant meniscus radius at the liquid–vapor interface. This wicking height is due to
the pressure difference across the liquid–vapor interface, pv-pl, caused by the meniscus radii
existing at the liquid–vapor interface. This pressure difference is called the capillary pressure
for this wicking height.

2.5 Disjoining Pressure

For a typical heat pipe, evaporation from liquid to vapor occurs at the liquid–vapor interface in
the evaporator. Vapor is not formed by the nucleation process. If boiling takes place, the heat
pipe reaches the boiling limit. During the phase change process in the evaporator, thin-film
evaporation plays a key role. When liquid film becomes very thin, the pressure in the liquid
film, pl, is less than the bulk pressure, pB. The pressure difference is known as the disjoining
pressure, pd, i.e.,

pd = pl − pB (4)

Because the pressure in the liquid film is less than the bulk pressure, the disjoining pressure
is negative. The disjoining pressure basically is a function of film thickness, which can be
calculated by

pd = − A
𝛿B

for nonpolar liquid and (5)

pd = − A
𝛿B

ln(𝛿∕𝛿0) for polar liquid (6)
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Table 1 Pressure Differences across Liquid–Vapor Curved Surfaces

Names/Structures

Pressure Difference
across Liquid–Vapor
Interface Notes

Vapor bubble in liquid phase

pl

pv
r

pv − pl =
𝜎

(
1
r1
+ 1

r2

)
= 2𝜎

r

r=r1=r2

Liquid drop in vapor phase

pl

pv

r

pl − pv =
𝜎

(
1
r1
+ 1

r2

)
= 2𝜎

r

r=r1=r2

Liquid in a micro triangular groove

pl

pv

r

pv − pl = 𝜎

(
1
r1
+
��
1
r2

)
= 𝜎

r
r2=∞ r = const

Capillary wicking in a capillary tube
σ

r
α

pv

pl

2rb

h

pv − pl = 𝜎

(
1
r1
+ 1

r2

)

= 2𝜎
r
= 2𝜎

rt
cos 𝛼

= 𝜌ghw
r=r1=r2

where A is the Hamaker constant (J). Because it is very difficult to find the accurate Hamaker
constant, a number of correlations were experimentally obtained. For example, if water is on
quartz, the disjoining pressure can be estimated by

pd = 𝜌lRTlv ln a𝛿b (a = 1.5787, b = 0.0243) (7)

3 HEAT TRANSPORT LIMITATIONS

3.1 Capillary Limit

For a heat pipe to function, the capillary pressure difference occurring in the heat pipe must
always be greater than the summation of all the pressure losses occurring throughout the liquid
and vapor flow paths. When the heat transfer rate increases, the pressure losses increase, which
will be overcome by the increase of the capillary pressure difference. The continuous increase
of the heat transfer rate in a heat pipe will significantly increase the pressure losses, and at one
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heat transfer rate, the total capillary pressure difference is no longer equal to or greater than
the total pressure losses. This relationship, referred to as the capillary limit, can be expressed
mathematically as

Δpc,max ≥ Δpl + Δpv + Δpg (8)

where Δpc,max = maximum capillary pressure difference generated within capillary wicking
structure

Δpl = sum of inertial and viscous pressure drops occurring in liquid phase
Δpv = sum of inertial and viscous pressure drops occurring in vapor phase
Δpg = hydrostatic pressure drop

When the maximum capillary pressure difference is equal to or greater than the summation
of these pressure drops, the capillary structure is capable of returning an adequate amount
of working fluid to prevent dryout of the evaporator wicking structure. This condition varies
according to the wicking structure, working fluid, evaporator heat flux, vapor flow channel, and
operating temperature.

Capillary Pressure. When the meniscus radius exists at a liquid–vapor interface, there is the
pressure difference across the interface, which can be determined by the Laplace–Young
equation shown in Eq. 2. During steady-state operation, it is generally defined that the maxi-
mum capillary pressure exists when the capillary radius in the condenser approaches infinity
and the capillary radius in the evaporator reaches the smallest one. In order to generalize
the application, the maximum capillary pressure can be expressed as a function of only the
effective capillary radius of the evaporator wick, i.e.,

Δpc,max = 2𝜎
rc,e

(9)

where rc,e is the effective capillary radius depending on the wick structures. Table 2 lists effec-
tive capillary radii for four typical wicks. For other kinds of wicks, the effective capillary radii
can be readily determined using the Laplace–Young equation.

Liquid Pressure Drop. The liquid pressure drop is the result of the combined effect of both
viscous and inertial forces. If the flow rate in the wick is very small, the effect of inertial force
can be neglected, and the pressure difference is caused in the liquid phase only by the frictional
forces at the liquid–solid interface and in the liquid–vapor interface due to the vapor flow effect.

Table 2 Effective Capillary Radii

Structures rc,e Note

Rectangular groove
w

cos 𝛼
w = groove width
𝛼 = contact angle

Triangular groove
3 cos 𝜃w
4 cos 𝛼

w = groove width
𝛼 = contact angle
𝜃 = half groove angle

Wire screen
w + dw
2 cos 𝛼

dw = wire diameter
w = mesh spacing
𝛼 = contact angle

Packed or sintered particles 0.41rs rs = particle radius

Source: From Ref. 3.
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The total liquid pressure drop can be determined by integrating the pressure gradient over the
length of the flow passage, or

Δpl(x) = −
∫

x

0

dpl
dx

dx (10)

where the limits of integration are from the evaporator end (x = 0) to the condenser end (x =
L), and dpl/dx is the gradient of the liquid pressure resulting from the frictional forces from the
solid wick, wall, and vapor flow at the liquid–vapor interface, which can be written as

dpl
dx

=
(

𝜇l

KAw𝜌l

)
ml (11)

where ml is the local mass flow rate in the wick and K, the permeability, can be expressed as

K =
2𝜀r2

h,l

fl ⋅ Rel
(12)

The wick porosity 𝜀 in Eq. 12 is defined as the ratio of the pore volume Vpor to the total
volume Vtot of the wick structure. The hydraulic radius rh,l in Eq. 12 is defined as twice the
cross-sectional area divided by the wetted perimeter, or rh,l = 2Ac/P. It should be noted that
Eq. 12 is valid for both the circular and noncircular channels/grooves. If the Reynolds number
of the working fluid flowing through the wick structure is small and less than the critical value,
then laminar flow is assumed. The product of the friction factor and Reynolds number, fl ⋅ Rel,
for laminar flow is constant and depends only on the passage shape. It should be noticed that
when the liquid–vapor interface is affected by the vapor flow, the friction factor Reynolds
number product, fl ⋅ Rel, depends on the vapor flow in addition to the contact angle and
channel angle.4

For uniform heat addition and rejection, Eq. 10 can be expressed as

Δpl =
(

𝜇l

KAwhfg𝜌l

)
Leffq (13)

where q = mlhfg and the effective heat pipe length can be found as

Leff = 0.5Le + La + 0.5Lc (14)

In many cases, an analytical expression for the permeability K shown in Eq. 13 is not
available. In such a case, semiempirical correlations based on experimental data are usually
employed. For example, Marcus5 has described a method for calculating the permeability of
wrapped, screened wicks. This expression, which is a modified form of the Blake–Kozeny
equation, can be expressed as

K = d2𝜀3

122(1 − 𝜀)2
(15)

In this expression, d is the wire diameter and 𝜀 is the wick porosity, which can be deter-
mined as

𝜀 = 1 − 1
4
𝜋SNd (16)

where N is the mesh number per unit length and S is the crimping factor (approximately 1.05).6

For the sintered particles, this equation takes the form

K =
ds

2𝜀3

37.5(1 − 𝜀)2
(17)

where ds is the average diameter of the sintered particles.

Vapor Pressure Drop. If the heat pipe is charged with an appropriate amount of working fluid
and the wetting point occurs at the cap end of the condenser, the vapor pressure drop can be
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calculated by the approach recommended by Peterson,6 Chi,7 and Dunn and Ready.8 Based on
the one-dimensional vapor flow approximation, the vapor pressure drop can be determined by

Δpv =

(
C
(
fv ⋅ Rev

)
𝜇v

2r2
h,vAv𝜌vhfg

)
Leffq (18)

where C is the constant that depends on the Mach number defined by

Mav =
q

Av𝜌vhfg(RvTv𝛾v)1∕2
(19)

The ratio of specific heats, 𝛾v, in Eq. 19 depends on the molecule types and is equal to
1.67, 1.4, and 1.33 for monatomic, diatomic, and polyatomic molecules, respectively. Previ-
ous investigation summarized by Peterson6 has demonstrated that the friction factor Reynolds
number product fv ⋅ Rev and the constant C shown in Eq. 18 can be determined by

Rev < 2300 and Mav < 0.2

fv ⋅ Rev = constant, C = 1.0 (20)

Rev < 2300 and Mav > 0.2

fv ⋅ Rev = constant, C =
[

1 +
(
𝛾v − 1

2

)
Ma2

v

]−1∕2

(21)

Rev > 2300 and Mav < 0.2

fv ⋅ Rev = 0.038

(
2rh,vq

Av𝜇vhfg

)3∕4

, C = 1.0 (22)

It should be noted that Eq. 22 was determined based on a round channel. Because the
equations used to evaluate both the Reynolds number and the Mach number are functions of
the heat transport capacity, it is first necessary to assume the conditions of the vapor flow, and
an iterative procedure must be used to determine the vapor pressure.

If the heat pipe is overcharged and/or the heat pipe is operating at a high cooling rate, the
location of the wet point, where the pressures in the vapor and the liquid are equal, should be
close to the beginning of the condensing section. In this case, only the total pressure drop in the
evaporating and condensing sections are needed in the calculation of the capillary limitation.9

Equation 18 becomes

Δpv =

(
C
(
fv ⋅ Rev

)
𝜇v

2r2
h,vAv𝜌vhfg

)
q[0.5Le(1 + FRer) + La] (23)

where the correction factor F in Eq. 18 can be determined by

F = 7
9
−

1.7Rer
36 + 10Rer

exp

(
−

7.5La
RerLe

)
(24)

The radial Reynolds number Rer in Eqs. 18 and 19 is defined by

Rer =
𝜌vvlvrv
𝜇v

(25)

where vlv is the interfacial velocity. For evaporation, vlv>0; for condensation, vlv<0.

3.2 Boiling Limit

When boiling occurs near the evaporating wall in the wick, two consequences result. First, the
amount of thin-film evaporation at the solid–liquid–vapor interface dramatically decreases as
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the boiling condition dominates the phase change behavior of the system. Second, the vapor
forming at the base of the wick structure forms a blanket of vapor, preventing reentry of the
working fluid. Since the vapor conductivity of working fluid is much lower than the fluid con-
ductivity, the overall conductivity of the wick structure will experience a significant decrease.
Obviously, boiling heat transfer in the wick should be avoided as this condition could lead to
early dryout of the heat pipe.

If the wick is constructed such that the temperature difference between the wall temper-
ature of the evaporator and the saturation temperature, Tw – Ts, remains less than the boiling
superheat for a given pressure, bubble formation will not occur near the wall in the wick. When
the local working fluid temperature inside the wick exceeds the saturation temperature corre-
sponding to the local pressure and nucleation occurs, the bubbles that are formed will collapse
and boiling will be avoided if the superheat is not sufficiently high enough. The equilibrium
state for the bubbles, or the state at which the bubbles no longer collapse, is that thermodynamic
state for which the Gibbs free energy between the liquid and vapor phases is minimized. Using
the Clausius–Clapyeron relation, the superheat can be found as

Tl − Ts(pl) =
2𝜎Ts(pl)
hfgre

(
1
𝜌v

− 1
𝜌l

)
(26)

If the vapor density is much smaller than the liquid density, Eq. 26 may be reduced to

Tl − Ts(pl) =
2𝜎Ts(pl)
𝜌vhfgre

(27)

where re is the meniscus radius of the vapor bubble formed in the wick structure of the heat
pipe, which is directly related to the pore size of the wick structure. According to the theory
presented by Hsu10 and the derivation presented by Carey,11 an embryo bubble will grow and
a cavity will become an active nucleation site if the equilibrium superheat becomes equaled or
exceeded around the perimeter of the embryo. In order to avoid boiling near the base of the wick
structure, the temperature difference between the wall and the saturation temperature must be
less than the superheat required for bubble formation. Using the superheat obtained above, the
critical heat flux related to the boiling limit can be found as

q′′ = keff[Tl − Ts(pl)] =
keff2𝜎Ts(pl)
𝜌vhfgre

. (28)

As can be seen, the boiling limit is sensitive to the effective thermal conductivity, keff, and
the meniscus radius of the vapor bubble, re, at the wick–wall interface.

3.3 Entrainment Limit

In an operating heat pipe, when the vapor flow direction is opposite to the liquid flow direc-
tion, the frictional shear stress occurring at the liquid–vapor interface may slow down the
return of liquid to the evaporator. As the vapor velocity increases, the vapor flow effect on
the liquid–vapor interface increases depending on surface tension, viscosities, and densities of
both the vapor and liquid phases. When the influence caused by the frictional shear stress act-
ing on the liquid–vapor interface by the frictional vapor flow is large enough, the liquid flow
cannot flow back to the evaporator. When this occurs, the liquid in the evaporator dries out.
At this point the heat pipe reaches a heat transport limit, which is known as the entrainment
limit. Based on a Weber number equal to unity, i.e., We = Flv∕F𝜎 = 1, where Flv is the shear
stress at the liquid–vapor interface and F𝜎 is the surface tension force, Cotter12 developed an
approximation of the entrainment limit as follows:

qent = Avhfg

(
𝜎𝜌v

2rh,w

)0.5

(29)

where rh,w is the hydraulic radius of the wick surface pore.
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3.4 Viscous Limit

When the vapor pressure from the evaporator to the condenser cannot overcome the vapor
pressure drop caused by the viscous forces, the heat pipe reaches a heat transport limit, which
is called the viscous limit. In particular, the viscous limit is reached when the vapor pressure in
the condenser is equal to zero. Using assumptions of laminar flow, ideal gas, and zero pressure
in the cap end of the condenser, the viscous limit can be determined by

qvis =
4r2

vhfg𝜌v,epv,eAv

fv ⋅ Rev𝜇vLeff
(30)

where 𝜌v,e, pv,e are the vapor density and vapor pressure in the cap end of the evaporator, respec-
tively.

3.5 Sonic Limit

When the vapor velocity at the exit of the evaporating section reaches the local sound speed,
the vapor flow is choked. As the chocked flow occurs, the vapor flow rate will not respond
with the amount of heat added in the evaporator. The heat pipe has reached the maximum heat
transport, which is called the sonic limit. If the vapor flow in the heat pipe can be approximated
as one-dimensional flow with the assumptions of negligible frictional force and ideal gas, the
sonic limit can be readily derived from the conservation of energy and momentum equations
as follows:

qs = Av𝜌vhfg

[
𝛾vRvT0

2
(
𝛾v + 1

)
]1∕2

(31)

where T0 is the stagnation temperature and Av and 𝜌v are the cross-sectional area and vapor
density, respectively, at the location where the local sound speed is reached. It should be noted
that this might occur at the exit to the evaporator or any location in the condenser section if the
cross-sectional area of the vapor flow path changes.

3.6 Effective Thermal Conductivity

While those operating limitations described above dominate the design of a heat pipe, the effec-
tive thermal conductivity provided by a heat pipe is a key factor for designing a highly efficient
heat pipe cooling device. The effective thermal conductivity keff is related to the total temper-
ature drop ΔTtotal as

keff =
qLeff

AhΔTtotal
(32)

where Ah is the total cross-sectional area of theheat pipe. The total temperature drop ΔTtotal
across the heat pipe is the sum of: the temperature drop across the evaporator shell, ΔTe,shell;
the temperature drop across the wick structure in the evaporator, ΔTe,wick;, the temperature
drop through the evaporating thin film, ΔTe,film; the temperature drop in the vapor flow, ΔTv;
the temperature drop across the condensate film, ΔTc,film; the temperature drop across the
wick structure at the condenser, ΔTc,wick; and the temperature drop across the condenser shell,
ΔTc,shell, i.e.,

ΔTtotal = ΔTe,shell + ΔTe,wick + ΔTe,film + ΔTv + ΔTc,film + ΔTc,wick + ΔTc,shell. (33)

Temperature Drops across Shell andWick. The temperature drop through the case shell material
at both the evaporator and the condenser can be calculated by

ΔTe,shell =
qe

′𝛿e,shell

kshell
(34)
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and

ΔTc,shell =
qc

′′𝛿c,shell

kshell
(35)

respectively. After heat travels through the wall, the heat reaches the working fluid in the wick.
Provided that the wick is saturated with the working fluid and no boiling occurs in the wick, the
heat will transfer through the wick, and evaporation will only occur at the liquid–vapor–solid
interface. The heat transfer across the wick is dominated by the heat conduction. The temper-
ature drop across the wick in the evaporator can be determined by

ΔTe,wick =
qe

′′𝛿wick

keff
(36)

As shown in Eq. 36, the effective thermal conductivity of a wick plays a key role in the tem-
perature drop in the wick. Since the effective thermal conductivity depends on the working fluid,
porosity, and geometric configuration, it is very hard to find the exact effective thermal conduc-
tivity theoretically. Nevertheless, several approximations for the effective thermal conductivity
have been developed. A list of common expressions for determining the effective thermal con-
ductivity of the wick is presented in Table 3. It is clear from each of the listed expressions that
the effective thermal conductivity of the wick is a function of the solid conductivity, ks; the
working fluid conductivity, kl; and the porosity. However, in each of the relations

lim
𝜀→0

keff = ks lim
𝜀→1

keff = kl

the manner by which the effective conductivity varies between the limiting cases is drastically
different depending upon the type of arrangement of the wick structure. Comparing the vari-
ous effective conductivity relations, as illustrated in Table 3 and Fig. 4, it becomes clear that
sintering the metallic particles dramatically enhances the overall thermal conductivity.

Similar to the temperature drop calculation for the evaporator, the temperature drop across
the wick in the condenser can be found as

ΔTc,wick =
qc

′′𝛿wick

keff
(37)

Temperature Drop across Liquid–Vapor Interface. If heat is added to the wick structure, the
heat is transferred through the wick filled with the working fluid, reaching the surface where
the liquid–vapor–solid interface exists. There, by utilizing the thin-film evaporation, the heat
is removed. The temperature drop across the evaporating thin film, as shown in Fig. 5, can be
calculated from the thin-film thickness by solving the equations governing the heat transfer

Table 3 Expressions for Wick Effective Thermal Conductivities for Various
Geometries

Wick Type Expression for Effective Thermal Conductivity

Sintered Spheres kSintered =
ks[2ks + kl − 2𝜀(ks − kl)]

2ks + kl + 𝜀(ks − kl)

Packed Spheres kPackedSpheres =
kl[(2kl + ks) − 2(1 − 𝜀)(kl − ks)]
(2kl + ks) + (1 − 𝜀)(kl − ks)

Wick and Liquid in Series kSeries =
klks

ks𝜀 + kl(1 − 𝜀)
Wick and Liquid in Parallel kParallel = kl𝜀 + ks(1 − 𝜀)

Wrapped Screens kWrappedScreen =
kl[(kl + ks) − (1 − 𝜀)(kl − ks]
(kl + ks) + (1 − 𝜀)(kl − ks)
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Figure 4 Effective thermal conductivities presented in Table 3.
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Figure 5 Thin-film evaporation.

and fluid flow in the thin-film region.13 The film thickness profile for a flat surface can be
described by

𝜎
dK
ds

−
dpd
ds

= −
fl

+ ⋅ Re𝛿𝜇l∫

s

0

q′′(s)
hfg

ds

2𝛿3(s)𝜌l
(38)

for the steady-state evaporating process of a thin film, where the meniscus curvature K can be
found by

K =
d2

𝛿

ds2

[
1 +

(d𝛿
ds

)2
] 3

2

. (39)
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Figure 6 Heat flux distribution in thin-film region.

Using the conditions

𝛿 = 𝛿0; K = 0,
d𝛿
ds

= 0; at s = 0 (40)

with Eq. 38, the evaporating thin-film profile is obtained and the temperature drop across the
evaporating thin film can be determined. As shown in Fig. 6, the heat flux level through the
thin-film region can reach up to 1400 W/cm2 with a superheat of 1.0∘C. The optimization of
thin-film evaporation in a high-heat-flux heat pipe design plays a key role.

Temperature Drop in Vapor Flow. In order to find the vapor velocity distribution and vapor
pressure drop in a heat pipe, a three-dimensional model should be developed, particularly when
the vapor space shape is irregular with evaporation occurring near the interline region. In order
to obtain an effective tool, a simplified model can be used wherein the pressure drop at a given
z location is found using a two-dimensional model, i.e.,

𝜕2uv
𝜕x2

+
𝜕2uv
𝜕y2

= 1
𝜇v

dpv
dz

(41)

The friction factor can be obtained based on the vapor channel cross section4 and the vapor
flow along the z direction can be expressed as a one-dimensional momentum equation shown as

dpv
dz

+ 𝜌vg sin𝜓 + 𝜌vuv
duv
dz

= −fv
2𝜌vuv

2

dh,v
(42)

The vapor pressure varies from the evaporator section to the condenser section, due to fric-
tional vapor flow, resulting in a temperature variation which can be predicted by the Clapeyron
equation, i.e.,

Tv =
Tv,e

1 − RTv,e
hfg

ln pe
pv,e

(43)
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where Tv,e is the vapor temperature in the evaporator and pv,e is the vapor pressure in the evap-
orator. Vapor flows through the adiabatic section to the condenser region. At the condensing
section, vapor condenses due to the phase change driving force. The condensed fluid then is
drawn into the wicking structure by a capillary force. Assuming that the heat pipe is charged
with the proper amount of working fluid, the wick surface can be assumed to directly contact
the saturated vapor. Therefore, the film thickness on the wicking structure is neglected while
the temperature drop across the liquid–vapor interface in the condenser is equal to zero.

4 HEAT PIPE FABRICATION PROCESSES

4.1 Wicks

The wicks in a heat pipe are used to pump the condensate from the condenser to the evaporator.
Figure 7 lists several wick structures currently being used in heat pipes. Among the wick struc-
tures shown in Fig. 7, the grooves, sintered metal, and wrapped screens are the most common
wicks. The grooved wicks have been widely used in laptop computers for a relatively low heat
load. The groove dimensions significantly affect the capillary limitation and effective thermal
conductivity. When the groove configuration is different, as shown in Fig. 8, the heat transfer
performance changes. For a given application, there exists an optimized groove configuration
for the best heat transfer performance.

In addition to the grooved wick, another wick having higher effective thermal conductiv-
ity is the sintered metal. The sintered wick can be produced at a temperature of 50–200 ∘C
below the melting point of the sintering material. The porosity of the sintered wick depends
on the surrounding pressure, sintering temperature, and time. Also, the environmental gas
can significantly help the sintering process. For example, when hydrogen is used as the envi-
ronmental gas, it helps sinter the copper material. The heat transfer performance in a heat
pipe with sintered wicks largely depends on the wick thickness, particle size, and porosity.
For a given heat flux, there exists an optimum design for the evaporating heat transfer in a
heat pipe with sintered wicks. As shown in Fig. 9, when the particle radius decreases, the
optimum thickness increases.14 It is concluded that, if it is possible to decrease the particle
radius while maintaining a constant porosity, the particle radius should be as small as possible.
The impact of these results is that thicker sintered wicks, which are more readily manufac-
tured and assembled into heat pipes, can provide heat removal capabilities equivalent to the
thinner wicks.

The screen wick has been widely used in the conventional heat pipe. Stainless steel, copper,
nickel, and aluminum meshes are commercially available for the screen wicks. Although the
smallest pore size for the copper meshes is about 100 pores per inch, the smallest pore size for
the stainless steel meshes can reach less than 5 μm in hydraulic diameter.

4.2 Working Fluid Selections

Because a heat pipe cannot function below the freezing point or above the critical temperature
of its working fluid, the selected working fluid must be within this range. Table 4 lists some
working fluids which can be used in the heat pipe for a given operating temperature. In addi-
tion, the vapor pressure, surface tension, contact angle, and viscosity in the heat pipe must be
considered in the selection of working fluid. For example, the vapor pressure in the heat pipe
should not be less than 0.1 atm or higher than 10 atm. Typical working fluids for cryogenic heat
pipes include helium, argon, oxygen, and krypton. For most common low-temperature heat
pipes ranging from 200 to 550 K, ammonia, acetone, and water are commonly employed. The
typical working fluids being used in the high-temperature heat pipes are sodium, lithium, silver,
and potassium. Furthermore, the more important factor in the selection of working fluid is the
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Screen meshes Sintered particles Grooves

Wires Screen covered grooves Slab

Artery Monogroove Composite grooves

Figure 7 Some common wick structures.

compatibility with the case and wick materials. Table 5 lists results of compatibility tests of
materials with some working fluids.

4.3 Cleaning and Charging

All of the materials used in a heat pipe must be clean. Cleanliness achieves two important objec-
tives: 1 it ensures that the working fluid will wet the materials and 2 it keeps out any foreign
matter that could hinder capillary action or create incompatibilities. The presence of contami-
nants in the solid, liquid, or gaseous state may be detrimental to heat pipe performance. If the
interior of a heat pipe is not clean, degradation of the performance can result over time. Solid
particles can physically block the wick structure, decreasing the liquid flow rate and increasing
the likelihood of encountering the capillary limit. Oils from machining or from the human hand
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Table 4 Working Fluids and Temperature Ranges

Melting Points, ∘K Boiling Point, ∘K Useful Range,
Working Fluids At 1 atm at 1 atm ∘K

Helium 1 4.21 2–4
Hydrogen 13.8 20.38 14–31
Neon 24.4 27.09 27–37
Nitrogen 63.1 77.35 70–103
Argon 83.9 87.29 84–116
Oxygen 54.7 90.18 73–119
Methane 90.6 111.4 91–150
Krypton 115.8 119.7 116–160
Ethane 89.9 184.6 150–240
Freon 22 113.1 232.2 193–297
Ammonia 195.5 239.9 213–373
Freon 21 138.1 282 233–360
Freon 11 162.1 296.8 233–393
Pentane 143.1 309.2 253–393
Freon 113 236.5 320.8 263–373
Acetone 180 329.4 273–393
Methanol 175.1 337.8 283–403
Flutec PP2 223.1 349.1 283–433
Ethanol 158.7 351.5 273–403
Heptane 182.5 371.5 273–423
Water 273.1 373.1 303–473
Toluene 178.1 383.7 323–473
Flutec PP9 203.1 433.1 273–498
Naphthalene 353.4 490 408–478
Dowtherm 285.1 527 423–668
Mercury 234.2 630.1 523–923
Sulfur 385.9 717.8 530–947
Cesium 301.6 943 723–1173
Rubidium 312.7 959.2 800–1275
Potassium 336.4 1032 773–1273
Sodium 371 1151 873–1473
Lithium 453.7 1615 1273–2073
Calcium 1112 1762 1400–2100
Lead 600.6 2013 1670–2200
Indium 429.7 2353 2000–3000
silver 1234 2485 2073–2573

Source: From Ref. 9.

can decrease the wettability of the wick. Oxides formed on the wall and wick can also decrease
the ability for the liquid to wet the surface. Therefore, proper cleaning of all of the parts in
contact with the interior of the heat pipe (pipe, end caps, wick, and working fluid) is necessary
for maximum reliability and performance. Several steps are needed in order to properly clean
the heat pipe container and wick structure, such as solvent cleaning, vapor degreasing, alkaline
cleaning, acid cleaning, passivation, pickling, ultrasonic cleaning, and vacuum baking. Many
of these steps are used in a single cleaning operation.6,8

It is necessary to treat the working fluid used in a heat pipe with the same care as that
given to the wick and container. The working fluid should have the highest purity available,
and further purification may be necessary following purchase. This may be carried out by dis-
tillation. The case of low-temperature working fluids, such as acetone, methanol, and ammonia
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Table 5 Experimental Compatibility Tests

Aluminum Brass Copper Inconel Iron Nickel Niobium Silica
Stainless

steel Tantalum Titanium Tungsten

Acetone C C C C C
Ammonia C I C C C
Cesium C C
Dowtherm C C C
Freon-11 C
Heptane C
Lead I I I I C I C
Lithium I I C I C I C
Mercury I I I C I I
Methanol C C C C C
Silver I I I I C I C
Sodium C C C C I
Water I C I C C C C

Note: C, compatible; I, incompatible.

in the presence of water, can lead to incompatibilities, and the minimum possible water content
should be achieved. The amount of working fluid required for a heat pipe can be approximately
calculated by estimating the volume occupied by the working fluid in the wicking structure,
including the volume of any arteries, grooves, cornered regions, and so on. The amount of
working fluid charged to a heat pipe significantly affects the heat transfer performance of the
heat pipe. For example, the heat transfer performance of a grooved heat pipe currently being
used in a laptop computer is very sensitive to the charging amount of working fluid.

Once the required amount of working fluid is determined, the working fluid can be intro-
duced into the heat pipe by an evacuation and back-filling technique, a liquid fill and vapor
generation technique, a solid fill and sublimation technique, or a supercritical vapor technique.6

The most common among those for the low- or moderate-temperature working fluids currently
being used for electronics cooling is the evacuation and back-fill techniques. All these charging
methods are to prevent noncondensable gases from entering the heat pipe during the charging
process. In order to charge the working fluid in, a suitable evacuation/filling rig must be applied.
The rig must be able to evacuate the container to 10-4 torr or less. The filling rig is used to evac-
uate the pipe and charge it with the proper amount of working fluid. Details of the charging
process depend on the state of the working fluid at the ambient temperature. The material of
construction is generally glass, stainless steel, or plastic materials. Glass has advantages when
handling liquids in that the presence of liquid droplets within the ductwork can be observed and
their vaporization under vacuum noted. Stainless steel has obvious strength benefits. If plastic
materials are chosen, the working fluid used in the charging process could not react with plastic.

4.4 Testing

The test facility needs to be established to test the heat transfer performance and heat trans-
port limitations. Both transient and steady-state tests should be conducted for a heat pipe. For
low-temperature heat pipes, however, the steady-state test is given the highest priority. A typ-
ical experimental system for low-temperature heat pipes, similar to the one shown in Fig. 10,
would normally be used. The test facility shown in Fig. 10 consists of the heat pipe, a heat
power supply and measuring unit, a cooling unit, and a data acquisition unit for the tempera-
ture measurements. The operating temperature of the heat pipe can be controlled by a cooling
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Figure 10 Heat pipe test apparatus

block connected to a cooling bath, where the temperature of the coolant is maintained at a con-
stant temperature of a designed operating temperature. The heat source is directly connected
to the evaporator. Power input can be supplied by an AC or DC power supply and recorded
by multimeters with signals sent directly to a personal computer which can be used to con-
trol the entire system. The heat source should be well insulated to reduce convective losses. A
number of temperature sensors are attached to the heat pipe surfaces to measure the temper-
ature distribution on the heat pipe and temperature variation with the power input. All of the
measured data are sent to the data acquisition system controlled by a personal computer. Prior
to the start of the experiment, the system is allowed to equilibrate and reach steady state such
that the temperatures of the cooling media and the heat pipe are constant. When this desired
steady-state condition is obtained, the input power is then increased in small increments. Previ-
ous tests indicate that a time of approximately 5−30 min is necessary to reach steady state. To
obtain the data for the next successive power level, the power is incremented every 5−30 min.
During the tests, the power input and the temperature data are simultaneously recorded using
a data acquisition system controlled by a personal computer.

5 OTHER TYPES OF HEAT PIPES

5.1 Thermosyphon

One of the simplest heat pipes is the thermosyphon. As shown in Fig. 11, a thermosyphon
is a vertically oriented wickless heat pipe with a liquid pool at the bottom. A typical ther-
mosyphon consists of three sections similar to the conventional heat pipe. As heat is added
to the evaporator section where a liquid pool exists, the liquid vaporizes. The vapor rises and
passes through the adiabatic section to the condenser section, where the vapor gives up its latent
heat and condenses into liquid. The condensate is then pumped from the condenser to the evap-
orator by gravitational force. In a conventional thermosyphon, the evaporator must be located
below the condenser for satisfactory operation because the device has to rely on gravity for
condensate return. Therefore, thermosyphons are ineffective in zero gravity or microgravity.
The thermosyphon has been widely used in the preservation of permafrost, electronics cooling,
and heat pipe exchangers due to its highly efficient heat transfer performance, high level of
temperature distribution, simplicity and reliability, as well as cost effectiveness. Heat transfer
limitations such as the dryout limit, flooding and entraniment limit, and boiling limit should be
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Figure 11 Schematic of thermosyphon.

considered during the design of thermosyphons. The dryout limitation might occur when the
amount of working fluid in the evaporator is not sufficient and the heat added to the evaproator
cannot be removed, which would result in a significant temperature increase. This is similar
to the critical heat flux in pool boiling. Flooding and entrainment limits involve the interfacial
shear stress between the countercurrent vapor and liquid flows. Boiling limitation can be found
in a thermosyphon with large fill volumes and high radial heat flux in the evaporator.

5.2 Loop Heat Pipes/Capillary Pumped Loop

The loop heat pipe (LHP) and capillary pumped loop (CPL) utilize the capillary pressure devel-
oped in a fine pore wick to circulate the working fluid in a closed-loop system. Figure 12 shows
the schematic of the CPL. The liquid phase flows through the liquid line from the condenser
to the evaporator and the vapor flows from the evaporator to the condenser through the vapor
line. The LHP or CPL can significantly reduce or eliminate the liquid pressure drop and vapor

Liquid
line

Vapor
removal
channels

Compensation
cavity 

Evaporator 

Wick 

Vapor
line

Condenser

Figure 12 Schematic of capillary pumped loop/loop heat pipe.
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flow effect on the liquid flow, resulting in a significant increase in the capillary pumping ability.
Because the evaporator in a LHP or CPL is used not only as the heat sink to remove the heat
but also as the source to provide the total capillary pumping pressure, a highly efficient evap-
orator is the key to success for a LHP or CPL. Compared to a conventional heat pipe, LHP or
CPL systems have the potential to transport large amounts of heat over long distances at vari-
ous orientations with minimal temperature drops and no external pumping power. Due to this
unique feature, the LHP or CPL is especially suitable to the space station program, advanced
communication satellite, high powered spacecraft, and electronics cooling, which require large
heat dissipation. It is anticipated that the CPL or LHP will play an important role in the thermal
management of space and terrestrial systems in the future.

Oscillating Heat Pipes
In 1990, Akachi15 invented the oscillating heat pipe (OHP). A typical OHP, as shown in Fig. 13,
consists of a train of liquid plugs and vapor bubbles. The diameter of the OHP must be small
enough so that liquid plugs can be separated by vapor bubbles. A typical OHP has three sections:
an evaporating section, an adiabatic section, and a condensing section. As heat is added on the
evaporating section, the vaporization in the evaporating section causes the vapor volume expan-
sion, and the heat removal in the condensing section causes the vapor volume contraction. The
expansion and contraction of vapor volume plus the thermal energy added on the system gen-
erate the oscillating motion of liquid plugs and vapor bubbles in the system. In addition to the
oscillating motion observed in the system, the pulsating motions of liquid plugs and vapor bub-
bles exist at the same time. For this reason, the OHP is sometimes called a pulsating heat pipe
(PHP). The oscillating motion in the OHP depends on the dimensions, working fluids, operat-
ing temperature, surface conditions, heat flux and total heat load, orientation, turns, and most
importantly the filled ratio, Vl/Vt, where Vl is the liquid volume occupied by the liquid in the
system and Vt is the total volume.16,17 Utilizing phase change heat transfer and forced convec-
tion, the heat is transferred from the evaporating section to the condensing section. Compared
with the conventional heat pipe, the OHP has the following features: 1 an OHP is an “ac-
tive” cooling device that converts heat from the heating area into the kinetic energy of liquid
plugs to initiate and sustain the oscillating motion; 2 the liquid flow does not interfere with the
vapor flow because both phases flow in the same direction; 3 the thermally driven oscillating
flow inside the capillary tube effectively produces some free surfaces that significantly enhance
evaporating and condensing heat transfer; 4 the oscillating motion in the capillary tube signifi-
cantly improves the forced convection in addition to the phase change heat transfer; and 5 as the
input power increases, the heat transport capability of an OHP dramatically increases. Because

Condenser (Lc)

Adiabatic
section (La)

Evaporator (Le)

Figure 13 Schematic of oscillating heat pipe.
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Figure 14 Heat transfer performance of flat-plate OHP: (a) photos and (b) effective thermal conductivity.
Courtesy of ThermAvant Technologies, LLC.

of these features, the working mechanism and design of OHPs have been extensively investi-
gated recently.18–22 When nanoparticles are added in an OHP, it can significantly increase the
heat transfer performance.18 Check valves embedded in an OHP can improve the heat trans-
fer performance.19 Most importantly, an OHP can be developed into a gravity-independent
heat transfer device,20 which is very different from the conventional heat pipe. Most recently,
it has been demonstrated that when the tubular OHPs are developed into flat-plat OHPs, the
heat flux level and total power can be significantly increased.21,22 For example, one OHP with
dimensions of 130 mm × 38 mm × 2.0 mm as shown in Fig. 14 achieved an effective thermal
conductivity higher than 18,000 W/mK with a heat flux level of 108 W/cm2 and a total power
up to 680 W.

5.3 Vapor Chamber

Vapor chambers (see Fig. 15), also named flat heat pipes, have the same primary components
as a typical tubular heat pipe. These components consist of a hermetically sealed hollow cham-
ber, a working fluid, and a wick structure. Compared to a one-dimensional tubular heat pipe, a
typical vapor chamber is a two-dimensional heat pipe with a thickness much less than the other
two dimensions. The thickness can be as thin as 0.5 mm. Due to this unique dimension fea-
ture, the vapor chamber has been widely used as heat spreaders to spread heat generated from
microelectronic components or systems. When the thickness is very small, the cross-sectional
area of vapor flow is significantly reduced, which directly limits the heat transport capability.
In addition, the thickness reduction makes the wick thickness as thin as possible, which directly
limits the capillary pressure in a vapor chamber. A number of new approaches, such as nanos-
tructuered wicks, 23,24 have been taken to further increase the capillary pressure and enhance
heat transfer.

Shell Wick

Vapor

Heat input

Shell

Figure 15 Schematic of cross sectional view of vapor chamber.
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5.4 Micro Heat Pipes

In 1984, Cotter25 first introduced the concept of very small “micro” heat pipes which were
incorporated into semiconductor devices to promote more uniform temperature distributions
and improve thermal control. The micro heat pipe was defined as a heat pipe in which the
mean curvature of the liquid–vapor interface is comparable in magnitude to the reciprocal of
the hydraulic radius of the total flow channel. Based on this definition, the hydraulic diameter
of a typical micro heat pipe ranges from 10 to 500𝜇m. The fundamental operating principle of
micro heat pipes is essentially the same as those occurring in relatively large conventional heat
pipes. A typical micro heat pipe, shown in Fig. 16, is using the cornered region to pump the
condensate from the condenser to the evaporator. As heat is added to the evaporating section,
the liquid vaporizes and the vapor brings the heat through the adiabatic section to the condens-
ing section, where the vapor condenses into liquid and releases latent heat. The heat addition on
the evaporating section causes the liquid to recede into the cornered region and directly reduces
the meniscus radius at the liquid–vapor interface in the evaporator. This vaporization and con-
densation process causes the liquid–vapor interface in the liquid arteries to change continually
along the pipe and results in a capillary pressure difference between the evaporator and con-
denser regions. This capillary pressure difference promotes the flow of the working fluid from
the condenser back to the evaporator. As the size of the heat pipe decreases, however, the micro
heat pipe may encounter vapor continuum limitation. This limitation may prevent the micro
heat pipe from working under lower temperatures. In addition to the vapor continuum limita-
tion, the micro heat pipe is also subject to the operating limits occurring in the conventional
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Figure 16 Schematic of micro heat pipe.
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Figure 17 Schematic of variable-conductance heat pipe.

heat pipe. Of those operating limits, the capillary limitation remains the most important for the
micro heat pipe. The micro heat pipes have been widely used in electronics cooling.

5.5 Variable-Conductance Heat Pipes

For a typical conventional heat pipe, the operating temperature can be determined by the heat
removal rate from the condenser. When the heat load increases, the temperature drop from
the evaporator to the condenser increases if the condensing area is constant. However, there are
some applications where the evaporator or condenser temperature needs to be kept constant with
a varying heat input. The variable-conductance heat pipe is suitable for this function design and
its unique feature is the ability to maintain a device mounted at the evaporator at a near-constant
temperature, independent of the amount of power being generated by the device. In order to
keep the operating temperature independent of the heat input, the whole conductance of the heat
pipe should be varied with the heat load. Figure 17 illustrates a typical variable-conductance
heat pipe (VCHP). Compared to a conventional heat pipe, the VCHP as shown in Fig. 17
includes a gas reservoir containing noncondensable gas. When the input power is low, the vapor
pressure inside the heat pipe is low. The volume of noncondensable gas expands and reduces
the condensing area. When the input power is high, the vapor pressure increases, resulting in
the contraction of vapor volume and directly increasing the condensing area. As a result, the
temperature drop from the evaporator to the condenser is fairly constant. As shown in Fig. 15,
the noncondensable gas is used to moderate the conductance as the input power is varied, giv-
ing the device the name gas-loaded variable heat pipe. Based on the same principle, several
other VCHPs have been developed to moderate the conductance change in the heat pipe such
as vapor-flow-modulated heat pipes, excess-liquid heat pipes, and liquid-flow-modulated heat
pipes (thermal diodes)6.

5.6 Rotating Heat Pipes

The rotating heat pipe consists of a sealed hollow shaft which contains a fixed amount of work-
ing fluid. The rotating heat pipe can be divided into two types: with an internal taper and without
an internal taper. Compared to a conventional heat pipe, the rotating heat pipe has the follow-
ing advantages: (1) the condensate in the rotating heat pipe is returned to the evaporator by
centrifugal force; (2) the rotational speed plays the most important role for its heat transfer per-
formance; (3) the heat transfer performance is enhanced for a rotating heat pipe with an internal
taper because the removal of the condensate from the cooled liquid surface by centrifugal action
helps move the condensate back toward the evaporator; and (4) the sonic, entrainment, boiling,
and condensing limits are the primary factors limiting the heat transfer capacity in the rotating
heat pipe. For detailed information related to the rotating heat pipes, the reader is referred to
the books written by Peterson6 and Fahgri.9
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5.7 High-Temperature Heat Pipes (Metal Heat Pipes)

Because most working fluids in high-temperature heat pipes are metal, a high-temperature heat
pipe is also called a metal heat pipe. Due to the higher surface tension, higher latent heat
of vaporization, and higher thermal conductivity, the high-temperature heat pipes can trans-
port large heat load and reach a very high level of temperature uniformity, and they have
been employed for advanced energy systems such as advanced thermophotovoltaic advanced
gas turbine engines and nuclear reactors. Table 4 lists some commonly used working fluids
and their temperature ranges. However, compared with those heat pipes operating at other
temperature ranges, the high-temperature heat pipe possesses some obstructions such as a cor-
rosion/reliability concern, high chemical reactivity, start-up control, and severe work condition
due to too high operating temperature.

5.8 Cryogenic Heat Pipes

Cryogenic fluids are used in the cryogenic heat pipe. These working fluids are either a chemi-
cally pure material such as helium, argon, krypton, nitrogen, or oxygen or a chemical compound
such as methane, ethane, or Freon. The operating temperature ranges for these fluids are listed
in Table 4. For cryogenic fluids at a low temperature, the surface tension, thermal conductivity,
and latent heat of vaporization are relatively low and the liquid viscosity is much higher. As a
result, the heat pipe optimized for zero-gravity operation would not properly prime in a 1g envi-
ronment due to the low surface tension. The very high vapor pressure in the heat pipe during
storage and the low operating temperature, where the cooling methods to remove heat from
the condenser are limited, are also concerned for the cryogenic heat pipes. The capillary limit,
sonic limit, entrainment limit, or boiling limit governs the heat transport limitation. Of those
operating limits, the capillary limit from the low surface tension is the primary factor affecting
the heat transfer performance in the cryogenic heat pipes. For this reason, considerable effort
has been conducted to develop wicking structures that further increase the capillary limitation.

NOMENCLATURE
A Cross-sectional area, m2

C Constant
c Specific heat, J/kg ⋅ K
d Diameter, m
f Friction factor
F Correction factor
g Gravitational acceleration, m/s2

hfg Latent heat, J/kg
k Thermal conductivity, W/m ⋅ K
K Curvature, m-1; permeability, m-2

L Length, m
Ma Mach number
m Mass flow rate, kg/s
N Mesh number
r Radius, m
R Universal constant, J/kg ⋅ K
p Pressure, N/m2

P Perimeter, m
q Heat transfer, W
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q′′ Heat flux, W/m2

Re Reynolds number
s Coordinate, m
S Crimping factor
T Temperature, ∘C
u Vertical velocity, m/s
u Average velocity, m/s
We Weber number
x Coordinate, m
y Coordinate, m
z Coordinate, m

Greek Symbols

𝛼 Contact angle, degree
𝛿 Film thickness, m
𝜀 Porosity
𝛾 Ratio of specific heats
𝜓 Tilt angle, degree
𝜇 Dynamic viscosity, N ⋅ s/m2

𝜌 Mass density, kg/m3

𝜎 Surface tension, N/m
𝜏 Shear stress, N/m2

Subscripts

+ Normal direction
a Adiabatic section
c Capillary, condensation, condenser
d Disjoining
e Evaporation, evaporator
eff Effective
ent Entrainment
film Film
g Gravity
h Hydraulic
l Liquid
lv Liquid–vapor
m Meniscus
max Maximum
r Radial
s Sintered particles, saturation, solid, sonic
shell Shell
sl Solid-liquid
sv Solid-vapor
t Capillary tube
total Total
v Vapor
vis Viscous
w Wire, wick
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1 AIR-HEATING PROCESSES

Air can be heated by burning fuel or by recovering waste heat from another process. In either
case, the heat can be transferred to air directly or indirectly. Indirect air heaters are heat
exchangers wherein the products of combustion never contact or mix with the air to be heated.
In waste heat recovery, the heat exchanger is termed a recuperator.

Direct air heaters, or direct-fired air heaters, heat the air by intentionally mixing the prod-
ucts or combustion of waste gas with the air to be heated. They are most commonly used for
ovens and dryers. It may be impractical to use them for space heating or for preheating com-
bustion air because of lack of oxygen in the resulting mixture (“vitiated air”). In some cases,
direct-fired air heating may be limited by codes and/or by presence of harmful matter of unde-
sirable odors from the heating stream. Direct-fired air heaters have lower first cost and lower
operating (fuel) cost than indirect air heaters.

Heat requirements for direct-fired air heating. Table 1 lists the gross Btu of fuel input
required to heat one standard cubic foot of air from a given inlet temperature to a given outlet
temperature. It is based on natural gas at 60∘F, having 1000 gross Btu/ft3, 910 net Btu/ft3,
and stoichiometric air/gas ratio of 9.4:1. The oxygen for combustion is supplied by the air
that is being heated. The hot outlet “air” includes combustion products obtained from burning
sufficient natural gas to raise the air to the indicated outlet temperature.

Recovered waste heat from another nearby heating process can be used for process heating,
space heating, or preheating combustion air (Ref. 1). If the waste stream is largely nitrogen, and
if the temperatures of both streams are between 0 and 800∘F, where specific heats are about
0.24, a simplified heat balance can be used to evaluate the mixing conditions: Heat content of
the waste stream + heat content of the fresh air = heat content of the mixture, or

WwTw +WfTf = WmTm = (Ww +Wf )Tm

where W = weight and T = temperature of waste gas, fresh air, and mixture (subscripts w, f,
and m).
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Table 1 Heat Requirements for Direct-Fired Air Heating, Gross Btu of Fuel Input per scf of Outlet “Air”

Inlet Air
Temperature,
∘F

Outlet Air Temperature, ∘F

100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500

−20 2.39 4.43 6.51 8.63 10.8 13.0 15.2 17.5 19.9 22.2 24.7 27.1 29.7 32.2 34.9
0 2.00 4.04 6.11 8.23 10.4 12.6 14.8 17.1 19.5 21.8 24.3 26.7 29.3 31.8 34.4
+20 1.60 3.64 5.71 7.83 9.99 12.2 14.4 16.7 19.0 21.4 23.8 26.3 28.8 31.4 34.0
40 1.20 3.24 5.31 7.43 9.58 11.8 14.0 16.3 18.6 21.0 23.4 25.9 28.4 31.0 33.6
60 0.802 2.84 4.91 7.02 9.18 11.4 13.6 15.9 18.2 20.6 23.0 25.5 28.0 30.6 33.2
80 0.402 2.43 4.51 6.62 8.77 11.0 13.2 15.5 17.8 20.2 22.6 25.1 27.6 30.1 32.7
100 2.03 4.10 6.21 8.36 10.6 12.8 15.1 17.4 19.8 22.2 24.6 27.2 29.7 32.3
200 2.06 4.17 6.31 8.50 10.7 13.0 15.3 17.7 20.1 22.5 25.0 27.6 30.2
300 2.10 4.23 6.41 8.63 10.9 13.2 15.5 17.9 20.4 22.9 25.4 28.0
400 2.13 4.30 6.51 8.76 11.1 13.4 15.8 18.2 20.7 23.2 25.8
500 2.16 4.36 6.61 8.90 11.2 13.6 16.0 18.5 21.0 23.6
600 2.19 4.43 6.71 9.03 11.4 13.8 16.3 18.8 21.3
700 2.23 4.50 6.81 9.16 11.6 14.0 16.5 19.0
800 2.26 4.56 6.91 9.30 11.7 14.2 16.7
900 2.29 4.63 7.01 9.43 11.9 14.4
1000 2.32 4.69 7.11 9.57 12.1

Example: Find the amount of natural gas required to heat 1000 scfm of air from 400 to 1400∘F.
Solution: From the table, read 23.2 gross Btu/scf air. Then

(
23.2 gross Btu

scf air
× 1000 scf air

min
× 60 min

1 h

)
÷
1000 gross Btu

ft3 gas
= 1392 cfh gas.

The conventional formula derived from the specific heat equation is

Q = wcΔT; so Btu∕h = weight∕h × specific heat × temp rise = scf
min

× 60 min
h

× 0.076 lb

ft3
× 0.24 Btu

lb ∘F
× ∘rise = scfm × 1.1 × ∘rise.

The table incorporates many refinements not considered in the conventional formulas: (a) % available heat which corrects for heat loss to dry flue
gases and the heat loss due to heat of vaporization in the water formed by combustion, (b) the specific heats of the products of combustion (N2,
CO2, and H2O) are not the same as that of air, and (c) the specific heats of the combustion products change at higher temperatures.
For this example, the rule of thumb would give 1000 scfm × 1.1 × (1400 − 400) = 1,100,000 gross Btu/h: whereas the example finds 1392 × 1000
= 1,392,000 gross Btu/h required. Reminder: The fuel being burned adds volume and weight to the stream being heated.

Example 1
If a 600∘F waste gas stream flowing at 100 lb/h is available to mix with 10∘F fresh air and fuel,
how many pounds per hour of 110∘F makeup air can be produced?

Solution:
(100 × 600) + 10Wf = (100 +Wf ) × (110)

Solving, we findWf = 490 lb/h of fresh air can be heated to 110∘F, but the 100 lb/h of waste
gas will be mixed with it; so the delivered stream,Wm, will be 100 + 490 = 590 lb/h.

If “indirect” air heating is necessary, a heat exchanger (recuperator or regenerator) must
be used. These may take many forms, such as plate-type heat exchangers, shell-and-tube heat
exchangers, double-pipe heat exchangers, heat pipe exchangers, heat wheels, pebble heater
recuperators, and refractory checkerworks. The supplier of the heat exchanger should be able
to predict the air preheat temperature and the final waste gas temperature. The amount of heat
recovered is then given as Q = Wcp (T2 − T1), where W is the weight of air heated, cp is the
specific heat of air (0.24when below 800∘F), T2 is the delivered hot air temperature, andT1 is the
cold air temperature entering the heat exchanger. Tables and graphs later in this chapter permit
estimation of fuel savings and efficiencies for cases involving preheating of combustion air.
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If a waste gas stream is only a few hundred degrees Fahrenheit hotter than the air stream
temperature required for heating space, an oven, or a dryer, such uses of recovered heat are
highly desirable. For higher waste gas stream temperatures, however, the second law of ther-
modynamics would say that we canmake better use of the energy by stepping it down in smaller
temperature increments, and preheating combustion air usually makes more sense. This also
simplifies accounting, since it returns the recovered heat to the process that generated the hot
waste stream.

Preheating combustion air is a very logical method for recycling waste energy from flue
gases in direct-fired industrial heating processes such as melting, forming, ceramic firing, heat
treating, chemical and petroprocess heaters, and boilers. (It is always wise, however, to check
the economics of using flue gases to preheat the load or to make steam in a waste heat boiler.)

2 COSTS

In addition to the cost of the heat exchanger for preheating the combustion air, there are many
other costs that have to be weighed. Retrofit or add-on recuperators or regenerators may have to
be installed overhead to keep the length of heat-losing duct and pipe to a minimum; therefore,
extra foundations and structural work may be needed. If the waste gas or air is hotter than about
800∘F, carbon steel pipe and duct should be insulated on the inside. For small pipes or ducts
where this would be impractical, it is necessary to use an alloy with strength and oxidation
resistance at the higher temperature and to insulate on the outside.

High-temperature air is much less dense; therefore, the flow passages of burners, valves,
and pipe must be greater for the same input rate and pressure drop. Burners, valves, and piping
must be constructed of better materials to withstand the hot air stream. The front face of the
burner is exposed to more intense radiation because of the higher flame temperature resulting
from preheated combustion air.

If the system is to be operated at a variety of firing rates, the output air temperature will
vary; so temperature-compensating fuel/air ratio controls are essential to avoid wasting fuel.
Also, to protect the investment in the heat exchanger, it is only logical that it be protected with
high-limit temperature controls.

3 WARNINGS

Changing temperatures from end to end of high-temperature heat exchangers and from time to
time during high-temperature furnace cycles cause great thermal stress, often resulting in leaks
and shortened heat exchanger life. Heat transfer surfaces fixed at both ends (welded or rolled in)
can force something to be overstressed. Recent developments in the form of high-temperature
slip seal methods combined with sensible location of such seals in cool air entrance sections
are opening a whole new era in recuperator reliability.

Corrosion, fouling, and condensation problems continue to limit the applications of heat
recovery equipment of all kinds. Heat transfer surfaces in air heaters are never as well cooled as
those in water heaters and waste heat boilers; therefore, they must exist in a more hostile envi-
ronment. However, they may experience fewer problems from acid-dew-point condensation.
If corrosives, particulates, or condensables are emitted by the heating process at limited times,
perhaps some temporary bypassing arrangement can be instituted. High waste gas design veloc-
ities may be used to keep particulates and condensed droplets in suspension until they reach an
area where they can be safely dropped out.

Figure 1 shows recommended minimum temperatures to avoid “acid rain” in the heat
exchanger.2 Although a low final waste gas temperature is desirable from an efficiency stand-
point, the shortened equipment life seldom warrants it. Acid forms from combination of water
vapor with SO3, SO2, or CO2 in the flue gases.
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Figure 1 Recommended minimum temperatures to avoid “acid rain” in heat exchangers.

4 BENEFITS

Despite all the costs and warnings listed above, combustion air preheating systems do pay. As
fuel costs rise, the payback is more rewarding, even for small installations. Figure 2 shows
percent available heat3 (best possible efficiency) with various amounts of air preheat and a
variety of furnace exit (flue) temperatures. All curves for hot air are based on 10% excess
air.∗ The percentage of fuel saved by addition of combustion air preheating equipment can be
calculated by the formula

% fuel saved = 100 ×
(
1 − % available heat before

% available heat after

)

Table 2 lists fuel savings calculated by this method.1

Preheating combustion air raises the flame temperature and thereby enhances radiation
heat transfer in the furnace, which should lower the exit gas temperature and further improve
fuel efficiency. Table 3 and the x intercepts of Fig. 2 show adiabatic flame temperatures when
operating with 10% excess air,† but it is difficult to quantify the resultant saving from this effect.

Preheating combustion air has some lesser benefits. Flame stability is enhanced by the
faster flame velocity and broader flammability limits. If downstream pollution control equip-
ment is required (scrubber, baghouse), such equipment can be smaller and of less costly mate-
rials because the heat exchanger will have cooled the waste gas stream before it reaches such
equipment.

∗ It is advisable to tune a combustion system for closer to stoichiometric air/fuel ratio before attempting
to preheat combustion air. This is not only a quicker and less costly fuel conservation measure, but it then
allows use of smaller heat exchange equipment.
† Although 0% excess air (stoichiometric air/fuel ratio) is ideal, practical considerations usually dictate
operation with 5–10% excess air. During changes in firing rate, time lag in valve operation may result
in smoke formation if some excess air is not available prior to the change. Heat exchangers made of 300
series stainless steels may be damaged by alternate oxidation and reduction (particularly in the presence of
sulfur). For these reasons, it is wise to have an accurate air/fuel ratio controller with very limited time delay
deviation from air/fuel ratio setpoint.
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Figure 2 Available heat with preheated combustion air at 10% excess air. Applicable only if there is no unburned fuel in the products of combustion. Corrected for
dissociation. See also Figs. 3 and 4 in Chapter 16. Reproduced with permission from Ref. 3.
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Table 3 Effect of Combustion Air Preheat on Flame Temperature

Adiabatic Flame Temperatured (∘F)

Excess Air (%)
Preheated Combustion
Air Temperature (∘F)

With 1000 Btu/scf
Natural Gas

With 137,010 Btu/gal
Distillate Fuel Oil

With 153,120 Btu/gal
Residual Fuel Oil

0 60 3468 3532 3627
10 60 3314 3374 3475
10 600 3542 3604 3690
10 700 3581 3643 3727
10 800 3619 3681 3763
10 900 3656 3718 3798
10 1000 3692 3754 3831
10 1100 3727 3789 3864
10 1200 3761 3823 3896
10 1300 3794 3855 3927
10 1400 3826 3887 3957
10 1500 3857 3918 3986
10 1600 3887 3948 4014
10 1700 3917 3978 4042
10 1800 3945 4006 4069
10 1900 3973 4034 4095
10 2000 4000 4060 4121
0 2000 4051 4112 4171

Figure 3 Recuperator using heat from waste flue gas to preheat combustion air to be fed to burners.
The double elbow (insulated inside) in the flue uptake to the recuperator prevents (1) the recuperator from
causing a cool spot on top of the furnace load and (2) the hot furnace load and interior walls from possibly
radiating damaging overheat into the recuperator. Reproduced with permission from Ref. 4.
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Figure 4 Melting furnace with a pair of compact regenerative burners. The regenerator on the right is
storing waste heat in its bed of refractory nuggets. After 20 s of firing, as shown, the systems switch from
firing from the left and exhausting through the right to firing from the right and exhausting through the
left. At the moment shown, the regenerator on the right is storing waste heat, and the burner on the left is
receiving reclaimed stored heat in the form of preheated combustion air. Reproduced with permission from
Ref. 4.

Somewhat related to air heating (other than heating air for a subsequent process) is pre-
heating combustion air for burners to make any heating process more efficient by recirculating
waste heat through a heat exchange device (often built into a burner). This can be either a regen-
erator (steady-state heat exchanger, Fig. 3) or a recuperator (alternating flow heat exchanger,
Fig. 4). Both use hot waste (flue) gases as the heat source to preheat combustion air being fed
to the burners on almost any kind of furnace. Preheating air not only improves the thermal
efficiency by recycling waste flue gas energy but also raises the flame temperature (Table 3),
thereby increasing the heat transfer rate to the furnace loads.
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1 THERMAL MODELING

1.1 Introduction

To determine the temperature differences encountered in the flow of heat within electronic
systems, it is necessary to recognize the relevant heat transfer mechanisms and their governing
relations. In a typical system, heat removal from the active regions of the microcircuit(s) or
chip(s) may require the use of several mechanisms, some operating in series and others in
parallel, to transport the generated heat to the coolant or ultimate heat sink. Practitioners of the
thermal arts and sciences generally deal with four basic thermal transport modes: conduction,
convection, phase change, and radiation.

1.2 Conduction Heat Transfer

One-Dimensional Conduction
Steady thermal transport through solids is governed by the Fourier equation, which, in
one-dimensional form, is expressible as

q = −kA
dT
dx

(W) (1)

451
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where q is the heat flow, k is the thermal conductivity of the medium, A is the cross-sectional
area for the heat flow, and dT/dx is the temperature gradient. Here, heat flow produced by a
negative temperature gradient is considered positive. This convention requires the insertion of
the minus sign in Eq. (1) to assure a positive heat flow, q. The temperature difference resulting
from the steady-state diffusion of heat is thus related to the thermal conductivity of the material,
the cross-sectional area, and the path length L according to

(T1 − T2)cd = q
L

kA
(K) (2)

The form of Eq. (2) suggests that, by analogy to Ohm’s law governing electric current flow
through a resistance, it is possible to define a thermal resistance for conduction, Rcd, as

Rcd ≡
T1 − T2

q
= L

kA
(3)

One-Dimensional Conduction with Internal Heat Generation
Situations in which a solid experiences internal heat generation, such as that produced by the
flow of an electric current, give rise to more complex governing equations and require greater
care in obtaining the appropriate temperature differences. The axial temperature variation in a
slim, internally heated conductor whose edges (ends) are held at a temperature To is found to
equal

T = To + qg
L2

2k

[( x
L

)
−

( x
L

)2
]

When the volumetric heat generation rate qg in watts per cubic meter is uniform throughout,
the peak temperature is developed at the center of the solid and is given by

Tmax = To + qg
L2

8k
(K) (4)

Alternatively, because qg is the volumetric heat generation, qg = q/LW𝛿, the center–edge
temperature difference can be expressed as

Tmax − To = q
L2

8kLW𝛿
= q

L
8kA

(5)

where the cross-sectional area A is the product of the width W and the thickness 𝛿. An exami-
nation of Eq. (5) reveals that the thermal resistance of a conductor with a distributed heat input
is only one-quarter that of a structure in which all of the heat is generated at the center.

Spreading Resistance
In chip packages that provide for lateral spreading of the heat generated in the chip, the increas-
ing cross-sectional area for heat flow at successive “layers” below the chip reduces the internal
thermal resistance. Unfortunately, however, there is an additional resistance associated with
this lateral flow of heat. This, of course, must be taken into account in the determination of the
overall chip package temperature difference.

For the circular and square geometries common in microelectronic applications, an engi-
neering approximation for the spreading resistance for a small heat source on a thick substrate
or heat spreader (required to be 3 to 5 times thicker than the square root of the heat source area)
can be expressed as1

Rsp = 0.475 − 0.62ε + 0.13ε2

k
√

Ac

(K∕W) (6)

Where 𝜎 is the ratio of the heat source area to the substrate area, k is the thermal conductivity
of the substrate, and Ac is the area of the heat source.
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For relatively thin layers on thicker substrates, such as encountered in the use of thin lead
frames or heat spreaders interposed between the chip and substrate, Eq. (6) cannot provide an
acceptable prediction of Rsp. Instead, use can be made of the numerical results plotted in Fig. 1
to obtain the requisite value of the spreading resistance.

Interface/Contact Resistance
Heat transfer across the interface between two solids is generally accompanied by a measurable
temperature difference, which can be ascribed to a contact or interface thermal resistance. For
perfectly adhering solids, geometric differences in the crystal structure (lattice mismatch) can
impede the flow of phonons and electrons across the interface, but this resistance is generally
negligible in engineering design. However, when dealing with real interfaces, the asperities
present on each of the surfaces, as shown in an artist’s conception in Fig. 2, limit actual contact

Figure 1 Thermal spreading resistance for circular heat source on two-layer substrate (from Ref. 2).
Reprinted with permission of ASME International.

Figure 2 Physical contact between two nonideal surfaces.
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between the two solids to a very small fraction of the apparent interface area. The flow of heat
across the gap between two solids in nominal contact is thus seen to involve solid conduction
in the areas of actual contact and fluid conduction across the “open” spaces. Radiation across
the gap can be important in a vacuum environment or when the surface temperatures are high.

The heat transferred across an interface can be found by adding the effects of the
solid-to-solid conduction and the conduction through the fluid and recognizing that the
solid-to-solid conduction, in the contact zones, involves heat flowing sequentially through
the two solids. With the total contact conductance hco taken as the sum of the solid-to-solid
conductance hc and the gap conductance hg,

hco = hc + hg (W∕m2 ⋅ K) (7a)

the contact resistance based on the apparent contact area Aa may be defined as

Rco ≡
1

hcoAa
(K∕W) (7b)

In Eq. (7a), hc is given by

hc = 54.25ks

(m
𝜎

) ( P
H

)0.95

(8a)

where ks is the harmonic mean thermal conductivity for the two solids with thermal conductiv-
ities k1 and k2,

ks =
2k1k2

k1 + k2
(W∕m ⋅ K)

𝜎 is the effective rms surface roughness developed from the surface roughnesses of the two
materials, 𝜎1 and 𝜎2,

𝜎 =
√

𝜎2
1 + 𝜎2

2 (𝜇 ⋅ m)

and m is the effective absolute surface slope composed of the individual slopes of the two
materials, m1 and m2,

m =
√

m2
1 + m2

2

where P is the contact pressure and H is the microhardness of the softer material, both in new-
tons per square meter. In the absence of detailed information, the 𝜎/m ratio can be taken equal
to 5–9 𝜇m for relatively smooth surfaces.1,2

In Eq. (7a), hg is given by

hg =
kg

Y + M
(8b)

where kg is the thermal conductivity of the gap fluid, Y is the distance between the mean planes
(Fig. 2) given by

Y
𝜎

= 54.185
[
− ln

(
3.132

P
H

)]0.547

and M is a gas parameter used to account for rarefied gas effects,

M = 𝛼𝛽Λ
where 𝛼 is an accommodation parameter (approximately equal to 2.4 for air and clean metals),
Λ is the mean free path of the molecules (equal to approximately 0.06 𝜇m for air at atmospheric
pressure and 15∘C), and 𝛽 is a fluid property parameter (equal to approximately 54.7 for air and
other diatomic gases).

Equations (8a) and (8b) can be added and, in accordance with Eq. (7b), the contact resis-
tance becomes

Rco ≡

{[
1.25ks

(m
𝜎

)( P
H

)0.95

+
kg

Y + M

]
Aa

}−1

(9)
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1.3 Convective Heat Transfer

Heat Transfer Coefficient
Convective thermal transport from a surface to a fluid in motion can be related to the heat
transfer coefficient h, the surface-to-fluid temperature difference, and the “wetted” surface area
S in the form

q = hS(Ts − Tfl) (W) (10)

The differences between convection to a rapidly moving fluid, a slowly flowing or stagnant
fluid, as well as variations in the convective heat transfer rate among various fluids are reflected
in the values of h. For a particular geometry and flow regime, h may be found from available
empirical correlations and/or theoretical relations. Use of Eq. (10) makes it possible to define
the convective thermal resistance as

Rcv ≡
1

hS
(K∕W) (11)

Dimensionless Parameters
Common dimensionless quantities that are used in the correlation of heat transfer data are the
Nusselt number Nu, which relates the convective heat transfer coefficient to the conduction in
the fluid where the subscript fl pertains to a fluid property,

Nu ≡
h

kfl∕L
= hL

kfl

the Prandtl number Pr, which is a fluid property parameter relating the diffusion of momentum
to the conduction of heat,

Pr ≡
cp𝜇

k
the Grashof number Gr, which accounts for the bouyancy effect produced by the volumetric
expansion of the fluid,

Gr ≡
𝜌2𝛽gL3ΔT

𝜇2

and the Reynolds number Re, which relates the momentum in the flow to the viscous dissipation,

Re ≡
𝜌VL
𝜇

Natural Convection
In natural convection, fluid motion is induced by density differences resulting from temperature
gradients in the fluid. The heat transfer coefficient for this regime can be related to the buoyancy
and the thermal properties of the fluid through the Rayleigh number, which is the product of
the Grashof and Prandtl numbers,

Ra =
𝜌2𝛽gcp

𝜇k
L3ΔT

where the fluid properties 𝜌, 𝛽, cp, 𝜇, and k are evaluated at the fluid bulk temperature and ΔT
is the temperature difference between the surface and the fluid.

Empirical correlations for the natural-convection heat transfer coefficient generally take
the form

h = C

(
kfl

L

)
(Ra)n (W∕m2 ⋅ K) (12)

where n is found to be approximately 0.25 for 103 < Ra < 109, representing laminar flow;
0.33 for 109 < Ra < 1012, the region associated with the transition to turbulent flow; and 0.4 for
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Ra> 1012 when strong turbulent flow prevails. The precise value of the correlating coefficient C
depends on the fluid, the geometry of the surface, and the Rayleigh number range. Nevertheless,
for common plate, cylinder, and sphere configurations, it has been found to vary in the relatively
narrow range of 0.45–0.65 for laminar flow and 0.11–0.15 for turbulent flow past the heated
surface.3

Natural convection in vertical channels such as those formed by arrays of longitudinal
fins is of major significance in the analysis and design of heat sinks and experiments for this
configuration have been conducted and confirmed.4,5

These studies have revealed that the value of the Nusselt number lies between two extremes
associated with the separation between the plates or the channel width. For wide spacing, the
plates appear to have little influence upon one another and the Nusselt number in this case
achieves its isolated plate limit. On the other hand, for closely spaced plates or for relatively
long channels, the fluid velocity attains its fully developed value and the Nusselt number reaches
its fully developed limit. Intermediate values of the Nusselt number can be obtained from a form
of a correlating expression for smoothly varying processes and have been verified by detailed
experimental and numerical studies.6,7

Thus, the correlation for the average value of h along isothermal vertical plates separated
by a spacing z is given as

h =
kfl

z

[
576

(El)2
+ 2.873

(El)1∕2

]1∕2

(13)

where El is the Elenbaas number

El ≡
𝜌2𝛽gcpz4ΔT

𝜇kflL

and ΔT = Ts − Tfl.
Several correlations for the coefficient of heat transfer in natural convection for various

configurations are provided in Section 2.1.

Forced Convection
For forced flow in long or very narrow, parallel-plate channels, the heat transfer coefficient
attains an asymptotic value (a fully developed limit), which for symmetrically heated channel
surfaces is equal approximately to

h =
4kfl

de
(W∕m2 ⋅ K) (14)

where de is the hydraulic diameter defined in terms of the flow area A and the wetted perimeter
of the channel, Pw,

de ≡
4A
Pw

Several correlations for the coefficient of heat transfer in forced convection for various
configurations are provided in Section 2.2.

Phase Change Heat Transfer
Boiling heat transfer displays a complex dependence on the temperature difference between the
heated surface and the saturation temperature (boiling point) of the liquid. In nucleate boiling,
the primary region of interest, the ebullient heat transfer rate can be approximated by a relation
of the form

q𝜙 = Csf A(Ts − Tsat)3 (W) (15)
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where Csf is a function of the surface/fluid combination and various fluid properties. For com-
parison purposes, it is possible to define a boiling heat transfer coefficient h𝜙 as

h𝜙 = Csf(Ts − Tsat)2 [W∕m2 ⋅ K]

which, however, will vary strongly with surface temperature.

Finned Surfaces
A simplified discussion of finned surfaces is germane here and what now follows is not incon-
sistent with the subject matter contained in Section 3.1. In the thermal design of electronic
equipment, frequent use is made of finned or “extended” surfaces in the form of heat sinks
or coolers. While such finning can substantially increase the surface area in contact with the
coolant, resistance to heat flow in the fin reduces the average temperature of the exposed sur-
face relative to the fin base. In the analysis of such finned surfaces, it is common to define a
fin efficiency 𝜂 equal to the ratio of the actual heat dissipated by the fin to the heat that would
be dissipated if the fin possessed an infinite thermal conductivity. Using this approach, heat
transferred from a fin or a fin structure can be expressed in the form

qf = hSf 𝜂(Tb − Ts) (W) (16)

where Tb is the temperature at the base of the fin and Ts is the surrounding temperature and qf
is the heat entering the base of the fin, which, in the steady state, is equal to the heat dissipated
by the fin.

The thermal resistance of a finned surface is given by

Rf ≡
1

hSf 𝜂
(17)

where 𝜂, the fin efficiency, is 0.627 for a thermally optimum rectangular cross-sectional fin.8

Flow Resistance
The transfer of heat to a flowing gas or liquid that is not undergoing a phase change results in
an increase in the coolant temperature from an inlet temperature of Tin to an outlet temperature
of Tout according to

q = ṁcp(Tout − Tin) (W) (18)

Based on this relation, it is possible to define an effective flow resistance Rfl as

Rfl ≡
1

ṁcp
(K∕W) (19)

where ṁ is in kilograms per second.

1.4 Radiative Heat Transfer

Unlike conduction and convection, radiative heat transfer between two surfaces or between
a surface and its surroundings is not linearly dependent on the temperature difference and is
expressed instead as

q = 𝜎Sℱ (T4
1 − T4

2 ) (W) (20)

where ℱ includes the effects of surface properties and geometry and 𝜎 is the Stefan–Boltzman
constant, 𝜎 = 5.67 × 10−8 W/m2⋅K4. For modest temperature differences, this equation can be
linearized to the form

q = hrS(T1 − T2) (W) (21)
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where hr is the effective “radiation” heat transfer coefficient

hr = 𝜎ℱ (T2
1 + T2

2 )(T1 + T2) (W∕m2 ⋅ K) (22a)

and, for small ΔT = T1 − T2, hr is approximately equal to

hr = 4𝜎ℱ (T1T2)3∕2 (W∕m2 ⋅ K) (22b)

It is of interest to note that for temperature differences of the order of 10 K the radiative heat
transfer coefficient h for an ideal (or “black”) surface in an absorbing environment is approxi-
mately equal to the heat transfer coefficient in natural convection of air.

Noting the form of Eq. (21), the radiation thermal resistance, analogous to the convective
resistance, is seen to equal

Rr ≡
1

hrS
(K∕W) (23)

1.5 Chip Module Thermal Resistances

Thermal Resistance Network
The expression of the governing heat transfer relations in the form of thermal resistances greatly
simplifies the first-order thermal analysis of electronic systems. Following the established rules
for resistance networks, thermal resistances that occur sequentially along a thermal path can be
simply summed to establish the overall thermal resistance for that path. In similar fashion, the
reciprocal of the effective overall resistance of several parallel heat transfer paths can be found
by summing the reciprocals of the individual resistances. In refining the thermal design of an
electronic system, prime attention should be devoted to reducing the largest resistances along
a specified thermal path and/or providing parallel paths for heat removal from a critical area.

While the thermal resistances associated with various paths and thermal transport mecha-
nisms constitute the “building blocks” in performing a detailed thermal analysis, they have also
found widespread application as “figures-of-merit” in evaluating and comparing the thermal
efficacy of various packaging techniques and thermal management strategies.

Definition
The thermal performance of alternative chip and packaging techniques is commonly compared
on the basis of the overall (junction-to-coolant) thermal resistance RT. This packaging figure
of merit is generally defined in a purely empirical fashion,

RT ≡
Tj − Tfl

qc
(K∕W) (24)

where Tj and Tfl are the junction and coolant (fluid) temperatures, respectively, and qc is the
chip heat dissipation.

Unfortunately, however, most measurement techniques are incapable of detecting the
actual junction temperature, that is, the temperature of the small volume at the interface of
p-type and n-type semiconductors. Hence, this term generally refers to the average temperature
or a representative temperature on the chip. To lower chip temperature at a specified power
dissipation, it is clearly necessary to select and/ or design a chip package with the lowest
thermal resistance.

Examination of various packaging techniques reveals that the junction-to-coolant thermal
resistance is, in fact, composed of an internal, largely conductive, resistance and an external,
primarily convective, resistance. As shown in Fig. 3, the internal resistance Rjc is encountered
in the flow of dissipated heat from the active chip surface through the materials used to support
and bond the chip and on to the case of the integrated circuit package. The flow of heat from
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Figure 3 Primary thermal resistances in single-chip package.

the case directly to the coolant or indirectly through a fin structure and then to the coolant must
overcome the external resistance Rex.

The thermal design of single-chip packages, including the selection of die-bond, heat
spreader, substrate, and encapsulant materials, as well as the quality of the bonding and encap-
sulating processes, can be characterized by the internal, or so-called junction-to-case, resis-
tance. The convective heat removal techniques applied to the external surfaces of the package,
including the effect of finned heat sinks and other thermal enhancements, can be compared
on the basis of the external thermal resistance. The complexity of heat flow and coolant flow
paths in a multichip module generally requires that the thermal capability of these packaging
configurations be examined on the basis of overall, or chip-to-coolant, thermal resistance.

Internal Thermal Resistance
As discussed in Section 1.2, conductive thermal transport is governed by the Fourier equation,
which can be used to define a conduction thermal resistance, as in Eq. (3). In flowing from
the chip to the package surface or case, the heat encounters a series of resistances associated
with individual layers of materials such as silicon, solder, copper, alumina, and epoxy, as well
as the contact resistances that occur at the interfaces between pairs of materials. Although the
actual heat flow paths within a chip package are rather complex and may shift to accommodate
varying external cooling situations, it is possible to obtain a first-order estimate of the internal
resistance by assuming that power is dissipated uniformly across the chip surface and that heat
flow is largely one dimensional. To the accuracy of these assumptions,

Rjc =
Tj − Tc

qc
=

∑ x
kA

(K∕W) (25)

can be used to determine the internal chip module resistance where the summed terms repre-
sent the conduction thermal resistances posed by the individual layers, each with thickness x.
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Figure 4 Conductive thermal resistance for packaging materials.

As the thickness of each layer decreases and/or the thermal conductivity and cross-sectional
area increase, the resistance of the individual layers decreases. Values of Rcd for packaging
materials with typical dimensions can be found via Eq. (25) or Fig. 4 to range from 2 K/W for
a 1000-mm2 × 1-mm-thick layer of epoxy encapsulant to 0.0006 K/W for a 100-mm2 × 25-𝜇m
(1-mil)-thick layer of copper. Similarly, the values of conduction resistance for typical “soft”
bonding materials are found to lie in the range of approximately 0.1 K/W for solders and 1–3
K/W for epoxies and thermal pastes for typical x/A ratios of 0.25–1.0.

Commercial fabrication practice in the late 1990s yields internal chip package thermal
resistances varying from approximately 80 K/W for a plastic package with no heat spreader to
15–20 K/W for a plastic package with heat spreader and to 5–10 K/W for a ceramic package
or an especially designed plastic chip package. Large and/or carefully designed chip packages
can attain even lower values of Rjc, down perhaps to 2 K/W.

Comparison of theoretical and experimental values of Rjc reveals that the resistances asso-
ciated with compliant, low-thermal-conductivity bonding materials and the spreading resis-
tances, as well as the contact resistances at the lightly loaded interfaces within the package,
often dominate the internal thermal resistance of the chip package. It is thus necessary not only
to determine the bond resistance correctly but also to add the values of Rsp obtained from Eq.
(6) and/or Fig. 1 and Rco from Eq. (7b) or (9) to the junction-to-case resistance calculated from
Eq. (25). Unfortunately, the absence of detailed information on the voidage in the die-bonding
and heat sink attach layers and the present inability to determine, with precision, the contact
pressure at the relevant interfaces conspire to limit the accuracy of this calculation.

Substrate or PCB Conduction
In the design of airborne electronic systems and equipment to be operated in a corrosive or dam-
aging environment, it is often necessary to conduct the heat dissipated by the components down
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Figure 5 Edge-cooled PCB populated with components.

into the substrate or printed circuit board and, as shown in Fig. 5, across the substrate/printed
circuit board (PCB) to a cold plate or sealed heat exchanger. For a symmetrically cooled sub-
strate/PCB with approximately uniform heat dissipation on the surface, a first estimate of the
peak temperature, at the center of the board, can be obtained by use of Eq. (5).

Setting the heat generation rate equal to the heat dissipated by all the components and using
the volume of the board in the denominator, the temperature difference between the center at
Tctr and the edge of the substrate/PCB at To is given by

Tctr − To =
(

Q
LW𝛿

)(
L2

8ke

)
= QL

8W𝛿ke
(26)

where Q is the total heat dissipation, W, L, and 𝛿 are the width, length, and thickness, respec-
tively, and ke is the effective thermal conductivity of the board.

This relation can be used effectively in the determination of the temperatures experienced
by conductively cooled substrates and conventional PCBs as well as PCBs with copper lattices
on the surface, metal cores, or heat sink plates in the center. In each case it is necessary to
evaluate or obtain the effective thermal conductivity of the conducting layer. As an example,
consider an alumina substrate 0.20 m long, 0.15 m wide, and 0.005 m thick with a thermal
conductivity of 20 W/m⋅K whose edges are cooled to 35∘C by a cold plate. Assuming that the
substrate is populated by 30 components, each dissipating 1 W, use of Eq. (26) reveals that the
substrate center temperature will equal 85∘C.

External Resistance
To determine the resistance to thermal transport from the surface of a component to a fluid
in motion, that is, the convective resistance as in Eq. (11), it is necessary to quantify the heat
transfer coefficient h. In the natural-convection air cooling of PCB arrays, isolated boards, and
individual components, it has been found possible to use smooth-plate correlations, such as

h = C

(
kfl

L

)
Ran (27)

and

h =
kfl

b

[
576

(
El1

)2
+ 2.073

(El1)0.5

]−1∕2

(28)

to obtain a first estimate of the peak temperature likely to be encountered on the populated
board. Examination of such correlations suggests that an increase in the component/board tem-
perature and a reduction in its length will serve to modestly increase the convective heat transfer
coefficient and thus to modestly decrease the resistance associated with natural convection. To
achieve a more dramatic reduction in this resistance, it is necessary to select a high-density
coolant with a large thermal expansion coefficient—typically a pressurized gas or a liquid.



462 Cooling Electric Equipment

When components are cooled by forced convection, the laminar heat transfer coefficient
given later in Eq. (54) is found to be directly proportional to the square root of fluid velocity
and inversely proportional to the square root of the characteristic dimension. Increases in the
thermal conductivity of the fluid and in Pr, as are encountered in replacing air with a liquid
coolant, will also result in higher heat transfer coefficients. In studies of low-velocity convective
air cooling of simulated integrated circuit packages, the heat transfer coefficient h has been
found to depend somewhat more strongly on Re (using channel height as the characteristic
length) than suggested in Eq. (54) and to display a Reynolds number exponent of 0.54–0.72.9–11

When the fluid velocity and the Reynolds number increase, turbulent flow results in higher
heat transfer coefficients, which, following Eq. (56), vary directly with the velocity to the 0.8
power and inversely with the characteristic dimension to the 0.2 power. The dependence on
fluid conductivity and Pr remains unchanged.

An application of Eq. (27) or (28) to the transfer of heat from the case of a chip module
to the coolant shows that the external resistance Rex = 1/hS is inversely proportional to the
wetted surface area and to the coolant velocity to the 0.5–0.8 power and directly proportional
to the length scale in the flow direction to the 0.5–0.2 power. It may thus be observed that the
external resistance can be strongly influenced by the fluid velocity and package dimensions
and that these factors must be addressed in any meaningful evaluation of the external thermal
resistances offered by various packaging technologies.

Values of the external resistance, for a variety of coolants and heat transfer mechanisms
are shown in Fig. 6 for a typical component wetted area of 10 cm2 and a velocity range of
2–8 m/s. They are seen to vary from a nominal 100 K/W for natural convection in air, to 33 K/W
for forced convection in air, to 1 K/W in fluorocarbon liquid forced convection, and to less
than 0.5 K/W for boiling in fluorocarbon liquids. Clearly, larger chip packages will experience

Figure 6 Typical external (convective) thermal resistances for various coolants and cooling nodes.
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proportionately lower external resistances than the displayed values. Moreover, conduction of
heat through the leads and package base into the PCB or substrate will serve to further reduce
the effective thermal resistance.

In the event that the direct cooling of the package surface is inadequate to maintain the
desired chip temperature, it is common to attach finned heat sinks or compact heat exchangers
to the chip package. These heat sinks can considerably increase the wetted surface area but may
act to reduce the convective heat transfer coefficient by obstructing the flow channel. Similarly,
the attachment of a heat sink to the package can be expected to introduce additional conductive
resistances in the adhesive used to bond the heat sink and in the body of the heat sink. Typical
air-cooled heat sinks can reduce the external resistance to approximately 15 K/W in natural
convection and to as low as 5 K/W for moderate forced-convection velocities.

When a heat sink or compact heat exchanger is attached to the package, the external resis-
tance accounting for the bond layer conduction and the total resistance of the heat sink, Rsk,
can be expressed as

Rex =
Tc − Tfl

qc
=

∑( x
kA

)

b
+ Rsk (K∕W) (29)

where

Rsk =
(

1
nhSf 𝜂

+ 1
hbSb

)−1

is the parallel combination of the resistance of the n fins,

Rf =
1

nhSf 𝜂

and the bare or base surface not occupied by the fins,

Rb = 1
hbSb

Here, the base surface is Sb = S − Sf and the heat transfer coefficient hb is used because the heat
transfer coefficient that is applied to the base surfaces is not necessarily equal to that applied
to the fins.

An alternative expression for Rsk involves and overall surface efficiency 𝜂o defined by

𝜂o = 1 −
nSf

S
(1 − 𝜂)

where S is the total surface composed of the base surface and the finned surfaces of n fins,

S = Sb + nSf

In this case, it is presumed that hb = h so that

Rsk = 1
h𝜂oS

In an optimally designed fin structure, 𝜂 can be expected to fall in the range of 0.50–0.70.8

Relatively thick fins in a low-velocity flow of gas are likely to yield fin efficiencies approaching
unity. This same unity value would be appropriate, as well, for an unfinned surface and, thus,
serves to generalize the use of Eq. (29) to all package configurations.

Flow Resistance
In convectively cooled systems, determination of the component temperature requires knowl-
edge of the fluid temperature adjacent to the component. The rise in fluid temperature relative
to the inlet value can be expressed in a flow thermal resistance, as done in Eq. (19). When the
coolant flow path traverses many individual components, care must be taken to use Rfl with the
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total heat absorbed by the coolant along its path, rather than the heat dissipated by an individual
component. For system-level calculations, aimed at determining the average component tem-
perature, it is common to base the flow resistance on the average rise in fluid temperature, that
is, one-half the value indicated by Eq. (19).

Total Resistance—Single-Chip Packages
To the accuracy of the assumptions employed in the preceding development, the overall
single-chip package resistance relating the chip temperature to the inlet temperature of the
coolant can be found by summing the internal, external, and flow resistances to yield

RT = Rjc + Rex + Rfl =
∑ x

kA
+ Rint + Rsp + Rsk +

(
Q
q

) (
1

2𝜌Qcp

)
(K∕W) (30)

In evaluating the thermal resistance by this relationship, care must be taken to determine the
effective cross-sectional area for heat flow at each layer in the module and to consider possible
voidage in any solder and adhesive layers.

As previously noted in the development of the relationships for the external and internal
resistances, Eq. (30) shows RT to be a strong function of the convective heat transfer coef-
ficient, the flowing heat capacity of the coolant, and geometric parameters (thickness and
cross-sectional area of each layer). Thus, the introduction of a superior coolant, use of thermal
enhancement techniques that increase the local heat transfer coefficient, or selection of a heat
transfer mode with inherently high heat transfer coefficients (boiling, for example) will all be
reflected in appropriately lower external and total thermal resistances. Similarly, improvements
in the thermal conductivity and reduction in the thickness of the relatively low-conductivity
bonding materials (such as soft solder, epoxy, or silicone) would act to reduce the internal and
total thermal resistances.

Frequently, however, even more dramatic reductions in the total resistance can be achieved
simply by increasing the cross-sectional area for heat flow within the chip module (such as chip,
substrate, and heat spreader) as well as along the wetted, exterior surface. The implementation
of this approach to reducing the internal resistance generally results in a larger package footprint
or volume but is rewarded with a lower thermal resistance. The use of heat sinks is, of course,
the embodiment of this approach to the reduction of the external resistance.

2 HEAT TRANSFER CORRELATIONS FOR ELECTRONIC
EQUIPMENT COOLING

The reader should use the material in this section that pertains to heat transfer correlations in
geometries peculiar to electronic equipment.

2.1 Natural Convection in Confined Spaces

For natural convection in confined horizontal spaces the recommended correlations for air are12

Nu = 0.195(Gr)1∕4, 104 < Gr < 4 × 105

Nu = 0.068(Gr)1∕3, Gr > 105 (31)

where Gr is the Grashof number,

Gr =
g𝜌2𝛽L2ΔT

𝜇2
(32)

and where, in this case, the significant dimension L is the gap spacing in both the Nusselt and
Grashof numbers.
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For liquids13

Nu = 0.069(Gr)1∕3
0.407
Pr , 3 × 105 < Ra < 7 × 109 (33a)

where Ra is the Rayleigh number,
Ra = GrPr (33b)

For horizontal gaps with Gr < 1700, the conduction mode predominates and

h = k
b

(34)

where b is the gap spacing. For 1700 < Gr < 10,000, use may be made of the Nusselt–Grashof
relationship given in Fig. 7.14,15

The historical work of Elenbaas4 provides the foundation for much of the effort deal-
ing with natural convection in such smooth, isothermal, parallel-plate channels. Many studies
showing that the value of the convective heat transfer coefficient lies between two extremes
associated with the separation distance between the plates or the channel width have been
reported in literature.6,7,16 Adjacent plates appear to have little influence on one another when
the spacing between them is large, and the heat transfer coefficient in this case achieves its
isolated plate limit. When the plates are closely spaced or if the adjacent plates form relatively
long channels, the fluid attains the fully developed velocity profile and the heat transfer rate
reaches its fully developed value. Intermediate values of the heat transfer coefficient can be
obtained from a judicious superposition of these two limiting phenomena, as presented in the
composite expressions proposed by Bar-Cohen and Rohsenow.17 Composite correlations for
other situations such as symmetrically heated isothermal or isoflux surfaces are available in the
literature.3

Table 1 shows a compilation of these natural-convection heat transfer correlations for an
array of vertically heated channels. The Elenbaas number used in these correlations is defined
as

El =
Cp𝜌

2g𝛽(Tw − T0)b4

𝜇kf L
(35)

where b is the channel spacing, L is the channel length, and Tw − T0 is the temperature difference
between the channel wall and the ambient, or channel inlet. The equations for the uniform heat
flux boundary condition are defined in terms of the modified Elenbaas number, El′, which is
defined as

El′ =
Cp𝜌

2g𝛽q′′b5

𝜇k2
f L

(36)

where q′′ is the heat flux leaving the channel wall(s).

Figure 7 Heat transfer through enclosed air layers.14,15
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Table 1 Natural-Convection Heat Transfer Correlations for Array of Heated Vertical Channels

Condition
Fully

Developed Limit
Composite
Correlation

Symmetric isothermal plates Nu0 = El
24

Nu0 =

(
576

El2
+ 2.873√

El

)(−1∕2)

Asymmetric isothermal plates Nu0 = El
12

Nu0 =

(
144

El2
+ 2.873√

El

)(−1∕2)

Symmetric isoflux plates Nu0 =
√

El′

48

Asymmetric isoflux plates Nu0 =
√

El′

24

Symmetric isoflux plates based on
midheight temperature

Nu0 =
√

El′

12
Nu0 =

(
12
El′

+ 1.88
(
El′

)2∕5

)(−1∕2)

Asymmetric isoflux plates based
on midheight temperature

Nu0 =
√

El′

6
Nu0 =

(
6

El′
+ 1.88

(El′)2∕5

)(−1∕2)

Table 2 Nusselt Number for
Symmetric Isothermal Walls at
Different Temperatures

rT Nu0∕El

1.0 1/24
0.5 17/405
0.1 79/1815
0.0 2/45

Source: From Ref. 16.

Asymmetry can also occur if adjacent channel walls are isothermal but at different temper-
atures or isoflux but dissipating different heat fluxes. Aung16 defined an asymmetry parameter
for the case where the walls are isothermal but at different wall temperatures Tw1 and Tw2 as

rT =
Tw1 − T0

Tw2 − T0
(37)

in which T0 is the air temperature at the channel inlet. Then the heat transfer could be calculated
using the parameters listed in Table 2.

In the case of symmetric isoflux plates, if the heat flux on the adjacent walls is not identical,
the equations in Table 1 can be used with an average value of the heat flux on the two walls.
The composite relations listed in Table 1 can be used to optimize the spacing between PCBs in
a PCB card array. For isothermal arrays, the optimum spacing maximizes the total heat transfer
from a given base area or the volume assigned to an array of PCBs. In the case of isoflux
parallel-plate arrays, the power dissipation may be maximized by increasing the number of
plates indefinitely. Thus, it is more practical to define the optimum channel spacing for an array
of isoflux plates as the spacing, which will yield the maximum volumetric heat dissipation rate
per unit temperature difference. Despite this distinction, the optimum spacing is found in the
same manner. The optimal spacing for different conditions is listed in Table 3.3
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Table 3 Optimum Spacing for Natural-Convection Cooled
Arrays of Vertical Plates or PCBs

Condition Optimum Spacing

Symmetric isothermal plates bopt =
2.714
P1∕4

Asymmetric isothermal plates bopt =
2.154
P1∕4

Symmetric isoflux plates bopt = 1.472R−0.2

Asymmetric isoflux plates bopt = 1.169R−0.2

The parameter bopt in Table 3 represents the optimal spacing, and the plate-to-air parameter
P is given as

P =
Cp(𝜌f )2g𝛽 ΔT0

𝜇f kf L
(38)

where ΔT0 is the temperature difference between the PCB and the ambient temperature at the
inlet of the channel. The parameter R in Table 3 is given by

R =
Cp(𝜌f )2g𝛽q′′

𝜇f k2L
(39)

These smooth-plate relations have proven useful in a wide variety of applications and have
been shown to yield very good agreement with measured empirical results for heat transfer
from arrays of PCBs. However, when applied to closely spaced PCBs these equations tend to
underpredict heat transfer in the channel due to the presence of between-package “wall flow”
and the nonsmooth nature of the channel surfaces.

2.2 Natural-Convection Heat Sinks

Despite the decades-long rise in component heat dissipation, the inherent simplicity and relia-
bility of buoyantly driven flow continues to make the use of natural-convection heat sinks, the
cooling technology of choice for a large number of electronic applications. An understanding of
natural-convection heat transfer from isothermal, parallel-plate channels provides the theoret-
ical underpinning for the conceptual design of natural-convection cooled plate–fin heat sinks.
However, detailed design and optimization of such fin structures require an appreciation for
the distinct characteristics of such phenomena as buoyancy-induced fluid flow in the interfin
channels and conductive heat flow in the plate fins.

The presence of the heat sink “base,” or prime surface area, along one edge of the
parallel-plate channel, contrasting with the open edge at the “tip” of the fins, introduces an
inherent asymmetry in the flow field. The resulting three-dimensional flow pattern generally
involves some inflow from (and possibly outflow through) the open edge. For relatively small
fin spacings with long and low fins, this edge flow may result in a significant decrease in
the air temperature between the fins and dramatically alter the performance of such heat
sinks. For larger fin spacings, and especially with wide, thick fins, the edge flow may well be
negligible.

Heat flow in extended surfaces must result in a temperature gradient at the fin base. When
heat flow is from the base to the ambient, the temperature decreases along the fin, and the aver-
age fin surface excess temperature (i.e., Tfin − Tair) is typically between 50 and 90% of the base
excess temperature. As a consequence of the temperature distribution on the fin surface, exact
analytic determination of the heat sink capability requires a combined (or conjugate) solution of
the fluid flow in the channel and heat flow in the fin. Due to the complexity of such a conjugate
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analysis, especially in the presence of three-dimensional flow effects, the thermal performance
of heat sinks is frequently based on empirical results. In recent years, extensive use has also
been made of detailed numerical solutions to quantify heat sink performance. Alternatively, a
satisfactory estimate of heat sink capability can generally be obtained by decoupling the flow
and temperature fields and using an average heat transfer coefficient, along with an average fin
surface temperature, to calculate the thermal transport from the fins to the ambient air.

Starner and McManus18 investigated the thermal performance of natural-convection heat
sinks as a function of the geometry (spacing and height) and angle of base-plate orientation (ver-
tical, horizontal, and 45∘) in detail. Their configuration, with the present terminology, is shown
in Fig. 8. They found that the measured heat transfer coefficients for the vertical orientation
were generally lower than the values expected for parallel-plate channels. The inclined orien-
tation (45∘) resulted in an additional 5–20% reduction in the heat transfer coefficient. Results
for the horizontal orientation showed a strong contribution from three-dimensional flow.

Welling and Wooldridge19 performed an extensive study of heat transfer from vertical
arrays of 2–3-mm-thick fins attached to an identical 203× 66.3-mm base. Their results revealed
that, in the range of 0.6 < El < 100, associated with 4.8–19-mm spacings and fin heights
from 6.3 to 19 mm, the heat transfer coefficients along the total wetted surface were lower
than attained by an isolated, flat plate but generally above those associated with parallel-plate
flow. This behavior was explained in terms of the competing effects of channel flow, serving
to preheat the air, and inflow from the open edge, serving to mix the heated air with the cooler
ambient fluid. In this study it was observed, for the first time, that for any given interfin spacing
there is an optimum fin height b beyond which thermal performance, per unit surface area,
deteriorates.

In 1986 Bilitzky20 completed a comprehensive investigation of natural-convection heat
transfer from multiple heat sink geometries that differed, primarily, in fin height and spacing.
The heat sinks were operated at different heat dissipations as well as different angles of incli-
nation and orientation. Twelve distinct heat sinks and a flat plate were tested in a room within
which extraneous convection had been suppressed. The base was first kept vertical, while the
fins were rotated through four different positions (90∘, 60∘, 30∘, and 0∘). Then, the base was
tilted backward toward the horizontal orientation through four different positions (90∘, 60∘,
30∘, and 0∘). Six of the heat sinks used 144-mm-long by 115-mm-wide bases to support plate
fins, nominally 2 mm in thickness and 6–13.8 mm apart, ranging in height from 8.6 to 25.5 mm.
Six additional heat sinks, with identical fin geometries, were supported on 280-mm-long and

Base

Fin

b

z

W

L

Figure 8 Geometric parameters for Starner and McManus18 fin arrays.
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Table 4 Geometric Parameters for Bilitzky Fin Arrays

L W b z 𝛿

Array in. mm in. mm in. mm in. mm in. mm

1 5.67 144 4.53 115 1.004 25.5 0.236 6.0 0.075 1.9
2 5.67 144 4.53 115 0.677 17.2 0.232 5.9 0.079 2.0
3 5.67 144 4.53 115 0.339 8.6 0.228 5.8 0.083 2.1
4 5.67 144 4.53 115 1.004 25.5 0.547 13.9 0.075 1.9
5 5.67 144 4.53 115 0.677 17.2 0.543 13.8 0.079 2.0
6 5.67 144 4.53 115 0.339 8.6 0.539 13.7 0.083 2.1
7 11.02 280 4.53 115 1.004 25.5 0.236 6.0 0.075 1.9
8 11.02 280 4.53 115 0.669 17.0 0.232 5.9 0.079 2.0
9 11.02 280 4.53 115 0.335 8.5 0.228 5.8 0.083 2.1
10 11.02 280 4.53 115 1.004 25.5 0.547 13.9 0.075 1.9
11 11.02 280 4.53 115 0.669 17.0 0.543 13.8 0.079 2.0
12 11.02 280 4.53 115 0.335 8.5 0.539 13.7 0.083 2.1

Source: From Ref. 20.

115-mm-wide bases. The geometric parameters of the 12 heat sinks were selected to span the
base and fin dimensions encountered in electronics cooling applications and are summarized
in Table 4.

In all 12 heat sinks studied, the vertical–vertical orientation, that is, a vertically oriented
base with vertical fins and channels, yielded the highest heat transfer coefficients most
often. However, in a relatively large number of situations, the thermal performance of the
vertical–vertical arrays was indistinguishable from that attained by a vertical base plate with
fins rotated 30∘ from the axis, a horizontal base plate, and a base plate inclined 60∘ from the
horizontal with unrotated fins. On the other hand, the vertical–horizontal orientation, that is,
the base plate vertical and the fins rotated 90∘ from the axis, led to the lowest heat dissipation
rates. For the unrotated fins, the lowest heat transfer coefficients were almost always found to
occur at a base-plate angle of 30∘ from the horizontal. The use of smoke revealed a relatively
complex three-dimensional flow pattern around the heat sinks, with very substantial inflow
from the direction of the fin tips when the base plate was strongly inclined and when the heat
sinks were in the vertical base–horizontal fins orientation.

The influence of the spacing , between the fins for short and long base plates was examined
by comparing pairs of heat sinks that differed only in geometric parameters, z (fin arrays 1 and
4, 2 and 5, 3 and 6, 7 and 10, 8 and 11, and 9 and 12 in Table 4). Bilitzky20 observed that, in
nearly all of the configurations and operating conditions examined, the highest heat transfer
coefficients were attained with the larger fin spacing. However, the improvement in the heat
transfer coefficient was not always sufficient to compensate for the loss of wetted fin surface
area. Moreover, for the horizontal base-plate configuration, as well as for the vertical base with
horizontal fins, the total array dissipation appeared not to depend on this parameter.

Analysis of data from the vertically oriented heat sinks led Bilitzky20 to recognize
that closely spaced fins, typical of actual heat sinks used for electronics cooling, display
substantially higher heat transfer coefficients than predicted by the fully developed channel
flow equations listed in Table 1. Bilitzky20 proposed the following modification to the fully
developed Nusselt number for symmetric isothermal plates:

Nu0 = El
24𝜓

(40)
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where the correction factor 𝜓 was given as

𝜓 =
A1

[(1 + (a∕2)(1 + A2A3)]2
(41)

The parameter a in Eq. (41) was the ratio of the fin pitch and the fin height and the parameters
A1, A2, and A3 were given as follows:

A1 = 1 − 0.483e−0.17∕a (42)

A2 = (1 − e−0.83∕a) (43)

A3 = 9.14a1∕2e−1.25(1+a∕2) − 0.61 (44)

Use of Eq. (40) was reported by Bilitzky20 to yield agreement within 5% for his data.

2.3 Thermal Interface Resistance

Heat transfer across a solid interface is accompanied by a temperature difference caused by
imperfect contact between the two solids. Even when perfect adhesion is achieved between the
solids, the transfer of heat is impeded by the acoustic mismatch in the properties of the phonons
on either side of the interface. Traditionally the thermal resistance arising due to imperfect
contact has been called the “thermal contact” resistance. The resistance due to the mismatch
in the acoustic properties is usually termed the “thermal boundary” resistance. The thermal
contact resistance is a macroscopic phenomenon, whereas the thermal boundary resistance is
a microscopic phenomenon. This section primarily focuses on thermal contact resistance and
methods to reduce the contact resistance.

When two surfaces are joined, as shown in Fig. 9, asperities on each of the surfaces limit
the actual contact between the two solids to a very small fraction, perhaps just 1–2% for lightly
loaded interfaces, of the apparent area. As a consequence, the flow of heat across such an
interface involves solid-to-solid conduction in the area of actual contact, Aco, and conduction
through the fluid occupying the noncontact area, Anc, of the interface. At elevated temperatures
or in vacuum, radiation heat transfer across the open spaces may also play an important role.

The pressure imposed across the interface, along with the microhardness of the softer sur-
face and the surface roughness characteristics of both solids, determines the interfacial gap 𝛿

and the contact area Aco. Assuming plastic deformation of the asperities and a Gaussian distri-
bution of the asperities over the apparent area, Cooper et al.21 proposed the following relation

Solid 1

Solid 2

Air Gap

T1

T2

δ

Contact
 points

Figure 9 Contact and heat flow at a solid–solid interface.
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for the contact resistance Rco:

Rco =

(
1.45

ks(P∕H)0.985

𝜎
|tan 𝜃|

)−1

(45)

where ks is the harmonic mean thermal conductivity defined as ks = 2k1k2/(k1 + k2), P is the
apparent contact pressure, H is the hardness of the softer material, and 𝜎 is the rms roughness
given by

𝜎1 =
√

𝜎2
1 + 𝜎2

2 (46)

where 𝜎1 and 𝜎2 are the roughnesses of surfaces 1 and 2, respectively. The term |tan 𝜃| in Eq.
(45) is the average asperity angle:

|tan 𝜃|2 = | tan 𝜃1|2 + | tan 𝜃2|2 (47)

This relation neglects the heat transfer contribution of any trapped fluid in the interfacial gap.
In the pursuit of a more rigorous determination of the contact resistance, Yovanovich and

Antonetti22 found it possible to predict the area-weighted interfacial gap Y in the following
form:

Y = 1.185𝜎
[
− ln

(3.132P
H

)]0.547

(48)

where 𝜎 is the effective root mean square (rms) as given by Eq. (46), P is the contact pressure
(Pa), and H is the surface microhardness (Pa) of the softer material to a depth of the order of the
penetration of the harder material. Using Y as the characteristic gap dimension and incorporat-
ing the solid–solid and fluid gap parallel heat flow paths, they derived the following equation
for the total interfacial thermal resistance:

Rco =
⎡
⎢
⎢⎣
1.25ks

⎛
⎜
⎜⎝

|||tan 𝜃
|||

𝜎

⎞
⎟
⎟⎠

( P
H

)0.95

+
kg

Y

⎤
⎥
⎥⎦

−1

(49)

where kg is the interstitial fluid thermal conductivity. In the absence of detailed information,

𝜎∕|tan 𝜃| can be expected to range from 5 to 9 μm for relatively smooth surfaces.
In describing heat flow across an interface, Eq. (49) assumed the existence of a fluid gap,

which provides a parallel heat flow path to that of the solid–solid contact. Because the noncon-
tact area may occupy in excess of 90% of the projected area, heat flow through the interstitial
spaces can be of great importance. Consequently, the use of high-thermal-conductivity intersti-
tial materials, such as soft metallic foils and fiber disks, conductive epoxies, thermal greases,
and polymeric “phase change” materials, can substantially reduce the contact resistance. The
enhanced thermal capability of many of the high-performance epoxies, thermal greases, and
phase change materials, commonly in use in the electronic industry, is achieved through the use
of large concentrations of thermally conductive particles. Successful design and development
of thermal packaging strategies thus require the determination of the effective thermal con-
ductivity of such particle-laden interstitial materials and their effect on the overall interfacial
thermal resistance.

Comprehensive reviews of the general role of interstitial materials in controlling con-
tact resistance have been published by several authors, including Sauer.23 When interstitial
materials are used for control of the contact resistance, it is desirable to have some means of
comparing their effectiveness. Fletcher24 proposed two parameters for this purpose. The first of
these parameters is simply the ratio of the logarithms of the conductances, which is the inverse
of the contact resistance, with and without the filler:

𝜒 =
ln(𝜅cm)
ln(𝜅bj)

(50)
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in which 𝜅 is the contact conductance and cm and bj refer to control material and bare junctions,
respectively. The second parameter takes the thickness of the filler material into account and is
defined as

𝜂′ =
(𝜅𝛿filler)cm

(𝜅𝛿gap)bj
(51)

in which 𝛿 is the equivalent thickness and 𝜂′ is the effectiveness of the interstitial material.
The performance of an interstitial interface material as decided by the parameter defined

by Fletcher,24 in Eqs. (50) and (51) includes the bulk as well as the contact resistance contri-
bution. It is because of this reason that in certain cases the thermal resistance of these thermal
interface materials is higher than that for a bare metallic contact because the bulk resistance is
the dominant factor in the thermal resistance. To make a clear comparison of only the contact
resistance arising from the interface of the substrate and various thermal interface materi-
als, it is important to measure it exclusively. Separation of the contact resistance and bulk
resistance will also help researchers to model the contact resistance and the bulk resistance
separately.

Equations (50) and (51) by Fletcher24 show that the thermal resistance of any interface
material depends on both the bond line thickness and thermal conductivity of the material. As
a consequence, for materials with relatively low bulk conductivity, the resistance of the added
interstitial layer may dominate the thermal behavior of the interface and may result in an overall
interfacial thermal resistance that is higher than that of the bare solid–solid contact. Thus, both
the conductivity and the achievable thickness of the interstitial layer must be considered in
the selection of an interfacial material. Indeed, while the popular phase change materials have
a lower bulk thermal conductivity (at a typical value of 0.7 W/mK) than the silicone-based
greases (with a typical value of 3.1 W/mK) due to thinner phase change interstitial layers, the
thermal resistance of these two categories of interface materials is comparable.

To understand the thermal behavior of such interface materials, it is useful to separate the
contribution of the bulk conductivity from the interfacial resistance, which occurs where
the interstitial material contacts one of the mating solids. Following Prasher,25 who studied the
contact resistance of phase change materials (PCMs) and silicone-based thermal greases,
the thermal resistance associated with the addition of an interfacial material, RTIM, can be
expressed as

RTIM = Rbulk + Rco1
+ Rco2

(52)

where Rbulk is the bulk resistance of the thermal interface material and Rco is the contact resis-
tance with the substrate and subscripts 1 and 2 refer to substrates 1 and 2. Prasher25 rewrote
Eq. (52) as

RTIM = 𝛿

kTIM
+

𝜎1

2kTIM

(
Anom

Areal

)
+

𝜎2

2kTIM

(
Anom

Areal

)
(53)

where RTIM is the total thermal resistance of the thermal interface material, 𝛿 the bond line
thickness, kTIM the thermal conductivity of the interface material, 𝜎1 and 𝜎2 the roughness of
surfaces 1 and 2, respectively, Anom the nominal area, and Areal the real area of contact of the
interface material with the two surfaces. Equation (53) assumes that the thermal conductivity
of the substrate is much higher compared to that of the thermal interface material. The first
term on the right-hand side of Eq. (53) is the bulk resistance and other terms are the contact
resistances.

Figure 10 shows the temperature variation at the interface between two solids, in the pres-
ence of a thermal interface material, associated with Eq. (53). Unlike the situation with the
more conventional interface materials, the actual contact area between a polymeric material
and a solid is determined by capillary forces, rather than the surface hardness, and an alterna-
tive approach is required to determine Areal in Eq. (53). Modeling each of the relevant surfaces
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Figure 10 Schematic showing temperature drop across an interface.

as a series of notches and including the effects of surface roughness, the slope of the asper-
ities, the contact angle of the polymer with each the substrates, the surface energy of the
polymer, and the externally applied pressure, a surface chemistry model was found to match
very well with the experimental data for PCMs and greases at low pressures.25 Unfortunately,
it has not been possible, as yet, to determine the contact area with a closed-form expression.
It is also to be noted that Eq. (53) underpredicts the interface thermal resistance data at high
pressures.

2.4 Forced Convection

External Flow on a Plane Surface
For an unheated starting length of the plane surface, x0, in laminar flow, the local Nusselt num-
ber can be expressed by

Nux =
0.332Re1∕2Pr1∕3

[1 − (x0∕x)3∕4]1∕3
(54)

where Re is the Reynolds number, Pr is the Prandtl number, and Nu is the Nusselt number.
For flow in the inlet zones of parallel-plate channels and along isolated plates, the heat

transfer coefficient varies with L, the distance from the leading edge,26 in the range Re ≤ 3 ×
105,

h = 0.664

(
kfl

L

)
Re0.5

0.33
Pr (55)

and for Re > 3 × 105

h = 0.036

(
kfl

L

)
Re0.8

0.33
Pr (56)
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Cylinders in Cross-Flow
For airflow around single cylinders at all but very low Reynolds numbers, Hilpert27 has pro-
posed

Nu = hd
kf

= B

(
𝜌V∞d

𝜇f

)n

(57)

where V∞ is the free stream velocity and where the constants B and n depend on the Reynolds
number as indicated in Table 5.

It has been pointed out12 that Eq. (57) assumes a natural turbulence level in the oncoming
air stream and that the presence of augmentative devices can increase n by as much as 50%.
The modifications to B and n due to some of these devices are displayed in Table 6.

Equation (57) can be extended to other fluids28 spanning a range of 1 < Re < 105 and 0.67
< Pr < 300:

Nu = hd
k

= (0.4Re0.5 + 0.06Re0.67)
0.4
Pr

(
𝜇

𝜇w

)0.25

(58)

where all fluid properties are evaluated at the free-stream temperature except 𝜇w, which is the
fluid viscosity at the wall temperature.

Noncircular Cylinders in Cross-Flow
It has been found12 that Eq. (57) may be used for noncircular geometries in cross-flow provided
that the characteristic dimension in the Nusselt and Reynolds numbers is the diameter of a
cylinder having the same wetted surface equal to that of the geometry of interest and that the
values of B and n are taken from Table 7.

Flow across Spheres
For airflow across a single sphere, it is recommended that the average Nusselt number when 17
< Re < 7 × 104 be determined from29

Nu = hd
kf

= 0.37

(
𝜌V∞d

𝜇f

)0.6

(59)

Table 5 Constants for Eq. (11)

Reynolds Number Range B n

1–4 0.891 0.330
4–40 0.821 0.385
40–4000 0.615 0.466
4000–40,000 0.174 0.618
40,000–400,000 0.0239 0.805

Table 6 Flow Disturbance Effects on B and n in Eq. (57)

Disturbance Re Range B n

1. Longitudinal fin, 0.1d
thick on front of tube

1000–4000 0.248 0.603

2. 12 longitudinal
grooves, 0.7d wide

3500–7000 0.082 0.747

3. Same as 2 with burrs 3000–6000 0.368 0.86
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Table 7 Values of B and n for Eq. (57)

Flow
Geometry B n

Reynolds
Number

0.224 0.612 2,500–15,000
0.085 0.804 3,000–15,000

◊ 0.261 0.624 2,500–7,500
◊ 0.222 0.588 5,000–100,000
◽ 0.160 0.699 2,500–8,000
◽ 0.092 0.675 5,000–100,000
⎔ 0.138 0.638 5,000–100,000
⎔ 0.144 0.638 5,000–19,500
⎔ 0.035 0.782 19,500–100,000
| 0.205 0.731 4,000–15,000

Source: From Ref. 12.

and for 1 < Re < 25,30

Nu = hd
k

= 2.2 Pr+0.48 Pr (Re)0.5 (60)

For both gases and liquids in the range 3.5 < Re < 7.6 × 104 and 0.7 < Pr < 38028

Nu = hd
k

= 2 + (4.0Re0.5 + 0.06Re0.67)
0.4
Pr

(
𝜇

𝜇w

)0.25

(61)

Flow across Tube Banks
For the flow of fluids flowing normal to banks of tubes,31

Nu = hd
kf

= C

(
𝜌V∞d

𝜇f

)0.6 (cp𝜇

k

)0.33

f

𝜙 (62)

which is valid in the range 2000 < Re < 32,000.
For in-line tubes, C = 0.26, whereas for staggered tubes, C = 0.33. The factor 𝜙 is a

correction factor for sparse tube banks, and values of 𝜙 are provided in Table 8.

Table 8 Correlation Factor 𝜙 for Sparse
Tube Banks

Number of
Rows, N In Line Staggered

1 0.64 0.68
2 0.80 0.75
3 0.87 0.83
4 0.90 0.89
5 0.92 0.92
6 0.94 0.95
7 0.96 0.97
8 0.98 0.98
9 0.99 0.99
10 1.00 1.00
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For air in the range where Pr is nearly constant (Pr ≃ 0.7 over the range 25–200∘C), Eq.
(62) can be reduced to

Nu = hd
kf

= C′
(
𝜌V∞d

𝜇f

)n′

(63)

where C′ and n′ may be determined from values listed in Table 9. This equation is valid in the
range 2000 < Re < 40,000 and the ratios xL and xT denote the ratio of centerline diameter to
tube spacing in the longitudinal and transverse directions, respectively.

For fluids other than air, the curve shown in Fig. 11 should be used for staggered tubes.29

For in-line tubes, the values of

j =
(

hd0

k

)(cp𝜇

k

)−1∕3(
𝜇

𝜇w

)−0.14

should be reduced by 10%.

Flow across Arrays of Pin Fins
For air flowing normal to banks of staggered cylindrical pin fins or spines,32

Nu = hd
k

= 1.40

(
𝜌v∞d

𝜇

)0.8(cp𝜇

k

)1∕3

(64)

Flow of Air over Electronic Components
For single prismatic electronic components, either normal or parallel to the sides of the com-
ponent in a duct,33 for 2.5 × 103 < Re < 8 × 103,

Nu = 0.446

[
Re

(1∕6) + (5An∕6A0)

]0.57

(65)

where the Nusselt and Reynolds numbers are based on the prism side dimension and where A0
and An are the gross and net flow areas, respectively.

Table 9 Values of Constants C′ and n′ in Eq. (63)

xT = ST

d0
= 1.25 xT = ST

d0
= 1.50 xT = ST

d0
= 2.00 xT = ST

d0
= 3.00

xL = SL

d0
C′ n′ C′ n′ C′ n′ C′ n′

Staggered
0.600 0.213 0.636
0.900 0.446 0.571 0.401 0.581
1.000 0.497 0.558
1.125 0.478 0.565 0.518 0.560
1.250 0.518 0.556 0.505 0.554 0.519 0.556 0.522 0.562
1.500 0.451 0.568 0.460 0.562 0.452 0.568 0.488 0.568
2.000 0.404 0.572 0.416 0.568 0.482 0.556 0.449 0.570
3.000 0.310 0.592 0.356 0.580 0.440 0.562 0.421 0.574

In Line
1.250 0.348 0.592 0.275 0.608 0.100 0.704 0.0633 0.752
1.500 0.367 0.586 0.250 0.620 0.101 0.702 0.0678 0.744
2.000 0.418 0.570 0.299 0.602 0.229 0.632 0.198 0.648
3.000 0.290 0.601 0.357 0.584 0.374 0.581 0.286 0.608
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Figure 11 Recommended curve for estimation of heat transfer coefficient for fluids flowing normal to
staggered tubes 10 rows deep. (From Ref. 29, © McGraw-Hill Education)

For staggered prismatic components, Eq. (65) may be modified to33

Nu = 0.446

[
Re

(1∕6) + (5An∕A0)

]0.57
[

1 + 0.639

(
ST

ST,max

) (
d
SL

)0.172
]

(66)

where d is the prism side dimension, SL is the longitudinal separation, ST is the transverse
separation, and ST,max is the maximum transverse spacing if different spacings exist.

When cylindrical heat sources are encountered in electronic equipment, a modification of
Eq. (57) has been proposed34:

Nu = hd
kf

= FB

(
𝜌V∞d

𝜇

)n

(67)

where F is an arrangement factor depending on the cylinder geometry (see Table 10) and where
the constants B and n are given in Table 11.

Forced Convection in Tubes, Pipes, Ducts, and Annuli
For heat transfer in tubes, pipes, ducts, and annuli, use is made of the equivalent diameter

de =
4A
WP

(68)

Table 10 Values of F to Be Used in Eq. (67)a

Single cylinder in free stream: F = 1.0
Single cylinder in duct: F = 1 + d/w
In-line cylinders in duct:

F =
(

1 +
√

1
ST

){
1 +

(
1
SL

− 0.872
S2

L

)(
1.81
S2

T

− 1.46
ST

+ 0.318
)

[Re0.526−(0.354∕ST )]
}

Staggered cylinders in duct:

F =
(

1 +
√

1
ST

){
1 +

[
1
SL

(
15.50

S2
T

− 16.80
ST

+ 4.15
)
− 1

SL

(
14.15

S2
T

− 15.33
ST

+ 3.69
)]

Re0.13
}

aRe to be evaluated at film temperature. SL = ratio of longitudinal spacing to cylinder diameter.
ST = ratio of transverse spacing to cylinder diameter.
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Table 11 Values of B and n for Use in Eq. (67)

Reynolds Number B n

1000–6000 0.409 0.531
6000–30,000 0.212 0.606
30,000–100,000 0.139 0.806

Figure 12 Heat transfer and friction data for forced air through rectangular ducts. St is the Stanton number,
St = hG/cp.

in the Reynolds and Nusselt numbers unless the cross section is circular, in which case de and
di = d.

In the laminar regime35 where Re < 2100,

Nu = hde∕k = 1.86[RePr(de∕L)]1∕3 (𝜇∕𝜇w)0.14 (69)

with all fluid properties except 𝜇w evaluated at the bulk temperature of the fluid.
For Reynolds numbers above transition, Re > 2100,

Nu = 0.023(Re)0.8(Pr)1∕3(𝜇∕𝜇w)0.14 (70)

and in the transition region, 2100 < Re < 10,000,36

Nu = 0.116[(Re)2∕3 − 125](Pr)1∕3(𝜇∕𝜇w)0.14[1 + (de∕L)2∕3] (71)

London37 has proposed a correlation for the flow of air in rectangular ducts. It is shown in
Fig. 12. This correlation may be used for air flowing between longitudinal fins.

3 THERMAL CONTROL TECHNIQUES

3.1 Extended Surface and Heat Sinks

The heat flux from a surface, q/A, can be reduced if the surface area A is increased. The use
of extended surface or fins is a common method of achieving this reduction. Another way of
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Figure 13 Some typical examples of extended surfaces: (a) longitudinal fin of rectangular profile: (b)
cylindrical tube equipped with longitudinal fins; (c) longitudinal fin of trapezoidal profile; (d) longitudinal
fin of truncated concave parabolic profile; (e) cylindrical tube equipped with radial fin of rectangular pro-
file; (f ) cylindrical tube equipped with radial fin of truncated triangular profile; (g) cylindrical spine; (h)
truncated conical spine; (i) truncated concave parabolic spine.

looking at this is through the use of Newton’s law of cooling,

q = hA ΔT (72)

and considering thatΔT can be reduced for a given heat flow q by increasing h, which is difficult
for a specified coolant, or by increasing the surface area A.

The common extended surface shapes are the longitudinal fin of rectangular profile, the
radial fin of rectangular profile, and the cylindrical spine shown, respectively, in Figs. 13a, e,
and g.

Assumptions in Extended Surface Analysis
The analysis of extended surfaces is subject to the following simplifying assumptions38,39:

1. The heat flow is steady; that is, the temperature at any point does not vary with time.

2. The fin material is homogeneous, and the thermal conductivity is constant and uni-
form.

3. The coefficient of heat transfer is constant and uniform over the entire face surface of
the fin.

4. The temperature of the surrounding fluid is constant and uniform.

5. There are no temperature gradients within the fin other than along the fin height.

6. There is no bond resistance to the flow of heat at the base of the fin.

7. The temperature at the base of the fin is uniform and constant.

8. There are no heat sources within the fin itself.

9. There is a negligible flow of heat from the tip and sides of the fin.

10. The heat flow from the fin is proportioned to the temperature difference or temperature
excess, 𝜃(x) = T(x) − Ts, at any point on the face of the fin.
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Fin Efficiency
Because a temperature gradient always exists along the height of a fin when heat is being trans-
ferred to the surrounding environment by the fin, there is a question regarding the temperature
to be used in Eq. (72). If the base temperature Tb (and the base temperature excess 𝜃b = Tb −
Ts) is to be used, then the surface area of the fin must be modified by the computational artifice
known as the fin efficiency, defined as the ratio of the heat actually transferred by the fin to the
ideal heat transferred if the fin were operating over its entirety at the base temperature excess.
In this case, the surface area A in Eq. (54) becomes

A = Ab + 𝜂f Af (73)

Longitudinal Fin of Rectangular Profile
With the origin of the height coordinate x taken at the fin tip, which is presumed to be adiabatic,
the temperature excess at any point on the fin is

𝜃(x) = 𝜃b
cosh mx
cosh mb

(74)

where

m =
(2h

k𝛿

)1∕2

(75)

The heat dissipated by the fin is
qb = Y0𝜃b tan h mb (76)

where Y0 is called the characteristic admittance

Y0 = (2hk𝛿)1∕2L (77)

and the fin efficiency is

𝜂f =
tan h mb

mb
(78)

The heat transfer coefficient in natural convection may be determined from the symmetric
isothermal case pertaining to vertical plates in Section 2.1. For forced convection, the London
correlation described in Section 2.2 applies.

Radial Fin of Rectangular Profile
With the origin of the radial height coordinate taken at the center of curvature and with the fin
tip at r = ra presumed to be adiabatic, the temperature excess at any point on the fin is

𝜃(r) = 𝜃b

[
K1

(
mra

)
I0(mr) + I1(mra)K0(mr)

I0(mrb)K1(mra) + I1(mra)K0(mrb)

]
(79)

where m is given by Eq. (75). The heat dissipated by the fin is

qb = 2𝜋rbkm𝜃b

[
I1

(
mra

)
K1(mrb) − K1(mra)I1(mrb)

I0(mrb)K1(mra) + I1(mra)K0(mrb)

]
(80)

and the fin efficiency is

𝜂f =
2rb

m(r2
a − r2

b)

[
I1

(
mra

)
K1(mrb) − K1(mra)I1(mrb)

I0(mrb)K1(mra) + I1(mra)K0(mrb)

]
(81)

Tables of the fin efficiency are available,40 and they are organized in terms of two param-
eters, the radius ratio

𝜌 =
rb

ra
(82a)
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and a parameter 𝜙,

𝜙 = (ra − rb)
(

2h
kAp

)1∕2

(82b)

where Ap is the profile area of the fin:

Ap = 𝛿(ra − rb) (82c)

For air under forced-convection conditions, the correlation for the heat transfer coefficient
developed by Briggs and Young41 is applicable:

h
2rbk

=
(

2𝜌Vrb

𝜇

)0.681 (cp𝜇

k

)1∕3 (
s

ra − rb

)0.200 ( s
𝛿

)0.1134
(83)

where all thermal properties are evaluated at the bulk air temperature, s is the space between
the fins, and ra and rb pertain to the fins.

Cylindrical Spine
With the origin of the height coordinate x taken at the spine tip, which is presumed to be adia-
batic, the temperature excess at any point on the spine is given by Eq. (72), but for the cylindrical
spine

m =
(4h

kd

)1∕2

(84)

where d is the spine diameter. The heat dissipated by the spine is given by Eq. (76), but in this
case

Y0 = (𝜋2hkd3)1∕2∕2 (85)

and the spine efficiency is given by Eq. (78).

Algorithms for Combining Single Fins into Arrays
The differential equation for temperature excess that can be developed for any fin shape can be
solved to yield a particular solution based on prescribed initial conditions of fin base tempera-
ture excess and fin base heat flow, which can be written in matrix form42,43 as

[
𝜃a
qa

]
= [Γ]

[
𝜃b
qb

]
=

[
𝛾11 𝛾12
𝛾21 𝛾22

] [
𝜃b
qb

]
(86)

The matrix [Γ] is called the thermal transmission matrix and provides a linear transforma-
tion from tip to base conditions. It has been cataloged for all of the common fin shapes.42– 44

For the longitudinal fin of rectangular profile

[Γ] =

[
cosh mb − 1

Y0
sinh mb

−Y0 sinh mb cosh mb

]
(87)

and this matrix possesses an inverse called the inverse thermal transmission matrix

[Λ] = [Γ]−1 =

[
cosh mb 1

Y0
sinh mb

Y0 sinh mb cosh mb

]
(88)

The assembly of fins into an array may require the use of any or all of three algo-
rithms.3,44,45 The objective is to determine the input admittance of the entire array

Yin =
qb

𝜃b

||||A
(89)
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which can be related to the array (fin) efficiency by

𝜂f =
Yin

hAf
(90)

The determination of Yin can involve as many as three algorithms for the combination of
individual fins into an array.

Cascade Algorithm. For n fins in cascade as shown in Fig. 14a, an equivalent inverse
thermal transmission matrix can be obtained by a simple matrix multiplication, with
the individual fins closest to the base of the array acting as permultipliers:

{Λ}e = {Λ}n{Λ}n−1{Λ}n−2 · · · {Λ}2{Λ}1 (91)

For the case of the tip of the most remote fin adiabatic, the array input admittance
will be

Yin =
𝜆21.e

𝜆11.e
(92)

If the tip of the most remote fin is not adiabatic, the heat flow to temperature excess
ratio at the tip, which is designated as 𝜇,

𝜇 =
qa

𝜃a
(93)

will be known. For example, for a fin dissipating to the environment through its tip
designated by the subscript a:

𝜇 = hAa (94)

In this case, Yin may be obtained through successive use of what is termed the reflec-
tion relationship (actually a bilinear transformation):

Yin,k−1 =
𝜆21,k−1 + 𝜆22,k−1(qa∕𝜃a)
𝜆11,k−1 + 𝜆12,k−1(qa∕𝜃a)

(95)

Cluster Algorithm. For n fins in cluster, as shown in Fig. 14b, the equivalent thermal trans-
mission ratio will be the sum of the individual fin input admittances:

𝜇e =
n∑

k=1

Yin,k =
n∑

k=1

qb

𝜃b

|||||k
(96)

Figure 14 (a) n fins in cascade, (b) n fins in cluster, and (c) n fins in parallel.
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Here, Yin,k can be determined for each individual fin via Eq. (93) if the fin has an
adiabatic tip or via Eq. (95) if the tip is not adiabatic. It is obvious that this holds if
subarrays containing more than one fin are in cluster.

Parallel Algorithm. For n fins in parallel, as shown in Fig. 14c, an equivalent thermal
admittance matrix [Y]e can be obtained from the sum of the individual thermal admit-
tance matrices:

[Y]e =
n∑

k=1

[Y]k (97)

where the individual thermal admittance matrices can be obtained from

[Y] =
[

y11 y12
y21 y22

]
=

⎡
⎢
⎢
⎢⎣

−
𝛾11

𝛾12

1
𝛾12

− 1
𝛾12

𝛾22

𝛾12

⎤
⎥
⎥
⎥⎦
=

⎡
⎢
⎢
⎢⎣

𝜆22

𝜆12
− 1
𝜆12

1
𝜆12

−
𝜆21

𝜆22

⎤
⎥
⎥
⎥⎦

(98)

If necessary, [Λ] may be obtained from [Y] using

[Λ] =
[
𝜆11 𝜆12
𝜆21 𝜆22

]
=

⎡
⎢
⎢
⎢⎣

−
y22

y21

1
y21

−Δ𝛾
y21

y11

y21

⎤
⎥
⎥
⎥⎦

(99)

where ΔY = y11 y22 − y12 y21

Singular Fans. There will be occasions when a singular fin, one whose tip comes to a
point, will be used as the most remote fin in an array. In this case the [Γ] and [Λ]
matrices do not exist and the fin is characterized by its input admittance.42–44 Such a
fin is the longitudinal fin of triangular profile where

Yin =
qb

𝜃b
=

2hI1(2mb)
mI0(2mb)

(100)

where

m =
(

2h
k𝛿b

)1∕2

(101)

3.2 Cold Plate

The cold-plate heat exchanger or forced cooled electronic chassis is used to provide a “cold
wall” to which individual components and, for that matter, entire packages of equipment may
be mounted. Its design and performance evaluation follows a certain detailed procedure that
depends on the type of heat loading and whether the heat loading is on one or two sides of the
cold plate. These configurations are displayed in Fig. 15.

The design procedure is based on matching the available heat transfer effectiveness ε to
the required effectiveness ε determined from the design specifications. These effectivenesses
are for, the isothermal case in Fig. 15a,

ε =
t2 − t1

Ts − t1
= e−NTU (102)

and, for the isoflux case in Fig. 15b,

ε =
t2 − t1
T2 − t1

(103)

where the “number of transfer units” is
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Figure 15 (a) Double-sided, evenly loaded cold plate—isothermal case; (b) double-sided, evenly loaded
cold plate—isoflux case; (c) single-sided, evenly loaded cold plate—isothermal case; and (d) single-sided,
evenly loaded cold plate—isoflux case.

NTU =
h𝜂0A

Wcp
(104)

and the overall passage efficiency is

𝜂0 = 1 −
Af

A
(1 − 𝜂f ) (105)

The surfaces to be used in the cold plate are those described by Kays and London45 where
physical, heat transfer, and friction data are provided.

The detailed design procedure for the double-side-loaded isothermal case is as follows:

1. Design specification

a. Heat load, q, W

b. Inlet air temperature, t1, ∘C
c. Airflow, W, kg/s

d. Allowable pressure loss, cm H2O

e. Overall envelope, H, W, D

f. Cold-plate material thermal conductivity, km, W/m⋅∘C
g. Allowable surface temperature, Ts,

∘C
2. Select surface45

a. Type

b. Plate spacing, b, m

c. Fins per meter, fpm

d. Hydraulic diameter, de, m

e. Fin thickness, 𝛿, m

f. Heat transfer area/volume, 𝛽, m2/m3

g. Fin surface area/total surface area, Af/A, m2/m3
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3. Plot of j and f data45

j = (St)(Pr)2∕3 = f1(Re) = f1

(
deG

𝜇

)

where St is the Stanton number

St = hG
cp

(106)

and f is the friction factor

f = f2(Re) = f2

(
deG

𝜇

)

4. Establish physical data

a. a = (b/H)𝛽, m2/m3

b. rh = de/4, m

c. 𝜎 = arh

d. Afr = WH, m2 (frontal area)

e. Ac = 𝜎Afr, m2 (flow areas)

f. V = DWH (volume)

g. A = aV, m2 (total surface)

5. Heat balance

a. Assume average fluid specific heat, cp, J/kg⋅ ∘C.

b. Δt = t2 − t1 = q/Wcp, ∘C
c. t2 = t1 + Δt, ∘C
d. tav = 1∕2(t1 + t2)
e. Check assumed value of cp. Make another assumption if necessary.

6. Fluid properties at tav

a. cp (already known), J/kg⋅∘C
b. 𝜇, N/s ⋅ m2

c. k, W/m⋅∘C
d. (Pr)2/3 = (cp𝜇/k)2/3

7. Heat transfer coefficient

a. G = W/Ac, kg/s ⋅ m2

b. Re = deG/𝜇

c. Obtain j from curve (see item 3).

d. Obtain f from curve (see item 3).

e. h = jGcp/(Pr)2/3, W/m2 ⋅ ∘C
8. Fin efficiency

a. m = (2h/k𝛿)1/2, m−1

b. mb/2 is a computation

c. 𝜂f = (tanh mb/2)/mb/2
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9. Overall passage efficiency

a. Use Eq. (105).

10. Effectiveness

a. Required ε = (t2 − t1)/(Ts − T1)

b. Form NTU from Eq. (104).

c. Actual available ε = 1 − e−NTU

d. Compare required ε and actual ε and begin again with step 1 if the comparison fails.
If comparison is satisfactory, go on to pressure loss calculation.

11. Pressure loss

a. Establish v1 (specific volume), m3/k.

b. Establish v2, m3/kg.

c. vm = 1∕2(v1 + v2), m3∕k.

d. Form vm/v1.

e. Form v2/v1.

f. Obtain Kc and K41
e

g. Determine ΔP, cm:

ΔP = 0.489
G2v1

2g

[(
1 + Kc − 𝜎2

)
+ f

A
Ac

vm

v1
+ 2

(
v2

v1
− 1

)
−

(
1 − 𝜎2 − Kc

) v2

v1

]

(107)

h. Compare ΔP with specified ΔP. If comparison fails, select a different surface or
adjust the dimensions and begin again with step 1.

If the cold plate is loaded on one side only, an identical procedure is followed except in
steps 8 and 9. For single-side loading and for double and triple stacks, use must be made of the
cascade and cluster algorithms for the combination of fins described in Section 3.1. Detailed
examples of both of the foregoing cases may be found in Kraus and Bar-Cohen.8

3.3 Thermoelectric Coolers

Two thermoelectric effects are traditionally considered in the design and performance evalua-
tion of a thermoelectric cooler:

The Seebeck effect concerns the net conversion of thermal energy into electrical energy
under zero current conditions when two dissimilar materials are brought into contact. When the
junction temperature differs from a reference temperature, the effect is measured as a voltage
called the Seebeck voltage Es.

The Peltier effect concerns the reversible evolution or absorption of heat that occurs when
an electric current traverses the junction between two dissimilar materials. The Peltier heat
absorbed or rejected depends on and is proportional to the current flow. There is an additional
thermoelectric effect known as the Thomson effect, which concerns the reversible evolution or
absorption of heat that occurs when an electric current traverses a single homogeneous mate-
rial in the presence of a temperature gradient. This effect, however, is a negligible one and
is neglected in considerations of thermoelectric coolers operating over moderate temperature
differentials.
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Equations for Thermoelectric Effects
Given a pair of thermoelectric materials, A and B, with each having a thermoelectric power 𝛼A
and 𝛼B,3 the Seebeck coefficient is

𝛼 = |𝛼A | + |𝛼B | (108)

The Seebeck coefficient is the proportionality constant between the Seebeck voltage and
the junction temperature with respect to some reference temperature

dEs = ± 𝛼 dT

and it is seen that

𝛼 =
dEs

dt
The Peltier heat is proportional to the current flow and the proportionality constant is Π,

the Peltier voltage
qp = ± 𝜋I (109)

The Thomson heat is proportional to a temperature difference dT and the proportionality
constant is 𝜎, the Thomson coefficient. With dqT = ± 𝜎I dT, it is observed that 𝜎 dT is a voltage
and the Thomson voltage is defined by

ET = ±
∫

T2

T1

𝜎 dT

Considerations of the second law of thermodynamics and the Kirchhoff voltage laws, show
that the Peltier voltage is related to the Seebeck coefficient3

𝜋 = 𝛼T (110)

and if the Seebeck coefficient is represented as a polynomial3

𝛼 = a + bT + · · ·
then

𝜋 = aT + bT2 + · · ·

Design Equations
In Fig. 16, which shows a pair of materials arranged as a thermoelectric cooler, there is a cold
junction at Tc and a hot junction at Th. The materials possess a thermal conductivity k and an
electrical resistivity 𝜌. A voltage is provided so that a current I flows through the cold junction
from B to A and through the hot junction from A to B. This current direction is selected to
guarantee that Tc < Th.

The net heat absorbed at the cold junction is the Peltier heat

qp = 𝜋Tc = 𝛼ITc (111a)

minus one-half of the I2R loss (known as the Joule heat or Joule effect),

qj = 1∕2I2R (111b)

and minus the heat regained at the cold junction (known as the Fourier heat or Fourier effect)
due to the temperature difference ΔT = Th − Tc,

qF = K ΔT = K(Th − Tc) (111c)
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Figure 16 Thermoelectric cooler.

Thus, the net heat absorbed at the cold junction is

q = 𝛼ITc − 1∕2I2R − K ΔT (112)

where the total resistance of the couple is the series resistance of material A and material B
having areas AA and AB, respectively (both have length L),

R =
(
𝜌A

AA
+

𝜌B

AB

)
L (113)

and where the overall conductance K is the parallel conductance of the elements A and B:

K = 1
L
(kAAA + kBAB) (114)

To power the device, a voltage equal to the sum of the Seebeck voltages at the hot and cold
junctions plus the voltage necessary to overcome the resistance drop must be provided:

V = 𝛼Th − 𝛼Tc + RI = 𝛼 ΔT + RI

and the power is
P = VI = (𝛼 ΔT + RI)I (115)

The coefficient of performance (COP) is the ratio of the net cooling effect to the power
provided:

COP =
q

P
=

𝛼TcI − 1∕2I2R − K ΔT

𝛼ΔTI + I2R
(116)

Optimizations
The maximum possible temperature differential ΔT = Th − Tc will occur when there is no net
heat absorbed at the cold junction:

ΔTm = 1∕2zT2
c (117)

where z is the figure of merit of the material,

z = 𝛼2

KR
(118)
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The current that yields the maximum amount of heat absorbed at the cold junction can be
shown to be3

I = Im =
𝛼Tc

R
(119)

and the coefficient of performance in this case will be

COPm =
1 − ΔT∕ΔTm

2(1 + ΔT∕Tc)
(120)

The current that optimizes or maximizes the coefficient of performance can be shown to
be

I0 = 𝛼 ΔT
R[(1 + zTa)1∕2 − 1]

(121)

where Ta = 1∕2(Th + Tc). In this case, the optimum coefficient of performance will be

COP0 =
Tc

ΔT

[
𝛾 −

(
Th∕Tc

)

𝛾 + 1

]
(122)

where
𝛾 =

[
1 + 1∕2z

(
Th + Tc

)]1∕2
(123)

Analysis of Thermoelectric Coolers
In the event that a manufactured thermoelectric cooling module is being considered for a partic-
ular application, the designer will need to specify the number of junctions required. A detailed
procedure for the selection of the number of junctions is as follows:

1. Design specifications

a. Total cooling load, qT, W

b. Cold-side temperature, Tc, K

c. Hot-side temperature, Th, K

d. Cooler specifications

(i) Materials A and B
(ii) 𝛼A and 𝛼B, V/∘C
(iii) 𝜌A and 𝜌B, Ω ⋅ cm
(iv) kA and kB, W/cm⋅ ∘C
(v) AA and AB, cm2

(vi) L, cm

2. Cooler calculations

a. Establish 𝛼 = |𝛼A| + |𝛼B|.

b. Calculate R from Eq. (113).

c. Calculate K from Eq. (114).

d. Form ΔT = Th − Tc, K or ∘C.

e. Obtain z from Eq. (118), 1/∘C.

3. For maximum heat pumping per couple

a. Calculate Im from Eq. (119), A.

b. Calculate the heat absorbed by each couple q, from Eq. (112), W.

c. Calculate ΔTm from Eq. (117), K or ∘C.

d. Determine COPm from Eq. (120).
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e. The power required per couple will be p = q/COPm, W.

f. The heat rejected per couple will be p + q, W.

g. The required number of couples will be n = qT/q.

h. The total power required will be pT = nP, W.

i. The total heat rejected will be qRT = nqR, W.

4. For optimum coefficient of performance

a. Determine Ta = 1∕2(Th + Tc), K.

b. Calculate I0 from Eq. (121), A.

c. Calculate the heat absorbed by each couple, q, from Eq. (112), W.

d. Determine 𝛾 from Eq. (123).

e. Determine COP0 from Eq. (122).

f. The power required per couple will be P = q/COP0, W.

g. The heat rejected per couple will be qR = P + q, W.

h. The required number of couples will be n = qT/q.

i. The total power required will be PT = nP, W.

j. The total heat rejected will be qRT = nqR, W.

3.4 Spray Cooling

The use of impinging fluid jets for the thermal management of electronic components has
received extensive attention in recent years. The high heat transfer coefficients that can be
attained in this cooling mode, the ability to vary and control the heat transfer rates across
a large substrate or printed circuit board with an appropriately configured distribution plate
or nozzle array, and the freedom to tailor the jet flow to the local cooling requirements have
made spray cooling one of the most promising alternatives for the cooling of high-heat-flux
components.

Spray cooling may involve a single jet or multiple jets directed at a single component or an
array of electronic components. The jets may be formed using circular or slot-shaped orifices or
nozzles of various cross sections. The axis of the impinging jet may be perpendicular or inclined
to the surface of the component. Moreover, in the application of liquid jets, a distinction can
be made between “free jets,” which are surrounded by ambient air, and “submerged jets,” for
which the volume surrounding the jet is filled with the working liquid. While heat transfer
associated with gas jets has been the subject of active research since the mid-1950s, spray
cooling with dielectric liquids is a far more recent development. Several reviews of the many
pioneering and more recent studies on spray cooling can be found in the literature.46–51 This
discussion focuses primarily on single-phase, forced convection.

Despite the complex behavior of the local heat transfer coefficient resulting from paramet-
ric variations in the impinging jet flow, it has been found possible to correlate the average heat
transfer coefficient with a single expression for both individual jets and arrays of jets impinging
on isothermal surfaces. Martin52 proposed a relation of the form shown below to capture the
effects of jet Reynolds number, nondimensional distance of separation (H/D), impinging area
ratio (f), Prandtl number (Pr), and fluid thermal conductivity on the jet Nusselt number:

NuD =
⎡
⎢
⎢⎣
1 +

(
H∕D

0.6∕
√

f

)3⎤
⎥
⎥⎦

−0.05 [
√

f
1 − 2.2

√
f

1 + 0.2 (H∕D − 6)
√

f

]
Re0.667

D Pr0.42 (124)
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The range of validity52 for this correlation, developed from extensive gas jet data, as well as
some data for water and other, higher Prandtl number liquids, and including some high Schmidt
number mass transfer data, is 2 × 103 ≤ReD ≤ 105, 0.6< Pr(Sc)< 7(900), 0.004 ≤ f ≤ 0.04, and
2 ≤ H/D ≤ 12. This correlation has a predictive accuracy of 10–20% over the stated parametric
range. The average Nu was also found to be nearly unaffected by the angle of inclination of
the jet. It is to be noted that for jets produced by sharp-edged orifices, jet contraction immedi-
ately after the orifice exit must be taken into consideration in calculating the average velocity,
jet diameter, and nozzle area ratio f. In applying this correlation to the cooling of electronic
components, constituting discrete heat sources on a large surface, it is necessary to alter the
definition of the jet area ratio f. Recognizing that, in this application, the impingement area is
usually equal to the component area, f can be expressed as

f =
nAjet

A
= 0.785D2n

A
(125)

Figure 17 shows a comparison correlations by Womac,53 Brdlik and Savin,54 and Sitharamayya
and Raju55 with the predictions from Eq. (43) for f = 0.008, H/D = 3, and Pr = 13.1. The
maximum deviation of the data from predictions made using Eq. (24) was 32% in Figure 17.
The Martin52 correlation [Eq. (124)] is recommended over these alternatives primarily because
of the broad range of parameters in the database from which it was developed and because it
often falls below the other correlations, making it a conservative choice.

The variation of the Nusselt number with each of the three primary factors influencing
spray cooling in the range of the Martin52 correlation, Eq. (124), is shown in Figs 18–20. These
figures show that the Nusselt number increases steadily with Reynolds number (Fig. 18) and
decreases with the ratio of jet distance to jet diameter (Fig. 19). More surprisingly, the curves
shown in Fig. 20 indicate that Nusselt number reaches an asymptote in its dependence on the
ratio of jet area to component area.

t = 0.008
H/D = 3
n = 4
Pt = 13.1

N
u

D

ReD
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103 104
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Martin
Womac
Sitharamayya and Raju
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Figure 17 Comparison of various submerged jet correlations.
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Figure 19 Effect of jet aspect ratio on heat transfer.

Returning to Eq. (124), it may be observed that, in the range of interest, the first term on
the right side can be approximated as

{
1 +

[
H∕D

0.6∕f 0.5

]6
}−0.05

≅
{

H∕D

0.6∕f 0.5

}−0.3

(126)

and that the second term is not far different from 0.6f 0.5. Reexpressing Eq. (126) with these
simplifications, the average heat transfer coefficient h is found to approximately equal

Nu ≅ 0.5
(H

D

)−0.3

f 0.35 Re0.667
D Pr0.42 (127)

This approximation falls within 30% of Eq. (124) throughout the parametric range indi-
cated but is within 10% for H/D < 3.



3 Thermal Control Techniques 493

200

Pr = 20

15

10

5

0.7

100

50

0
0 0.01 0.02 0.03

H/D = 7. ReD = 10,000

0.04 0.05

N
u

D

Figure 20 Effect of jet area–heater area ratio on heat transfer.

Recalling the definition of the jet Nusselt number, Nu = hD/k, and substituting for the area
ratio f from Eq. (125), the heat transfer coefficient produced by impinging liquid jet(s) is found
to be proportional to

h ∝ kH−0.3
( n

A

)0.35
Re0.67

D Pr0.42 (128)

Or, expanding the Reynolds and Prandtl numbers,

h ∝
[
k0.58 𝜌0.67 𝜇−0.25

] [( n
A

)0.35
D0.67

] [
V0.67

H0.3

]
(129)

The first bracketed term in Eq. (129) represents a fluid figure of merit for submerged-jet heat
transfer, the second term constitutes a thermal figure of merit for the jet plate, and the third
the operating conditions of an impingement cooling system. Clearly, to maximize the jet heat
transfer rate, it is desirable to choose a fluid with high thermal conductivity and density but
relatively low viscosity. Within the accuracy of the approximations used to derive Eq. (129)
(and especially in the low-f range), the thermally preferred jet plate would contain many
large-diameter nozzles per component. Due to the strong dependence of the heat transfer
rate on the jet Reynolds number, maximization of the heat transfer coefficient also requires
increasing the fluid velocity at the nozzle and decreasing the distance of separation between
the nozzle and the component. Alternatively, if a fluid has been selected and if the jet Reynolds
number is to remain constant, a higher heat transfer coefficient can be obtained only by
increasing n/A or decreasing H.

Although the thermal relations discussed in the previous section can be used to estab-
lish the gross feasibility of submerged spray cooling cooling for high-power chips, successful
implementation of this thermal management technique requires consideration of system-level
issues and design trade-offs.56 The minimization of life-cycle costs is a crucial element in elec-
tronic systems and, consequently, attention must be devoted to the “consumed” fluid flow rate,
pressure drop, and pumping power as well as to the limitations imposed by manufacturing tol-
erances and costs. The gross impact of these considerations on the design of impinging jet
cooling systems can be seen with the aid of Eq. (129).

The nozzle pressure drop and, hence, plenum pressure required to achieve a specified jet
velocity have direct bearing on the choice and cost of the coolant circulation system and the
structural design, as well as cost, of the jet plate. Since Eqs. (124) and (129) show the jet heat
transfer coefficient to increase with velocity to the 0.67 power, while nozzle pressure losses
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generally depend on the square of the velocity, concern about the plenum operating pressure
would lead the designer to choose the lowest possible jet velocity.

Examination of the approximate relation for the jet heat transfer coefficient, Eq. (129),
suggests that to maintain high heat transfer rates at low jet velocities would necessitate increas-
ing the number of nozzles (n/A), increasing the diameter of each nozzle (D), or decreasing the
spacing between the nozzle exit and the component (H). The minimum value of H is likely to
be determined by the precision of assembly and deflection under pressure of the jet plate and,
thus, it will benefit from reduced operating pressure. Since the maximum heat transfer rates are
approached asymptotically as the total jet area increases to approximately 4% of the component
area (see Fig. 20), there is coupling between the number of jets and the jet diameter. The heat
transfer rate can, thus, be improved by increasing both jet diameter and the number of jets up
to this value, but if operating near the maximum rate, the jet diameter is inversely related to the
square root of n/A.

In the use of liquid jets, the operating costs are often dominated by the pumping power,
or product of total volumetric flow rate and pressure drop, needed to provide a specified heat
removal rate. The pumping power can be easily shown to vary with D2V3n/A. Examining this
dependence in light of the approximate heat transfer coefficient relation, Eq. (48), it is again
clear that reduced costs are associated with low liquid velocity and a relatively large total noz-
zle area.

These results suggest that optimum performance, based on system-level as well as thermal
considerations and as represented by the average heat transfer coefficient, would be achieved by
designing spray cooling systems to provide approximately 4% jet-to-component area ratios and
operate at relatively low jet velocities. Improved surface coverage, more uniform heat removal
capability, and decreased vulnerability to blockage of a single (or a few) nozzles would appear
to be favored by the use of a relatively large number of jets per component, allowing reduction
in the diameter of individual jets. Alternately, the cost of manufacturing and the probability
of nozzle blockage can be expected to increase for small-diameter nozzles and, thus, place
a lower practical limit on this parameter. Given the approximate nature of Eq. (129), these
relationships must be viewed as indicative rather than definitive and the complete Martin52

correlation equation (124) should be used for any detailed exploration of these trends.
Heat transfer correlations for impingement-cooled, pin-fin heat sinks have also been

reported in the literature.57 Results were presented in terms of Nubase, based on the heat sink
footprint area, and on NuHS, based on the total heat sink surface area, as

Nubase = 3.361Re0.724 Pr0.4
(D

d

)−0.689 (S
d

)−0.210

(130)

NuHS = 1.92Re0.716 Pr0.4

(
AHS

Ad

)−0.689 (D
d

)0.678(S
d

)−0.181

(131)

These equations are valid for 2000≤Re≤ 23,000, S/d = 2, 3. The term D in the above equations
refers to the jet diameter, whereas d refers to the pin diameter. The term S refers to the jet-to-
jet pitch in the case of multiple jets.
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1 INTRODUCTION

Refrigeration is the use of mechanical or heat-activated machinery for cooling purposes. The
use of refrigeration equipment to produce temperatures below−150∘C is known as cryogenics.1

When refrigeration equipment is used to provide human comfort, it is called air condition-
ing. This chapter focuses primarily on refrigeration applications, which cover such diverse
uses as food processing and storage, supermarket display cases, skating rinks, ice manufac-
ture, and biomedical applications such as blood and tissue storage or hypothermia used in
surgery.

The first patent on a mechanically driven refrigeration system was issued to Jacob Perkins
in 1834 in London.2 The system used ether as the refrigerant. The first viable commercial
system was produced in 1857 by James Harrison and D. E. Siebe and used ethyl ether as the
refrigerant.2

Refrigeration is used in installations covering a broad range of cooling capacities
and temperatures. While the variety of applications results in a diversity of mechanical
specifications and equipment requirements, the methods for producing refrigeration are well
standardized.

499



500 Refrigeration

2 BASIC PRINCIPLES

Most refrigeration systems utilize the vapor compression cycle to produce the desired refrigera-
tion effect. A less common method used to produce refrigeration is the absorption cycle, which
is described later in this chapter. With the vapor compression cycle, a working fluid, called
the refrigerant, evaporates and condenses at suitable pressures for practical equipment designs.
The ideal (no pressure or frictional losses) vapor compression refrigeration cycle is illustrated
in Fig. 1 on a pressure–enthalpy diagram. This cycle has no pressure loss in the evaporator or
condenser and no heat or frictional losses in the compressor.

There are four basic components in every vapor compression refrigeration system: (1)
compressor, (2) condenser, (3) expansion device, and (4) evaporator. The compressor raises the
pressure of the refrigerant vapor so that the refrigerant saturation temperature is slightly above
the temperature of the coolingmedium used in the condenser. The condenser is a heat exchanger
used to reject heat from the refrigerant to a cooling medium. The refrigerant enters the con-
denser and usually leaves as a subcooled liquid. Typical cooling mediums used in condensers

Figure 1 Simple vapor compression refrigeration cycle.3
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are air and water. After leaving the condenser, the liquid refrigerant expands to a lower pressure
in the expansion valve. The expansion valve can be a passive device, such as a capillary tube or
short tube orifice, or an active device, such as a thermal expansion valve or electronic expansion
valve. At the exit of the expansion valve, the refrigerant is at a temperature below that of the
product to be cooled. As the refrigerant travels through the evaporator, it absorbs energy and
is converted from a low-quality, two-phase fluid to a superheated vapor under normal operat-
ing conditions. The vapor formed must be removed by the compressor at a sufficient rate to
maintain the low pressure in the evaporator and keep the cycle operating.

Pumped recirculation of a liquid secondary refrigerant rather than direct evaporation of a
refrigerant is often used to service remotely located or specially designed heat exchangers. This
technique is called indirect refrigeration and provides the user with wide flexibility in apply-
ing refrigeration to complex processes and greatly simplifies operation. Secondary refrigerants
or brines are also commonly used for simple control and operation. Direct application of ice
and brine storage tanks may be used to level off batch cooling loads and reduce equipment
size. This approach provides stored refrigeration where temperature control is vital as a safety
consideration to prevent runaway reactions or pressure buildup.

All mechanical cooling results in the production of a greater amount of heat energy than
cooling energy. In many instances, this heat energy is rejected to the environment directly to the
air in the condenser or indirectly to water where it is rejected in a cooling tower. Under some
specialized applications, it may be possible to utilize this heat energy in another process at the
refrigeration facility. This may require special modifications to the condenser. Recovery of this
waste heat at temperatures up to 65∘C can be used to achieve improved operating economy.

Historically, in the United States, capacities of mechanical refrigeration systems have been
stated in tons of refrigeration, which is a unit of measure related to the ability of an ice plant to
freeze one short ton (907 kg) of ice in a 24-h period. A ton is equal to 3.51 kW (12,000 Btu/h).

3 REFRIGERATION CYCLES AND SYSTEM OVERVIEW

Refrigeration can be accomplished in either closed-cycle or open-cycle systems. In a closed
cycle, the refrigerant fluid is confined within the system and recirculates through the compo-
nents (compressor, heat exchangers, and expansion valve). The system shown at the bottom of
Fig. 1 is a closed cycle. In an open cycle, the fluid used as the refrigerant passes through the
system once on its way to be used as a product or feedstock outside the refrigeration process.
An example is the cooling of natural gas to separate and condense heavier components.

In addition to the distinction between open- and closed-cycle systems, refrigeration pro-
cesses are also described as simple cycles, compound cycles, or cascade cycles. Simple cycles
employ one set of components (compressor, condenser, evaporator, and expansion valve) in a
single refrigeration cycle as shown in Fig. 1. Compound and cascade cycles use multiple sets
of components and two or more refrigeration cycles. The cycles interact to accomplish cooling
at several temperatures or to allow a greater span between the lowest and highest temperatures
in the system than can be achieved with the simple cycle.

3.1 Closed-Cycle Operation

For a simple cycle, the lowest evaporator temperature that is practical in a closed-cycle sys-
tem (Fig. 1) is set by the pressure ratio capability of the compressor and by the properties
of the refrigerant. Most high-speed reciprocating compressors are limited to a pressure ratio
of 9:1, so that the simple cycle is used for evaporator temperatures from 2 to −50∘C. Below
these temperatures, the application limits of a single-stage compressor are reached. Beyond
that limit, there is a risk of excessively high temperatures at the end of compression, which
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Figure 2 Ideal compound refrigeration cycle.3

may produce lubricant breakdown, high bearing loads, excessive oil foaming at startup, and
inefficient operation because of reduced volumetric efficiency in the compressor.

Centrifugal compressors with multiple stages can generate a pressure ratio up to 18:1, but
their high discharge temperatures limit the efficiency of the simple cycle at these high pressure
ratios. As a result, they operate with evaporator temperatures in the same range as reciprocating
compressors.

The compound cycle (Fig. 2) can achieve temperatures of approximately−100∘C by using
two or three compressors in series and a common refrigerant. This keeps the individual com-
pressors within their application limits. A refrigerant gas cooler (also called a flash intercooler)
is normally used between compressors to keep the final discharge temperature from the com-
pressor at a satisfactory level. A common practice is to operate the gas cooler at about the
geometric mean of the evaporating and condensing pressures. This provides nearly identical
pressure ratios for the two compressors. Besides producing very low temperatures, the com-
pound cycle can also be used in applications where multiple evaporators are needed to produce
different temperatures.

Below−100∘C, most refrigerants with suitable evaporator pressures have excessively high
condensing pressures. For some refrigerants, the specific volume of refrigerant at low temper-
atures may be so great as to require compressors and other equipment of uneconomical size.
With other refrigerants, the specific volume of refrigerant may be satisfactory at low temper-
ature, but the specific volume may become too small at the condensing condition. In some
circumstances, although none of the above limitations is encountered and a single refrigerant
is practical, the compound cycle is not used because of oil return problems or difficulties of
operation.

To satisfy these conditions, the cascade cycle is used (Fig. 3). This consists of two or
more separate refrigerants, each in its own closed cycle. The cascade condenser–evaporator
rejects heat to the evaporator of the high-temperature cycle, which condenses the refrigerant of
the low-temperature cycle. Refrigerants are selected for each cycle with pressure–temperature
characteristics that are well suited for application at either the higher or lower portion of
the cycle. For extremely low temperatures, more than two refrigerants may be cascaded to
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Figure 3 Ideal cascade refrigeration cycle.3

produce evaporator temperatures at cryogenic conditions (below −150∘C). Expansion tanks,
sized to handle the low-temperature refrigerant as a gas at ambient temperatures, are used
during standby to hold pressure at levels suitable for economical equipment design.

Compound cycles using reciprocating compressors or any cycle using a multistage
centrifugal compressor allows the use of economizers or intercoolers between compression
stages. Economizers reduce the discharge gas temperature from the preceding stage by
mixing relatively cool gas with discharge gas before entering the subsequent stage. Either
flash-type economizers, which cool the refrigerant by reducing its pressure to the intermediate
level, or surface-type economizers, which subcool refrigerant at the condensing pressure,
may be used to provide the cooler gas for mixing. This keeps the final discharge gas tem-
perature low enough to avoid overheating of the compressor and improves compression
efficiency.

Compound compression with economizers also affords the opportunity to provide refrig-
eration at an intermediate temperature. This provides a further thermodynamic efficiency gain
because some of the refrigeration is accomplished at a higher temperature, and less refrigerant
must be handled by the lower temperature stages. This reduces the power consumption and the
size of the lower stages of compression.
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Figure 4 shows a typical system schematic with flash-type economizers. Process loads at
several different temperature levels can be handled by taking suction to an intermediate com-
pression stage as shown. The pressure–enthalpy diagram illustrates the thermodynamic cycle.

Flooded refrigeration systems are a version of the closed cycle that may reduce design
problems in some applications. In flooded systems, the refrigerant is circulated to heat exchang-
ers or evaporators by a pump. Figure 5 shows a liquid recirculator, which can use any of the
simple or compound closed-refrigeration cycles.

The refrigerant recirculating pump pressurizes the refrigerant liquid and moves it to one or
more evaporators or heat exchangers, which may be remote from the receiver. The low-pressure
refrigerant may be used as a single-phase heat transfer fluid as in A of Fig. 5, which eliminates
the extra heat exchange step and increased temperature difference encountered in a conventional
system that uses a secondary refrigerant or brine. This approach may simplify the design of
process heat exchangers, where the large specific volumes of evaporating refrigerant vapor
would be troublesome. Alternatively, the pumped refrigerant in the flooded system may be
routed through conventional evaporators as in B and C or special heat exchangers as in D.

The flooded refrigeration system is helpful when special heat exchangers are necessary for
process reasons or where multiple or remote exchangers are required.

3.2 Open-Cycle Operation

In many chemical processes, the product to be cooled can itself be used as the refrigerating
liquid. An example of this is in a natural gas gathering plant. Gas from the wells is cooled,
usually after compression and after some of the heavier components are removed as liquid.
This liquid may be expanded in a refrigeration cycle to further cool the compressed gas, which
causes more of the heavier components to condense. Excess liquid not used for refrigeration is
drawn off as product. In the transportation of liquefied petroleum gas (LPG) and of ammonia
in ships and barges, the LPG or ammonia is compressed, cooled, and expanded. The liquid
portion after expansion is passed on as product until the ship is loaded.

Open-cycle operations are similar to closed-cycle operations, except that one or more parts
of the closed cycle may be omitted. For example, the compressor suction may be taken directly
from gas wells, rather than from an evaporator. A condenser may be used, and the liquefied gas
may be drained to storage tanks.

Compressors may be installed in series or parallel for operating flexibility or for partial
standby protection. With multiple reciprocating compressors or with a centrifugal compressor,
gas streams may be picked up or discharged at several pressures if there is refrigerating duty to
be performed at intermediate temperatures. It always is more economical to refrigerate at the
highest temperature possible.

Principal concerns in the open cycle involve dirt and contaminants, wet gas, compatibility
of materials and lubrication circuits, and piping to and from the compressor. The possibility of
gas condensing under various ambient temperatures either during operation or during standby
must be considered. Beyond these considerations, the open-cycle design and its operation are
governed primarily by the process requirements. The open system can use standard refrigeration
hardware.

3.3 Losses in Refrigeration Cycles

The ideal cycles portrayed in Figs. 1–3 do not include frictional, heat transfer, or pressure
losses found in real cycles. These reduce the overall performance of the cycle, in terms of both
capacity and efficiency. For example, friction in the compressor produces higher discharge
temperatures in the refrigerant than the ideal cycle. These higher temperatures require a larger
condenser to reject heat energy from the cycle. Pressure losses in the evaporator and condenser
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Figure 4 Refrigeration cycle with flash economizers.3
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Figure 5 Liquid recirculator.

require the compressor to work harder to circulate refrigerant in the system. Predicting the
performance of a real system must include these effects or the system capacity and efficiency
will be overestimated.

4 REFRIGERANTS

No one refrigerant is capable of providing cost-effective cooling over the wide range of temper-
atures and the multitude of applications found in modern refrigeration systems. Ammonia is a
popular refrigerant for many industrial and large warehouse applications.4 Both chlorofluoro-
carbons (CFCs) and hydrochlorofluorocarbon (HCFC) refrigerants have historically been used
in many refrigeration applications, ranging from domestic refrigerators to supermarket and
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food storage applications. Most of these refrigerants are generally nontoxic and nonflammable.
Recent U.S. federal and international regulations5–7 have placed restrictions on the produc-
tion and use of CFCs and HCFCs. Hydrofluorocarbons (HFCs) and HFC mixtures are now
being used in some applications where CFCs and HCFCs have been used. Regulations affecting
refrigerants are discussed in the next section.

The chemical industry uses low-cost fluids such as propane and butane whenever they
are available in the process. These hydrocarbon refrigerants, often thought of as too hazardous
because of flammability, are suitable for use inmodern compressors and frequently add nomore
hazard than already exists in an oil refinery or petrochemical plant. These low-cost refrigerants
are used in simple, compound, and cascade systems, depending on operating temperatures.

A standard numbering system, shown in Table 1, has been devised to identify refrigerants
without the use of their cumbersome chemical names. There are many popular refrigerants
in the methane and ethane series. These are called halocarbons or halogenated hydrocarbons
because of the presence of halogen elements such as fluorine or chlorine.8 Halocarbons include
CFCs, HCFCs, and HFCs.

Numbers assigned to the hydrocarbons and halohydrocarbons of the methane, ethane,
propane, and cyclobutane series are such that the number uniquely specifies the refrigerant
compound. The American National Standards Institute (ANSI) and American Society of Heat-
ing, Refrigerating and Air-Conditioning Engineers (ASHRAE) standard 34-2001 describes the
method of coding.9

Zeotropes and azeotropes are mixtures of two or more different refrigerants. A zeotropic
mixture changes saturation temperatures as it evaporates (or condenses) at constant pressure.
This phenomenon is called temperature glide. For example, R-407C has a boiling (bubble)
point of −44∘C and a condensation (dew) point of −37∘C, which means it has a temperature
glide of 7∘C. An azeotropic mixture behaves much like a single-component refrigerant in
that it does not change saturation temperatures appreciably as it evaporates or condenses at
constant pressure. Some zeotropic mixtures, such as R-410A, actually have a small enough
temperature glide (less than 5.5∘C) that they are considered a near-azeotropic refrigerant
mixture.

Because the bubble point and dew point temperatures are not the same for a given pres-
sure, some zeotropic mixtures have been used to help control the temperature differences in
low-temperature evaporators. These mixture have been used in the lowest stage of some liqui-
fied natural gas (LNG) plants.10

Refrigerants are grouped by their toxicity and flammability (Table 2).9,11 Group A1 is non-
flammable and least toxic, while group B3 is flammable and most toxic. Toxicity is quantified
by the threshold limit value–time-weighted average (TLV-TWA), which is the upper safety
limit for airborne exposure to the refrigerant. If the refrigerant is nontoxic in quantities less
than 400 parts per million, then it is a class A refrigerant. If exposure to less than 400 parts per
million is toxic, then the substance is given the class B designation. The numerical designation
refers to the flammability of the refrigerant. The last column of Table 1 shows the toxicity and
flammability rating of many of the common refrigerants.

The A1 group of refrigerants generally fulfills the basic requirements for an ideal refrig-
erant, with considerable flexibility as to refrigeration capacity. Many are used for comfort
air conditioning since they are nontoxic and nonflammable. These refrigerants are also used
extensively in refrigeration applications. Many CFCs are in the A1 group. With regulations
banning the production and restricting the sale of all CFCs, the CFCs will eventually cease to
be used. Common refrigerants in the A1 group include R-11, R-12, R-13, R-22, R-114, R-134a,
and R-502.

Refrigerant 11, trichlorofluoromethane, is a CFC. It has a low-pressure–high-volume char-
acteristic suitable for use in close-coupled centrifugal compressor systems for water or brine
cooling. Its temperature range extends no lower than −7∘C.
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Table 1 Refrigerant Numbering System (ANSI/ASHRAE 34-2001)

Refrigerant
Number
Designation

Chemical
Name

Chemical
Formula

Molecular
Mass

Normal
Boiling
Point, ∘C

Safety
Group

Methane Series
10 Tetrachloromethane CC14 153.8 77 B1
11 Trichlorofluoromethane CC13F 137.4 24 A1
12 Dichlorodifluoromethane CC12F2 120.9 −30 A1
13 Chlorotrifluoromethane CCIF3 104.5 −81 A1
22 Chlorodifluoromethane CHCIF2 86.5 −41 A1
32 Difluoromethane CH2F2 52.0 −52 A2
50 Methane CH4 16.0 −161 A3

Ethane Series
113 1,1,2-Trichlorotrifluoro-ethane CC12FCCIF2 187.4 48 A1
114 1,2-Dichlorotetrafluoro-ethane CCIF2CCIF2 170.9 4 A1
123 2,2-Dichloro-1,1,1-

trifluoroethane
CHCL2CF3 152.9 27 B1

125 Pentafluoroethane CHF2CF3 120.0 −49 A1
134a 1,1,1,2-Tetrafluoroethane CH2FCF3 102.0 −26 A1
170 Ethane CH3CH3 30.0 −89 A3

Propane Series
290 Propane CH3CH2CH3 44.0 −42 A3

Zeotropes
Composition
407C R-32/R-125/R-134a

(23/25/52wt %)
95.0 −44 A1

410A R-32/R-125 (50/50wt%) 72.6 −53 A1
Azeotropes
Composition
500 R-12/152a (73.8/26.2wt %) 99.31 −33 A1
502 R-22/115 (48.8/51.2wt %) 112.0 −45 A1

Hydrocarbons
600 Butane CH3CH2CH2CH3 58.1
600a Isobutane CH(CH3)3 58.1 −12 A3

Inorganic
Compounds
717 Ammonia NH3 17.0 −33 B2
728 Nitrogen N2 28.0 −196 A1
744 Carbon dioxide CO2 44.0 −78 A1
764 Sulfur dioxide SO2 64.1 −10 B1

Unsaturated
Organic
Compounds
1140 Vinyl chloride CH2—CHCI 62.5 −14 B3
1150 Ethylene CH2—CH2 28.1 −104 A3
1270 Propylene CH3CH—CH2 42.1 −48 A3

Source: FromRef. 9. Reprinted by permission fromASHRAE Standard 34-2001. Copyright ©American Society of Heating,
Refrigerating and Air-Conditioning Engineers, Inc., www.ashrae.org.

http://www.ashrae.org
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Table 2 ANSI/ASHRAE Toxicity and
Flammability Rating System

Flammability Group Group

High A3 B3
Moderate A2 B2
None A1 B1
Threshold limit value
(parts per million)

<400 >400

Source: From Ref. 9.

Refrigerant 12, dichlorodifluoromethane, is a CFC. It was the most widely known and
used refrigerant for U.S. domestic refrigeration and automotive air-conditioning applications
until the early 1990s. It is ideal for close-coupled or remote systems ranging from small recip-
rocating to large centrifugal units. It has been used for temperatures as low as −90∘C, although
−85∘C is a more practical lower limit because of the high gas volumes necessary for attaining
these temperatures. It is suited for single-stage or compound cycles using reciprocating and
centrifugal compressors.

Refrigerant 13, chlorotrifluoromethane, is a CFC. It is used in low-temperature applica-
tions to approximately −126∘C. Because of its low volume, high condensing pressure, or both,
and because of its low critical pressure and temperature, R-13 is usually cascaded with other
refrigerants at a discharge pressure corresponding to a condensing temperature in the range of
−56 to −23∘C.

Refrigerant 22, chlorodifluoromethane, is an HCFC. It is used in many of the same appli-
cations as R-12, but its lower boiling point and higher latent heat permit the use of smaller
compressors and refrigerant lines than R-12. The higher pressure characteristics also extend its
use to lower temperatures in the range of −100∘C.

Refrigerant 114, dichlorotetrafluoroethane, is a CFC. It is similar to R-11, but its slightly
higher pressure and lower volume characteristic than R-11 extend its use to −17∘C and higher
capacities.

Refrigerant 123, dichlorotrifluoroethane, is an HCFC. It is a replacement refrigerant for
R-11 in low-pressure centrifugal chillers. New centrifugal equipment designed for R-123 can
provide exceptionally high energy efficiency. In retrofits of older existing centrifugal chillers,
modifications are often needed to increase capacity or avoid material incompatibility (espe-
cially elastomers).

Refrigerant 125, pentafluoroethane, is an HFC. It is used in some refrigerant mixtures,
including R-407C and R-410A.

Refrigerant 134a, 1,1,1,2-tetrafluoroethane, is an HFC. It is a replacement refrigerant for
R-12 in both refrigeration and air-conditioning applications. It has operating characteristics
similar to R-12. R-134a is commonly used in domestic refrigeration applications in the United
States.

Refrigerants 407C and 410A are both mixtures of HFCs. R-407C can be used in some
retrofit applications for R-22. Because of its much higher operating pressures, R-410A can-
not be used as a replacement refrigerant in an R-22 system. However, manufacturers have
begun designing new systems that use R-410A, and these systems can be applied in situ-
ations where R-22 systems were used. The higher operating pressures as well as lubricant
incompatibility with mineral oils has required manufacturers to completely redesign systems
with R-410A.

Refrigerant 502 is an azeotropic mixture of R-22 and R-115. Its pressure characteristics
are similar to those of R-22, but it is has a lower discharge temperature.
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The B1 refrigerants are nonflammable but have lower toxicity limits than those in the
A1 group. Refrigerant 123, an HCFC, is used in many new low-pressure centrifugal chiller
applications. Industry standards, such as ANSI/ASHRAE standard 15-1994, provide detailed
guidelines for safety precautions when using R-123 or any other refrigerant that is toxic or
flammable.11

One of the most widely used refrigerants is ammonia, even though it is moderately
flammable and has a class B toxicity rating. Ammonia liquid has a high specific heat, an
acceptable density and viscosity, and high conductivity. Its enthalpy of vaporization is
typically 6–8 times higher than that of the commonly used halocarbons. These properties
make it an ideal heat transfer fluid with reasonable pumping costs, pressure drop, and flow
rates. As a refrigerant, ammonia provides high heat transfer, except when affected by oil
at temperatures below approximately −29∘C, where oil films become viscous. To limit
the ammonia-discharge-gas temperature to safe values, its normal maximum condensing
temperature is 38∘C. Generally, ammonia is used with reciprocating compressors, although
relatively large centrifugal compressors (≥3.5MW), with 8–12 impeller stages required by its
low molecular weights, are in use today. Systems using ammonia should contain no copper
(with the exception of Monel metal).

The flammable refrigerants (groups A3 and B3) are generally applicable where a flamma-
bility or explosion hazard is already present and their use does not add to the hazard. These
refrigerants have the advantage of low cost. Although they have fairly low molecular weight,
they are suitable for centrifugal compressors of larger sizes. Because of the high acoustic veloc-
ity in these refrigerants, centrifugal compressors may be operated at high impeller tip speeds,
which partly compensates for the higher head requirements than some of the nonflammable
refrigerants.

Flammable refrigerants should be used at pressures greater than atmospheric to avoid
increasing the explosion hazard by the admission of air in case of leaks. In designing the system,
it also must be recognized that these refrigerants are likely to be impure in refrigerant applica-
tions. For example, commercial propane liquid may contain about 2% (by mass) ethane, which
in the vapor phase might represent as much as 16–20% (by volume) ethane. Thus, ethane may
appear as a noncondensable. Either this gas must be purged or the compressor displacement
must be increased about 20% if it is recycled from the condenser; otherwise, the condens-
ing pressure will be higher than required for pure propane and the power requirement will be
increased.

Refrigerant 290, propane, is the most commonly used flammable refrigerant. It is well
suited for use with reciprocating and centrifugal compressors in close-coupled or remote sys-
tems. Its operating temperature range extends to −40∘C.

Refrigerant 600, butane, occasionally is used for close-coupled systems in the
medium-temperature range of 2∘C. It has a low-pressure and high-volume characteristic
suitable for centrifugal compressors, where the capacity is too small for propane and the
temperature is within range.

Refrigerant 170, ethane, normally is used for close-coupled or remote systems at −87 to
−7∘C. It must be used in a cascade cycle because of its high-pressure characteristics.

Refrigerant 1150, ethylene, is similar to ethane but has a slightly higher pressure, lower
volume characteristic, which extends its use to −104 to −29∘C. Like ethane, it must be used in
the cascade cycle.

Refrigerant 50, methane, is used in an ultralow range of −160 to −110∘C. It is limited to
cascade cycles. Methane condensed by ethylene, which is in turn condensed by propane, is a
cascade cycle commonly employed to liquefy natural gas.

Refrigerant 744, carbon dioxide, is currently receiving attention as a possible refrigerant
for use in cooling and refrigeration applications. It has the appeal of being a natural sub-
stance. Systems can be designed with R-744 but must operate at elevated pressures. Solid
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carbon dioxide (dry ice) is commonly used in the food industry for chilling and freezing
applications.

Table 3 shows the comparative performance of different refrigerants at conditions more
typical of some freezer applications. The data show the relatively large refrigerating effect that
can be obtained with ammonia. Note also that for these conditions both R-11 and R-123 would
operate with evaporator pressures below atmospheric pressure.

4.1 Regulations on Production and Use of Refrigerants

In 1974, Molina and Rowland published a paper where they put forth the hypothesis that CFCs
destroyed the ozone layer.13 By the late 1970s, the United States and Canada had banned the
use of CFCs in aerosols. In 1985, Farmer noted a depletion in the ozone layer of approximately
40% over what had been measured in earlier years.4 This depletion in the ozone layer became
known as the ozone hole. In September 1987, 43 countries signed an agreement called the
Montreal Protocol7 in which the participants agreed to freeze CFC production levels by 1990,
then to decrease production by 20% by 1994 and 50% by 1999. The protocol was ratified by
the United States in 1988 and, for the first time, subjected the refrigeration industry to major
CFC restrictions.

Recent regulations have imposed restrictions on the production and use of refriger-
ants.4,6,14 Production of CFCs in the United States was prohibited after January 1, 1996.14 A
schedule was also imposed that started a gradual phase-out of the production of HCFCs in
2004 and will end complete production by 2030. Refrigerants are divided into two classes:
class I, including CFCs, halons, and other major ozone-depleting chemicals, and class II,
HCFCs.

Two ratings are used to classify the harmful effects of a refrigerant on the environment.15

The first, the ozone depletion potential (ODP), quantifies the potential damage that the refrig-
erant molecule has in destroying ozone in the stratosphere. When a CFC molecule is struck by
ultraviolet light in the stratosphere, a chlorine atom breaks off and reacts with ozone to form
oxygen and a chlorine/oxygen molecule. This molecule can then react with a free oxygen atom
to form an oxygen molecule and a free chlorine. The chlorine can then react with another ozone
molecule to repeat the process. The estimated atmospheric life of a given CFC or HCFC is an
important factor in determining the value of the ODP. The ODP for CFC-11 is 1.0. All other
ODP values for substances are normalized to that of CFC-11.

The second rating is known as the global warming potential (GWP), which represents
how much a given mass of a chemical contributes to global warming over a given time period
compared to the same mass of carbon dioxide.16 Carbon dioxide’s GWP is defined as 1.0.
The GWP of all other substances is normalized to that of carbon dioxide. Refrigerants such as
CFCs, HCFCs, and HFCs can block energy from the earth from radiating back into space. One
molecule of R-12 can absorb as much energy as 10,000 molecules of CO2.

Table 4 shows the ODP andGWP for a variety of refrigerants. As a class of refrigerants, the
CFCs have the highest ODP and GWP. Because HCFCs tend to be more unstable compounds
and, therefore, have much shorter atmospheric lifetimes, their ODP and GWP values are much
smaller than those of the CFCs. All HFCs and their mixtures have zero ODP because fluorine
does not react with ozone. However, some of the HFCs, such as R-125, R-134a, and R-143a,
do have GWP values that are as large or larger than some of the HCFCs. From the standpoint
of ozone depletion and global warming, hydrocarbons provide zero ODP and GWP. However,
hydrocarbons are flammable, which makes them unsuitable in many applications.

4.2 Refrigerant Selection for Closed Cycle

In any closed cycle, the choice of the operating fluid is based on the refrigerant with prop-
erties best suited to the operating conditions. The choice depends on a variety of factors,
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4 Refrigerants 513

Table 4 Ozone Depletion Potential and Halocarbon Global Warming Potential of Popular
Refrigerants and Mixtures

Refrigerant
Number

Chemical
Formula

Ozone
Depletion

Potential (ODP)

100-yr Global
Warming

Potential (GWP)

Chlorofluoro-
carbons
11 CCl3F 1.0 4, 600
12 CCl2F2 1.0 10, 600
113 CCl2FCClF2 0.80 14, 000
114 CClF2CClF2 1.0 9, 800
115 CClF2CF3 0.6 7, 200

Hydrochloro-
fluorocarbons
22 CHClF2 0.055 1, 700
123 CHCl2CF3 0.020 120
124 CHClFCF3 0.020 620
141b CH3CCl2F 0.11 700
142b CH3CClF2 0.065 2, 400

Hydrofluoro-
carbons
32 CH2F2 0 550
125 CHF2CF3 0 3, 400
134a CH2FCF3 0 1, 100
143a CH3CF3 0 750
152a CH3CHF2 0 43

Hydrocarbons
50 CH4 0 0
290 CH3CH2CH3 0 0

Zeotropes
407C R-32/125/134a

(23/25/52%wt)
0 1, 700

410A R-32/125
(50/50%wt)

0 2, 000

Azeotropes
500 R-12/152a

(73.8/26.2wt%)
0.74 6, 310

502 R-22/115
(48.8/51.2wt%)

0.31 5, 494

Source: Compiled from Refs. 4, 15, and 16.

some of which may not be directly related to the refrigerant’s ability to remove heat. For
example, flammability, toxicity, density, viscosity, availability, and similar characteristics are
often deciding factors. The suitability of a refrigerant also depends on factors such as the kind
of compressor to be used (i.e., centrifugal, rotary, or reciprocating), safety in application, heat
exchanger design, application of codes, size of the job, and temperature ranges. The factors
below should be taken into account when selecting a refrigerant.

Discharge (condensing) pressure should be low enough to suit the design pressure of com-
mercially available pressure vessels, compressor casings, etc. However, discharge pressure, that
is, condenser liquid pressure, should be high enough to feed liquid refrigerant to all parts of the
system that require it.
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Suction (evaporating) pressure should be above approximately 3.45 kPa (0.5 psia) for a
practical compressor selection. When possible, it is preferable to have the suction pressure
above atmospheric to prevent leakage of air and moisture into the system. Positive pressure
normally is considered a necessity when dealing with hydrocarbons, because of the explosion
hazard presented by any air leakage into the system.

Standby pressure (saturation at ambient temperature) should be low enough to suit equip-
ment design pressure, unless there are other provisions in the system for handling the refrigerant
during shutdown—for example, inclusion of expansion tanks.

Critical temperature and pressure should be well above the operating level. As the critical
pressure is approached, less heat is rejected as latent heat compared to the sensible heat from
desuperheating the compressor discharge gas, and cycle efficiency is reduced. Methane (R-50)
and chlorotrifluoromethane (R-13) are usually cascaded with other refrigerants because of their
low critical points.

Suction volume sets the size of the compressor. High suction volumes require centrifugal
or screw compressors, and low suction volumes dictate the use of reciprocating compressors.
Suction volumes also may influence evaporator design, particularly at low temperatures, since
they must include adequate space for gas–liquid separation.

Freezing point should be lower than minimum operating temperature. This generally is no
problem unless the refrigerant is used as a brine.

Theoretical power required for adiabatic compression of the gas is slightly less with
some refrigerants than others. However, this is usually a secondary consideration offset by the
effects of particular equipment selections, for example, line pressure drops, on system power
consumption.

Vapor density (or molecular weight) is an important characteristic when the compressor
is centrifugal because the lighter gases require more impellers for a given pressure rise, that
is, head, or temperature lift. On the other hand, centrifugal compressors have a limitation con-
nected with the acoustic velocity in the gas, and this velocity decreases with the increasing
molecular weight. Low vapor densities are desirable to minimize pressure drop in long suction
and discharge lines.

Liquid density should be taken into account. Liquid velocities are comparatively low, so
that pressure drop is usually no problem. However, static head may affect evaporator tempera-
tures and should be considered when liquid must be fed to elevated parts of the system.

Latent heat should be high because it reduces the quantity of refrigerant that needs to be
circulated. However, large flow quantities are more easily controlled because they allow use of
larger, less sensitive throttling devices and apertures.

Refrigerant cost depends on the size of the installation and must be considered from both
the standpoint of initial charge and the composition owing to losses during service. Although
a domestic refrigerator contains only a few dollars worth of refrigerant, the refrigerant in a
cooling system for a typical chemical plant may cost thousands of dollars.

Other desirable properties: Refrigerants should be stable and noncorrosive. For heat trans-
fer considerations, a refrigerant should have low viscosity, high thermal conductivity, and high
specific heat. For safety to life or property, a refrigerant should be nontoxic and nonflammable,
should not contaminate products in case of a leak, and should have a low-leakage tendency
through normal materials of construction.

With a flammable refrigerant, extra precautions have to be taken in the engineering design
if it is required to meet the explosion-proof classification. It may be more economical to use a
higher cost but nonflammable refrigerant.

4.3 Refrigerant Selection for Open Cycle

Process gases used in the open cycle include chlorine, ammonia, and mixed hydrocarbons.
These gases create a wide variety of operating conditions and corrosion problems. Gas
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characteristics affect both heat exchangers and compressors, but their impact is far more
critical on compressor operation. All gas properties and conditions should be clearly specified
to obtain the most economical and reliable compressor design. If the installation is greatly
overspecified, design features result that not only add significant cost but also complicate
the operation of the system and are difficult to maintain. Specifications should consider the
following:

Composition. Molecular weight, enthalpy–entropy relationship, compressibility factor,
and operating pressures and temperatures influence the selection and performance
of compressors. If process streams are subject to periodic or gradual changes in
composition, the range of variations must be indicated.

Corrosion. Special materials of construction and types of shaft seals may be necessary for
some gases. Gases that are not compatible with lubricating oils or that must remain oil
free may necessitate reciprocating compressors designed with carbon rings or other-
wise made oilless or the use of centrifugal compressors designed with isolation seals.
However, these features are unnecessary on most installations. Standard designs usu-
ally can be used to provide savings in initial cost, simpler operation, and reduced
maintenance.

Dirt and Liquid Carryover. Generally, the carryover of dirt and liquids can be controlled
more effectively by suction scrubbers than by costly compressor design features.
Where this is not possible, all anticipated operating conditions should be stated clearly
so that suitable materials and shaft seals can be provided.

Polymerization. Gases that tend to polymerize may require cooling to keep the gas tem-
perature low throughout compression. This can be handled by liquid injection or by
providing external cooling between stages of compression. Provision may be neces-
sary for internal cleaning with steam.

These factors are typical of those encountered in open-cycle gas compression. Each job
should be thoroughly reviewed to avoid unnecessary cost and to obtain the simplest possi-
ble compressor design for ease of operation and maintenance. Direct coordination between
the design engineer and manufacturer during final stages of system design is strongly recom-
mended.

5 ABSORPTION SYSTEMS

Ferdinand Carré patented the first absorption machine in 1859.2 He employed an
ammonia–water solution. His design was soon produced in France, England, and Ger-
many. By 1876, over 600 absorption systems had been sold in the United States. One of the
primary uses for these machines was in the production of ice. During the late 1800s and early
1900s, different combinations of fluids were tested in absorption machines. These included
such diverse combinations as ammonia with copper sulfate, camphor and naphthol with SO2,
and water with lithium chloride. The modern solution of lithium bromide and water was not
used industrially until 1940.2

Absorption systems offer three distinct advantages over conventional vapor compression
refrigeration. First, they do not use CFC or HCFC refrigerants, which are harmful to the envi-
ronment. Second, absorption systems can utilize a variety of heat sources, including natural gas,
steam, solar-heated hot water, and waste heat from a turbine or industrial process. If the source
of energy is from waste heat, absorption systems may provide the lowest cost alternative for
providing chilled water or refrigeration applications. Third, absorption systems do not require
any mechanical compression of the refrigerant, which eliminates the need for a lubricant in the
refrigerant. Lubricants can decrease heat transfer in evaporators and condensers.
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Two different absorption systems are currently in use: (1) a water–lithium bromide system
where water is the refrigerant and lithium bromide is the absorbent and (2) a water–ammonia
system where the ammonia is the refrigerant and the water is the absorbent.

Evaporator temperatures ranging from −60∘ to 10∘C are achievable with absorption sys-
tems.1 For water-chilling service, absorption systems generally use water as the refrigerant
and lithium bromide as the absorbent solution. For process applications requiring chilled fluid
below 7∘C, the ammonia–water pair is used with ammonia serving as the refrigerant.

5.1 Water–Lithium Bromide Absorption Chillers

Water–lithium bromide absorption machines can be classified by the method of heat input.
Indirect-fired chillers use steam or hot liquids as a heat source.Direct-fired chillers use the heat
from the firing of fossil fuels. Heat recovery chillers use waste gases as the heat source.

A typical arrangement for a single-stage water–lithium bromide absorption system is
shown schematically in Fig. 6. The absorbent, lithium bromide, may be thought of as a carrier
fluid bringing spent refrigerant from the low-pressure side of the cycle (the absorber) to the
high-pressure side (the generator). There, the waste heat, steam, or hot water that drives
the system separates the water from the absorbent by a distillation process. The regenerated

Figure 6 Single-stage water–lithium bromide absorption system.
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absorbent returns to the absorber where it is cooled so it will absorb the refrigerant (water)
vapor produced in the evaporator and, thereby, establish the low-pressure level, which
controls the evaporator temperature. Thermal energy released during the absorption process is
transferred to the cooling water flowing through tubes in the absorber shell.

The external heat exchanger shown in Fig. 6 saves energy by heating the strong liquid
flowing to the generator as it cools the hot absorbent flowing from the generator to the absorber.
If the weak solution that passes through the regenerator to the absorber does not contain enough
refrigerant and is cooled too much, crystallization can occur. Leaks or process upsets that cause
the generator to overconcentrate the solution are indicated when this occurs. The slushymixture
formed does not harm the machine, but it interferes with continued operation. External heat and
added water may be required to redissolve the mixture.

Single-stage absorption systems aremost commonwhen generator heat input temperatures
are less than 95∘C. The coefficient of performance (COP) of a system is the cooling achieved
in the evaporator divided by the heat input to the generator. The COP of a single-stage lithium
bromide machine generally is 0.65−0.70 for water-chilling duty. The heat rejected by the cool-
ing tower from both the condenser and the absorber is the sum of the waste heat supplied plus
the cooling produced, requiring larger cooling towers and cooling water flows than for vapor
compression systems.

Absorption machines can be built with a two-stage generator (Fig. 7) with heat input tem-
peratures greater than 150∘C. Such machines are called dual-effect machines. The operation
of the dual-effect machine is the same as the single-effect machine except that an additional
generator, condenser, and heat exchanger are used. Energy from an external heat source is used
to boil the dilute lithium bromide (absorbent) solution. The vapor from the primary generator
flows in tubes to the second-effect generator. It is hot enough to boil and concentrate absorbent,
which creates more refrigerant vapor without any extra energy input. Dual-effect machines typ-
ically use steam or hot liquids as input. Coefficients of performance above 1.0 can be obtained
with these machines.

5.2 Ammonia–Water Absorption Systems

Ammonia–water absorption technology is used primarily in smaller chillers and small refrig-
erators found in recreational vehicles.1 Refrigerators use a variation of the ammonia absorption
cycle with ammonia, water, and hydrogen as the working fluids. They can be fired with both gas
and electric heat. The units are hermetically sealed. A complete description of this technology
can be found in Ref. 1.

Ammonia–water chillers have three major differences from water–lithium bromide sys-
tems. First, because the water is volatile, the regeneration of the weak absorbent to strong
absorbent requires a distillation process. In a water–lithium bromide system, the generator
is able to provide adequate distillation because the absorbent material (lithium bromide) is
nonvolatile. In ammonia absorption systems, the absorbent (water) is volatile and tends to
carry over into the evaporator where it interferes with vaporization. This problem is over-
come by adding a rectifier to purify the ammonia vapor flowing from the generator to the
condenser.

A second difference between ammonia–water and water–lithium bromide systems is
the operating pressures. In a water–lithium bromide system, evaporating pressures as low as
4–8 kPa are not unusual for the production of chilled water at 5−7∘C. In contrast, an ammonia
absorption system would run evaporator pressures of between 400 and 500 kPa.

A third difference focuses on the type of heat transfer medium used in the condenser and
absorber. Most lithium bromide systems utilize water cooling in the condenser and absorber,
while commercial ammonia systems use air cooling.
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Figure 7 Two-stage water–lithium bromide absorption system.17

6 INDIRECT REFRIGERATION

For indirect refrigeration, the process or refrigeration load is cooled by an intermediate (sec-
ondary) liquid, which is itself cooled by refrigerant typically in a conventional vapor compres-
sion cycle (Fig. 8). The secondary liquid can be water, brine, alcohol, or refrigerant. The heat
exchanger used to cool the process load may need to be capable of handling corrosive prod-
ucts, high pressures, or high viscosities and is usually not well suited as a refrigerant evaporator.
Other problems preventing direct use of a vapor compression refrigeration cycle may be remote
location, lack of sufficient pressures for the refrigerant liquid feed, difficulties with oil return, or
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Figure 8 Indirect coolant refrigeration system.

inability to provide traps in the suction line to hold liquid refrigerant. Use of indirect refrigera-
tion simplifies the piping system because it becomes a conventional single-phase liquid system
design.

The indirect or secondary coolant (brine) is cooled in the refrigeration evaporator and then
is pumped to the process load. The brine system may include a tank maintained at atmospheric
pressure or may be a closed system pressurized by an inert, dry gas.

Secondary coolants can be separated into four categories:

1. Coolants with a Salt Base. These are water solutions of various concentrations and
include the most common brines, that is, calcium chloride and sodium chloride.

2. Coolants with a Glycol Base. These are water solutions of various concentrations, most
commonly ethylene glycol or propylene glycol.

3. Coolants with an Alcohol Base. Where low temperatures are not required, the alcohols
are occasionally used in alcohol–water solutions.

4. Coolants for Low-Temperature Heat Transfer. These usually are pure substances such
as methylene chloride, trichloroethylene, R-11, acetone, and methanol.

Coolants containing amixture of calcium and sodium chloride are themost common refrig-
eration brines. These are applied primarily in industrial refrigeration and ice skating rinks.
Glycols are used to lower the freezing point of water and used extensively as heat transfer
media in cooling systems. Low-temperature coolants include some common refrigerants (R-11,
R-30, and R-1120). Because R-11 is a CFC, it cannot be used in any new systems; however, it
may still be found in some existing systems. Alcohols and other secondary refrigerants, such
as d-limonene (C10H16), are primarily used by the chemical processing and pharmaceutical
industries.

A coolant needs to be compatible with other materials in the system where it is applied.
It should have a minimum freezing point approximately 8∘C below the lowest temperature to
which it is exposed.1 Table 5 shows a performance comparison of different types of coolants.
Some coolants, such as the salts, glycols, and alcohols, are mixed with water to lower the
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Table 5 Secondary Coolant Performance Comparisons

Secondary
Coolant

Concentration
(by weight) %

Freezing
Point (∘C)

Flow Rate/
Capacity
[L/(s-kW)]a

Heat
Transfer
Factorb

Energy
Factorc

Salts
Calcium chloride 22 −22.1 0.0500 2.761 1.447
Sodium chloride 23 −20.6 0.0459 2.722 1.295

Glycols
Propylene glycol 39 −20.6 0.0459 1.000 1.142
Ethylene glycol 38 −21.6 0.0495 1.981 1.250

Alcohols
Methanol 26 −20.7 0.0468 2.307 1.078
Low-Temperature Fluids
Methylene chloride (R-30) 100 −96.7 0.1146 2.854 3.735
Trichloroethylene (R-1120) 100 −86.1 0.1334 2.107 4.787
Trichlorofluoromethane (R-11) 100 −111.1 0.1364 2.088 5.022
d-Limonene 100 −96.7 0.1160 1.566 2.406

aBased on inlet secondary coolant temperature at the pump of −3.9∘C.
bBased on a curve fit of the Sieder–Tate heat transfer equation values using a 27-mm-i.d. tube 4.9m long and a film temper-
ature of 2.8∘C lower than the average bulk temperature with 2.134m/s velocity. The actual i.d. and length vary according
to the specific loading and refrigerant applied with each secondary coolant, tube material, and surface augmentation.
cBased on the same pump head, refrigeration load, −6.7∘C average temperature, 6 K range, and the freezing point (for
water-based secondary coolants) 11–13 K below the lowest secondary coolant temperature.
Source: From Ref. 1. Rreprinted by permission from 2002 ASHRAE Handbook of Refrigeration. Copyright © American
Society of Heating, Refrigerating and Air-Conditioning Engineers, Inc., www.ashrae.org.

freezing point of water. Different concentrations than listed in Table 5 will result in different
freezing temperatures. The flow rate divided by capacity gives a way to compare the amount of
flow (L/s) that will be needed to produce a kilowatt of cooling. The low-temperature coolants
have the highest flow requirements of the four types of coolants. The heat transfer factor is a
value normalized to propylene glycol. It is based on calculations inside a smooth tube. The
salt mixtures and R-30 provide the highest heat transfer factors of the fluids listed. The energy
factor is a measure of the pumping requirements that will be needed for each of the coolants.
The low-temperature fluids require the largest pumping requirements.

Table 6 shows the general areas of application for the commonly used brines. Criteria for
selection are discussed in the following paragraphs. The order of importance depends on the
specific application.

Corrosion problems with sodium chloride and calcium chloride brines limit their use.
When properly maintained in a neutral condition and protected with inhibitors, they will give
20–30 years of service without corrosive destruction of a closed system. Preventing corrosions
requires proper selection of materials, inhibitors, maintaining a clean system, and regular test-
ing for the pH of the system.1 Glycol solutions and alcohol–water solutions are generally less
corrosive than salt brines, but they require inhibitors to suit the specific application for maxi-
mum corrosion protection. Methylene chloride, trichloroethylene, and trichlorofluoromethane
do not show general corrosive tendencies unless they become contaminated with impurities
such as moisture. However, methylene chloride and trichloroethylene must not be used with
aluminum or zinc; they also attack most rubber compounds and plastics. Alcohol in high con-
centrations will attack aluminum. Reactionwith aluminum is of concern because, in the event of
leakage into the refrigeration compressor system, aluminum compressor parts will be attacked.

Toxicity is an important consideration in connection with exposure to some products and
to operating personnel. Where brine liquid, droplets, or vapor may contact food products, as

http://www.ashrae.org
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Table 6 Application Information for Common Secondary Coolants

Secondary Coolant Toxic Explosive Corrosive
Salts

Calcium chloride No No Yes
Sodium chloride No No Yes

Glycols
Propylene glycol No No Some
Ethylene glycol Yes No Some

Alcohols
Methanol Yes Yes Some
Ethanol Yes Yes Some

Low-Temperature Fluids
Methylene chloride (R-30) No No No
Trichloroethylene (R-1120) No No No
Trichlorofluoromethane (R-11) No No No
d-Limonene Yes Yes Yes

Source: From Refs. 1 and 3.

in an open spray-type system, sodium chloride and propylene glycol solutions are acceptable
because of low toxicity. All other secondary coolants are toxic to some extent or produce odors,
which requires that they be used only inside of pipe coils or a similar pressure-tight barrier.

Flash point and explosive-mixture properties of some coolants require precautions against
fire or explosion. Acetone, methanol, and ethanol are in this category but are less dangerous
when used in closed systems.

Specific heat of a coolant determines the mass rate of flow that must be pumped to
handle the cooling load for a given temperature rise. The low-temperature coolants, such
as trichloroethylene, methylene chloride, and trichlorofluoromethane, have specific heats
approximately one-third to one-fourth those of the water-soluble brines. Consequently, a
significantly greater mass of the low-temperature brines must be pumped to achieve the same
temperature change.

Stability at high temperatures is important where a brine may be heated as well as cooled.
Above 60∘C, methylene chloride may break down to form acid products. Trichloroethylene can
reach 120∘C before breakdown begins.

Viscosities of brines vary greatly. The viscosity of propylene glycol solutions, for example,
makes them impractical for use below −7∘C because of the high pumping costs and the low
heat transfer coefficient at the concentration required to prevent freezing. Mixtures of ethanol
and water can become highly viscous at temperatures near their freezing points, but 190-proof
ethyl alcohol has a low viscosity at all temperatures down to near the freezing point. Similarly,
methylene chloride and R-11 have low viscosities down to −73∘C. In this region, the viscosity
of acetone is even more favorable.

Since a secondary coolant cannot be used below its freezing point, certain ones are not
applicable at the lower temperatures. Sodium chloride’s eutectic freezing point of −20∘C limits
its use to approximately −12∘C. The eutectic freezing point of calcium chloride is −53∘C, but
achieving this limit requires such an accuracy of mixture that −40∘C is a practical low limit of
usage.

Water solubility in any open or semiopen system can be important. The dilution of a salt
or glycol brine or of alcohol by entering moisture merely necessitates strengthening of the
brine. But for a brine that is not water soluble, such as trichloroethylene or methylene chlo-
ride, precautions must be taken to prevent free water from freezing on the surfaces of the heat
exchanger. This may require provision for dehydration or periodic mechanical removal of ice,
perhaps accompanied by replacement with fresh brine.
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Vapor pressure is an important consideration for coolants that will be used in open systems,
especially where it may be allowed to warm to room temperature between periods of opera-
tion. It may be necessary to pressurize such systems during periods of moderate-temperature
operation. For example, at 0∘C the vapor pressure of R-11 is 39.9 kPa (299mm Hg); that of a
22% solution of calcium chloride is only 0.49 kPa (3.7mm Hg). The cost of vapor losses, the
toxicity of the escaping vapors, and their flammability should be carefully considered in the
design of the semiclosed or open system.

Environmental effects are important in the consideration of trichlorofluoromethane (R-11)
and other chlorofluorocarbons. This is a refrigerant with a high ozone depletion potential and
halocarbon global warming potential. The environmental effect of each of the coolants should
be reviewed before seriously considering the use of it in a system.

Energy requirements of brine systems may be greater because of the power required to
circulate the brine and because of the extra heat transfer process, which necessitates the main-
tenance of a lower evaporator temperature.

7 SYSTEM COMPONENTS

There are four major components in any refrigeration system: compressor, condenser, evapo-
rator, and expansion device. Each is discussed below.

7.1 Compressors

Both positive-displacement and centrifugal compressors are used in refrigeration applications.
With positive-displacement compressors, the pressure of the vapor entering the compressor is
increased by decreasing the volume of the compression chamber. Reciprocating, rotary, scroll,
and screw compressors are examples of positive-displacement compressors. Centrifugal com-
pressors utilize centrifugal forces to increase the pressure of the refrigerant vapor. Refrigeration
compressors can be used alone or in parallel and series combinations. Features of several of
the compressors are described later in this section.

Compressors usually have a variety of protection devices for handling adverse condi-
tions. These include high-pressure controls, high-temperature controls, low-pressure protec-
tion, time delay, low voltage and phase loss, and suction line strainer.18 High-pressure controls
are required by Underwriters Laboratories. These can include a high-pressure cutoff or a relief
valve. High-temperature devices are designed to protect against overheating and lubrication
breakdown. Low-pressure protection is provided to protect the compressor against extremely
low pressures, which may cause insufficient lubricant return, freeze-up, or too high a pressure
ratio. Time delays are required to prevent damage to the compressor motor from rapid startup
after a shutdown. A suction line strainer is used to remove dirt and other particles that may be
in the refrigerant line. The specific protection devices will depend on the application and size
of the compressor.

Reciprocating Compressors
High-speed, single-stage reciprocating compressors with displacements up to 0.283–0.472m3/s
(600–1000 cfm) generally are limited to a pressure ratio of about 9. The reciprocating com-
pressor is basically a constant-volume variable-head machine. It handles various discharge
pressures with relatively small changes in inlet volume flow rate as shown by the heavy line
in Fig. 9.

Reciprocating compressors can also be found in an integral two-stage configuration.18

These can use R-22 or ammonia and can achieve low temperatures from −29 to −62∘C. These
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Figure 9 Volume–pressure relationships for a reciprocating compressor.

compressors will consist of multiple cylinders, with the cylinders divided so that the volumetric
flow and pressure ratios are balanced. Capacity can be controlled with cylinder unloading.

Open systems and many processes require nearly fixed compressor suction and discharge
pressure levels. This load characteristic is represented by the horizontal typical open-system
line in Fig. 9. In contrast, condenser operation in many closed systems is related to ambient
conditions, for example, through cooling towers, so that on cooler days the condenser pressure
can be reduced. When the refrigeration load is lower, less refrigerant circulation is required.
The resulting load characteristic is represented by the typical closed-system line in Fig. 9.

The compressor must be capable of matching the pressure and flow requirements imposed
upon it by the system in which it operates. The reciprocating compressor matches the imposed
discharge pressure at any level up to its limiting pressure ratio. Varying capacity requirements
can be met by providing devices that unload individual or multiple cylinders. This unloading is
accomplished by blocking the suction or discharge valves that open either manually or automat-
ically. Capacity can also be controlled through the use of variable-speed or multispeed motors.
When capacity control is implemented on a compressor, other factors at part-load conditions
need to considered, such as (1) effect on compressor vibration and sound when unloaders are
used, (2) the need for good oil return because of lower refrigerant velocities, and (3) proper
functioning of expansion devices at the lower capacities.

Reciprocating compressors employ a lubricant. Oil is pumped into the refrigeration system
during operation. Systems must be designed carefully to return oil to the compressor crankcase
to provide for continuous lubrication and also to avoid contaminating heat exchanger surfaces.
At very low temperatures (∼−50∘C or lower, depending on refrigerant used) oil becomes too
viscous to return, and provision must be made for periodic plant shutdown and warm-up to
allow manual transfer of the oil.

Reciprocating compressors usually are arranged to start with the cylinders unloaded so that
normal torque motors are adequate for starting. When gas engines are used for reciprocating
compressor drives, careful torsional analysis is essential.

Rotary Compressors
Rotary compressors include both rolling piston and rotary vane compressors. Rotary vane com-
pressors are primarily used in transportation air-conditioning applications, while rolling piston
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compressors are usually found in household refrigerators and small air conditioners up to inputs
of 2 kW. For a fixed-vane, rolling piston rotary compressor, the shaft is located in the center of
the housing while the roller is mounted on an eccentric.8 Suction gas enters directly into the
suction port. As the roller rotates, the refrigerant vapor is compressed and is discharged into
the compressor housing through the discharge valve.

One difference between a rotary and a reciprocating compressor is that the rotary is able
to obtain a better vacuum during suction.18 It has low reexpansion losses because there is no
high-pressure discharge vapor present during suction as with a reciprocating compressor.

Because rotary vane compressors have a light weight for their displacement, they are ideal
for transportation applications. Rotary vane compressors can be used in applications where tem-
peratures drop down to−40 to−51∘C, depending whether it is in a single- or two-stage system.
Refrigerants R-22, R-404a, and R-717 are currently used with rotary vane compressors.18

Scroll Compressors
The principle of the scroll compressor was first patented in 1905.19 However, the first com-
mercial units were not built until the early 1980s.20 Scroll compressors are used in building
air-conditioning, heat pump, refrigeration, and automotive air-conditioning applications. They
range in capacity from 3 to 50 kW.18 Scroll compressors have two spiral-shaped scroll members
that are assembled 180∘ out of phase (Fig. 10). One scroll is fixed while the other “orbits” the
first. Vapor is compressed by sealing vapor off at the edge of the scrolls and reducing the vol-
ume of the gas as it moves inward toward the discharge port. Figure 10a shows the two scrolls
at the instant that vapor enters the compressor and compression begins. The orbiting motion of
the second scroll forces the pocket of vapor toward the discharge port while decreasing its vol-
ume (Figs. 10b–10h). In Figs. 10c and f, the two scrolls open at the ends and allow new pockets
of vapor to be admitted into the scrolls for compression. Compression is a nearly continuous
process in a scroll compressor.

Scroll compressors offer several advantages over reciprocating compressors. First, rela-
tively large suction and discharge ports can be used to reduce pressure losses. Second, the
separation of the suction and discharge processes reduces the heat transfer between the dis-
charge and suction processes. Third, with no valves and reexpansion losses, they have higher
volumetric efficiencies. Capacities of systems with scroll compressors can be varied by using
variable-speed motors or by use of multiple suction ports at different locations within the two
spiral members. Fourth, with a smaller number of moving parts, they have the potential to be
more reliable and quieter than reciprocating compressors.

Screw Compressors
Screw compressors were first introduced in 1958.2 These are positive-displacement machines
available in the capacity range from 15 to 1100 kW, overlapping reciprocating compressors
for lower capacities and centrifugal compressors for higher capacities. Both twin-screw and
single-screw compressors are used for refrigeration applications.

Fixed suction and discharge ports, used instead of valves in reciprocating compressors, set
the “built-in volume ratio” of the screw compressor. This is the ratio of the volume of fluid space
in the meshing rotors at the beginning of the compression process to the volume in the rotors as
the discharge port is first exposed. Associated with the built-in volume ratio is a pressure ratio
that depends on the properties of the refrigerant being compressed. Peak efficiency is obtained
if the discharge pressure imposed by the system matches the pressure developed by the rotors
when the discharge port is exposed. If the interlobe pressure is greater or less than discharge
pressure, energy losses occur but no harm is done to the compressor.

Capacity modulation is accomplished by slide valves that are used to provide a variable
suction bypass or delayed suction port closing, reducing the volume of refrigerant actually com-
pressed. Continuously variable capacity control is most common, but stepped capacity control
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(a) (e)

(b) (f)

(c) (g)

(d) (h)

Figure 10 Operation of fixed and orbiting scrolls in a scroll compressor. Reprinted by permission from
2000 ASHRAE Handbook of HVAC Systems and Equipment. Copyright © American Society of Heating,
Refrigerating, and Air-Conditioning Engineers, Inc., www.ashrae.org.

is offered in some manufacturers’ machines. Variable discharge porting is available on a few
machines to allow control of the built-in volume ratio during operation.

Oil is used in screw compressors to seal the extensive clearance spaces between the rotors,
to cool the machines, to provide lubrication, and to serve as hydraulic fluid for the capacity con-
trols. An oil separator is required for the compressor discharge flow to remove the oil from the
high-pressure refrigerant so that performance of system heat exchangers will not be penalized
and the oil can be returned for reinjection in the compressor.

Screw compressors can be direct driven at two-pole motor speeds (50 or 60Hz). Their
rotary motion makes these machines smooth running and quiet. Reliability is high when the
machines are applied properly. Screw compressors are compact so they can be changed out
readily for replacement or maintenance. Today, the efficiency of the best screw compressors
matches that of reciprocating compressors at full load. Figure 11 shows the efficiency of a
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Figure 11 Typical performance of a single-screw compressor. Reprinted by permission from 2000
ASHRAE Handbook of HVAC Systems and Equipment. Copyright © American Society of Heating, Refrig-
erating, and Air-Conditioning Engineers, Inc., www.ashrae.org.

single-screw compressor as a function of pressure ratio and volume ratio (Vi). High isentropic
and volumetric efficiencies can be achieved with screw compressors because there are no suc-
tion or discharge valves and small clearance volumes. Screw compressors have been used with
a wide variety of refrigerants, including halocarbons, ammonia, and hydrocarbons.

Centrifugal Compressors
The centrifugal compressor is preferred whenever the gas volume is high enough to allow its
use, because it offers better control, simpler hookup, minimum lubrication problems, and lower
maintenance. Single-impeller designs are directly connected to high-speed drives or driven
through an internal speed increaser. These machines are ideally suited for clean, noncorrosive
gases in moderate-pressure process or refrigeration cycles in the range of 0.236–1.89m3/s (5
cfm). Multistage centrifugal compressors are built for direct connection to high-speed drives
or for use with an external speed increaser. Designs available from suppliers generally provide
for two to eight impellers per casing covering the range of 0.236–11.8m3/s (500–25,000 cfm),
depending on the operating speed. A wide choice of materials and shaft seals to suit any gas
composition, including dirty or corrosive process streams, is available.

The centrifugal compressor has a more complex head–volume characteristic than recip-
rocating machines. Changing discharge pressure may cause relatively large changes in inlet
volume, as shown by the heavy line in Fig. 12a. Adjustment of variable inlet vanes or of a
diffuser ring allows the compressor to operate anywhere below the heavy line to conditions
imposed by the system. A variable-speed controller offers an alternative way to match the
compressor’s characteristics to the system load, as shown in the lower half of Fig. 12b. The
maximum head capability is fixed by the operating speed of the compressor. Both methods have
advantages: generally, variable inlet vanes or diffuser rings provide a wider range of capacity
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Figure 12 Volume–pressure relationships in a centrifugal compressor3: (a) with variable inlet-vane con-
trol at constant rotational speed; (b) with variable speed control at a constant inlet-vane opening.

reduction; variable speed usually is more efficient. Maximum efficiency and control can be
obtained by combining both methods of control.

The centrifugal compressor has a surge point—that is, a minimum-volume flow below
which stable operation cannot be maintained. The percentage of load at which the surge
point occurs depends on the number of impellers, design–pressure ratio, operating speed,
and variable inlet-vane setting. The system design and controls must keep the inlet volume
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above this point by artificial loading, if necessary. This is accomplished with a bypass valve
and gas recirculation. Combined with a variable inlet-vane setting, variable diffuser ring, or
variable-speed control, the gas bypass allows stable operation down to zero load.

Compressor Operation
Provision for minimum-load operation is strongly recommended for all installations, because
there will be fluctuations in plant load. For chemical plants, this permits the refrigeration system
to be started up and thoroughly checked out independently of the chemical process.

Contrasts between the operating characteristics of the positive-displacement compressor
and the centrifugal compressor are important considerations in plant design to achieve satis-
factory performance. Unlike positive-displacement compressors, the centrifugal compressor
will not rebalance abnormally high system heads. The drive arrangement for the centrifugal
compressor must be selected with sufficient speed to meet the maximum head anticipated. The
relatively flat head characteristics of the centrifugal compressor necessitates different control
approaches than for positive-displacement machines, particularly when parallel compressors
are utilized. These differences, which account for most of the troubles experienced in centrifu-
gal compressor systems, cannot be overlooked in the design of a refrigeration system.

A system that uses centrifugal compressors designed for high-pressure ratios and that
requires the compressors to start with high suction density existing during standby will have
high starting torque. If the driver does not have sufficient starting torque, the system must have
provisions to reduce the suction pressure at startup. This problem is particularly important when
using single-shaft gas turbine engines or reduced-voltage starters on electric drives. Split-shaft
gas turbines are preferred for this reason.

Drive ratings that are affected by ambient temperatures, altitudes, etc., must be evaluated at
the actual operating conditions. Refrigeration installations normally require maximum output
at high ambient temperatures, a factor that must be considered when using drives such as gas
turbines and gas engines.

7.2 Condensers

The refrigerant condenser is used to reject the heat energy added to the refrigerant during com-
pression and the heat energy absorbed in the evaporator. This heat energy is typically rejected
to either water or air.

The amount of heat energy added to the refrigerant during compression depends on the
compressor power and can become a significant part of the condenser load for low-temperature
systems. Common types of water-cooled condensers include shell and tube, shell and coil,
tube in tube, and brazed plate.18 Shell-and-coil condensers are smaller in size (3.5–50 kW)
and circulate the cooling water through coiled tubes inside an external shell. The refrigerant
condenses on the outside of the coiled tubes. Tube-in-tube condensers can be found in sizes up
to 175 kW and consist of tubes within larger tubes. The refrigerant is condensed either in the
annular space between the tubes or inside the inner tube. Brazed-plate condensers can be found
in sizes up to 350 kW and are constructed of plates brazed together to form separate channels.18

Shell-and-tube condensers can be found in sizes from 3.5 to 35,000 kW. These condensers
with finned tubes and fixed tube sheets provide an economical exchanger design for refrigerant
use. Figure 13 shows an example of a shell-and-tube condenser. Commercially available con-
densers conforming to ASME Boiler and Pressure Vessel Code21 construction adequately meet
both construction and safety requirements for this application.

Cooling towers and spray ponds are frequently used for water-cooling systems. These
generally are sized to provide 29∘C supply water at design load conditions. Circulation rates
typically are specified so that design cooling loads are handled with a 5.6∘C cooling-water
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Figure 13 Typical shell-in-tube refrigerant condenser.3

temperature rise. Pump power, tower fans, makeup water (about 3% of the flow rate), and water
treatment should be taken into account in operating cost studies. Water temperatures, which
control condensing pressure, may have to be maintained above a minimum value to ensure
proper refrigerant liquid feeding to all parts of the system.

River or well water, when available, provides an economical cooling medium. Quanti-
ties circulated will depend on initial supply temperatures and pumping cost but are generally
selected to handle the cooling load with 8.3–16.6∘C water temperature range. Water treat-
ment and special exchanger materials frequently are necessary because of the corrosive and
scale-forming characteristics of the water. Well water, in particular, must be analyzed for cor-
rosive properties, with special attention given to the presence of dissolved gases, for example,
H2S and CO2. These are extremely corrosive to many exchanger materials yet difficult to detect
in sampling. Pump power, water treatment, and special condenser material should be evaluated
when considering costs.

Allowances must be made in heat transfer calculations for fouling or scaling of exchanger
surfaces during operation. This ensures sufficient surface to maintain rated performance over
a reasonable interval of time between cleanings. Scale factor allowances are expressed in
m2⋅K/kW as additional thermal resistance.

Commercial practice normally includes a scale factor allowance of 0.088m2 ⋅ K/kW. The
long hours of operation usually associated with chemical plant service and the type of cooling
water frequently encountered generally justify a greater allowance to minimize the frequency
of downtime for cleaning. Depending on these conditions, an allowance of 0.18 or 0.35m2 ⋅
K/kW is recommended for chemical plant service. Scale allowance can be reflected in sys-
tem designs in two ways: as more heat exchanger surface or as higher design condensing
temperatures with attendant increase in compressor power. Generally, a compromise between
these two approaches is most economical. For extremely bad water, parallel condensers, each
with 60–100% capacity, may provide a more economical selection and permit cleaning one
exchanger while the system is operating.

Air-cooled condensing equipment can also be used in refrigeration systems. With tighter
restrictions on the use of water, air-cooled equipment is used even on larger centrifugal-type
refrigeration plants, although it requires more physical space than cooling towers. Larger con-
densers include an array of propeller fans located at the top of the condenser that pull air over
the condensing coil. Circulating fans and exchanger surface are usually selected to provide
design condensing temperatures of 49–60∘Cwhen design ambient dry bulb temperatures range
between 35 and 38∘C.
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The design dry bulb temperature should be carefully considered since most weather data
reflect an average or mean maximum temperature. If full-load operation must be maintained
at all times, care should be taken to provide sufficient condenser capacity for the maximum
recorded temperature. This is particularly important when the compressor is centrifugal because
of its flat-head characteristics and the need for adequate speed. Multiple-circuit or parallel
air-cooled condensers must be provided with traps to prevent liquid backup into the idle circuit
at light load. Pressure drop through the condenser coil must also be considered in establishing
the compressor discharge pressure.

The condensing temperature and pressuremust be controlled for the refrigeration system to
function optimally. Too high a condensing temperature results in increased power and reduced
capacity. Too low a condensing temperature can result in poor performance of the expansion
device. Air-cooled condensers often employ fan cycling, modulating dampers, or fan speed
control to maintain proper refrigerant condensing temperature and pressure.18 On condensers
with multiple fans, one or more of the fans can each be cycled on and off to maintain refrig-
erant conditions. When modulating dampers are used, the airflow through the condenser can
be controlled from 0 to 100%. Variable-speed drives can also be used to control fan speed and
airflow through the condenser.

In comparing water-cooled and air-cooled condensers, the compression power at design
conditions is usually higher with air-cooled condensing, because of the larger temperature
differential required in air-cooled condensers. However, ambient air temperatures are consid-
erably below the design temperature most of the time, and operating costs frequently compare
favorably over a full year. In addition, air-cooled condensers usually require less maintenance,
although dirty or dusty atmospheres may affect performance.

7.3 Evaporators

There are special requirements for evaporators in refrigeration service that are not always
present in other types of heat exchanger design. These include problems of oil return, flash
gas distribution, gas–liquid separation, and submergence effects.

Oil Return
When the evaporator is used with reciprocating–compression equipment, it is necessary to
ensure adequate oil return from the evaporator. If oil will not return in the refrigerant flow,
it is necessary to provide an oil reservoir for the compression equipment and to remove oil
mechanically from the low side of the system on a regular basis. Evaporators used with cen-
trifugal compressors do not normally require oil return from the evaporator, since centrifugal
compressors pump very little oil into the system. However, even with centrifugal equipment,
low-temperature evaporators eventually may become contaminated with oil, which must be
reclaimed.

Two-Phase Refrigeration Distribution
As a general rule, the refrigerant is introduced into the evaporator by expanding it from a
high-pressure liquid through the expansion device. In the expansion process, a significant por-
tion of the refrigerant flashes off into vapor, producing a two-phase mixture of liquid and vapor
that must be introduced properly into the evaporator for satisfactory performance. Improper
distribution of this mixture can result in liquid carryover to the compressor and in damage to
the exchanger tubes from erosion or from vibration.

Vapor–Liquid Separation
To avoid compressor damage, the refrigerant leaving the evaporator must not contain any liquid.
The design should provide adequate separation space or include mist eliminators. Liquid car-
ryover is one of the most common sources of trouble with refrigeration systems.
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Submergence Effect
In flooded evaporators, the evaporating pressure and temperature at the bottom of the exchanger
surface are higher than at the top of the exchanger surface, owing to the liquid head. This static
head, or submergence effect, significantly affects the performance of refrigeration evaporators
operating at extremely low temperatures and low-suction pressures.

Beyond these basic refrigeration design requirements, the chemical industry imposesmany
special conditions. Exchangers frequently are applied to cool highly corrosive process streams.
Consequently, special materials for evaporator tubes and channels of particularly heavy wall
thickness are dictated. Corrosion allowances in the form of added material thicknesses in the
evaporator may be necessary in chemical service.

High-pressure and high-temperature designs on the process side of refrigerant evapora-
tors are frequently encountered in chemical plant service. Process-side construction may have
to be suitable for pressures seldom encountered in commercial service. Differences between
process inlet and outlet temperatures greater than 55∘C are not uncommon. In such cases, spe-
cial consideration must be given to thermal stresses within the refrigerant evaporator. U-tube
construction or floating-tube-sheet construction may be necessary. Minor process-side modifi-
cations may permit use of less expensive standard commercial fixed-tube-sheet designs. How-
ever, coordination between the equipment supplier and chemical plant designer is necessary to
tailor the evaporator to the intended duty. Relief devices and safety precautions common to the
refrigeration field normally meet chemical plant needs but should be reviewed against individ-
ual plant standards. It must be the mutual responsibility of the refrigeration equipment supplier
and the chemical plant designer to evaluate what special features, if any, must be applied to
modify commercial equipment for chemical plant service.

Refrigeration evaporators are usually designed to meet the ASME Boiler and Pressure
Vessel Code,21 which provides for a safe, reliable exchanger at economical cost. In refrigeration
systems, these exchangers generally operate with relatively small temperature differentials for
which fixed-tube-sheet construction is preferred. Operating pressures in refrigerant evaporators
also decrease as operating temperatures are reduced. This relationship results in extremely high
factors of safety on pressure stresses, eliminating the need for expensive nickel steels from
−59 to −29∘C. Most designs are readily modified to provide suitable materials for corrosion
problems on the process side.

The basic shell-and-tube exchanger with fixed-tube sheets (Fig. 14) is most widely used
for refrigeration evaporators. Most designs are suitable for fluids up to 2170 kPa (300 psig)
and for operation with up to 38∘C temperature differences. Above these limits, specialized heat
exchangers generally are used to suit individual requirements.

With the fluid on the tube side, the shell side is flooded with refrigerant for efficient wet-
ting of the tubes (see Fig. 15). Designs must provide for distribution of flash gas and liquid
refrigerant entering the shell and for separation of liquid from the gas leaving the shell before
it reaches the compressor.

In low-temperature applications and large evaporators, the exchanger surface may be
sprayed rather than flooded. This eliminates the submergence effect or static-head penalty,
which can be significant in large exchangers, particularly at low temperatures. The spray cooler
(Fig. 16) is recommended for some large coolers to offset the cost of refrigerant inventory or
charge that would be necessary for flooding.

Where the Reynolds number in the process fluid is low, as for a viscous or heavy brine, it
may be desirable to handle the fluid on the shell side to obtain better heat transfer. In these cases,
the refrigerant must be evaporated in the tubes. On small exchangers, commonly referred to as
direct-expansion coolers, refrigerant feeding is generally handled with a thermal expansion
valve.

On large exchangers, this can best be handled by a small circulating pump to ensure ade-
quate wetting of all tubes (Fig. 17). An oversized channel box on one end provides space for a
liquid reservoir and for effective gas–liquid separation.
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Figure 14 Typical fixed-tube-sheet evaporator.3

Figure 15 Typical flooded shell-and-tube evaporator.3

7.4 Expansion Devices

The primary purpose of an expansion device is to control the amount of refrigerant entering
the evaporator. In the process, the refrigerant entering the valve expands from a relatively
high-pressure, subcooled liquid to a saturated low-pressure mixture. Other types of flow control
devices, such as pressure regulators and float valves, can also be found in some refrigeration sys-
tems. Discussion of these can be found in Ref. 1. Five types of expansion devices can be found
in refrigeration systems: (1) thermostatic expansion valves, (2) electronic expansion valves, (3)
constant-pressure expansion valves, (4) capillary tubes, and (5) short tube restrictors. Each is
discussed briefly.

Thermostatic Expansion Valve
The thermostatic expansion valve (TXV) senses the superheat of the gas leaving the evaporator
to control the refrigerant flow into the evaporator. Its primary function is to provide superheated
vapor to the suction of the compressor. A TXV is mounted near the entrance to the evaporator
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Figure 16 Typical spray-type evaporator.3

Figure 17 Typical baffled-shell evaporator.3

and has a capillary tube extending from its top that is connected to a small bulb (Fig. 18). The
bulb is mounted on the refrigerant tubing near the evaporator outlet. The capillary tube and bulb
are filled with a substance called the thermostatic charge.1 This charge often consists of a vapor
or liquid that is the same substance as the refrigerant used in the system. The response of the
TXV and the superheat setting can be adjusted by varying the type of charge in the capillary
tube and bulb.

The operation of a TXV is straightforward. Liquid enters the TXV and expands to amixture
of liquid and vapor at pressure P2. The refrigerant evaporates as it travels through the evapora-
tor and reaches the outlet where it is superheated. If the load on the evaporator is increased, the
superheat leaving the evaporator will increase. This increase in flow will increase the temper-
ature and pressure (P1) of the charge within the bulb and capillary tube. Within the top of the
TXV is a diaphragm. With an increase in pressure of the thermostatic charge, a greater force
is exerted on the diaphragm, which forces the valve port to open and allow more refrigerant
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Figure 18 Cross section of thermal expansion valve. Reprinted by permission from 2002 ASHRAEHand-
book of Refrigeration. Copyright © American Society of Heating, Refrigerating, and Air-Conditioning
Engineers, Inc., www.ashrae.org.

into the evaporator. The larger refrigerant flow reduces the evaporator superheat back to the
desired level.

The capacity of TXVs is determined on the basis of opening superheat values from 2 to
4∘C. TXV capacities are published for a range in evaporator temperatures and valve pressure
drops. TXV ratings are based on liquid only entering the valve. The presence of flash gas will
reduce the capacity substantially.

Electronic Expansion Valve
The electronic expansion valve (EEV) has become popular in recent years on larger or more
expensive systems where its cost can be justified. EEVs can be heat motor activated, mag-
netically modulated, pulse width modulated, and step motor driven.1 EEVs can be used with
digital control systems to provide control of the refrigeration system based on input variables
from throughout the system.

Constant-Pressure Expansion Valve
A constant-pressure expansion valve controls the mass flow of the refrigerant entering the evap-
orator by maintaining a constant pressure in the evaporator. Its primary use is for applications
where the refrigerant load is relatively constant. It is usually not applied where the refrigeration
load may vary widely. Under these conditions, this expansion valve will provide too little flow
to the evaporator at high loads and too much flow at low loads.

Capillary Tube
Capillary tubes are used extensively in household refrigerators, freezers, and small air con-
ditioners. The capillary tube consists of one or more small-diameter tubes which connect the
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Figure 19 Typical temperature and pressure distribution in capillary tube. Reprinted by permission from
2002 ASHRAE Handbook of Refrigeration. Copyright © American Society of Heating, Refrigerating, and
Air-Conditioning Engineers, Inc., www.ashrae.org.

high-pressure liquid line from the condenser to the inlet of the evaporator. Capillary tubes range
in length from 1 to 6m and diameters from 0.5 to 2mm.17

After entering a capillary tube, the refrigerant remains a liquid for some length of the tube
(Fig. 19). While a liquid, the pressure drops, but the temperature remains relatively constant
(from point 1 to 2 in Fig. 19). At point 2, the refrigerant enters into the saturation region where a
portion of the refrigerant begins to flash to vapor. The phase change accelerates the refrigerant
and the pressure drops more rapidly. Because the mixture is saturated, its temperature drops
with the pressure from 2 to 3. In many applications, the flow through a capillary tube is choked,
which means that the mass flow through the tube is independent of downstream pressure.17

Because there are no moving parts to a capillary tube, it is not capable of making direct
adjustments to variations in suction pressure or load. Thus, the capillary tube does not provide
as good a performance as TXVs when applied in systems that will experience a wide range
in loads.

Even though the capillary tube is insensitive to changes in evaporator pressure, its flow rate
will adjust to changes in the amount of refrigerant subcooling and condenser pressure. If the
load in the condenser suddenly changes so that subcooled conditions are no longer maintained
at the capillary tube inlet, the flow rate through the capillary tube will decrease. The decreased
flow will produce an increase in condenser pressure and subcooling.

The size of the compressor, evaporator, and condenser as well as the application (refrig-
erator or air conditioner) must all be considered when specifying the length and diameter of
capillary tubes. Systems using capillary tubes tend to be much more sensitive to the amount of
refrigerant charge than systems using TXVs or EEVs. Design charts for capillary tubes can be
found in Ref. 1 for R-12 and R-22.

Short-Tube Restrictor
Short-tube restrictors are applied in many systems that formerly used capillary tubes. Figure 20
illustrates a short-tube restrictor and its housing. The restrictors are inexpensive, reliable, and
easy to replace. In addition, for systems such as heat pumps, which reverse cycle, short-tube
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Figure 20 Schematic of short-tube restrictor. Reprinted by permission from 2002 ASHRAE Handbook of
Refrigeration. Copyright © American Society of Heating, Refrigerating, and Air-Conditioning Engineers,
Inc., www.ashrae.org.

restrictors eliminate the need for a check valve. Short tubes vary in length from 10 to 13mm,
with a length-to-diameter ratio from 3 to 20.1 Current applications for short-tube restrictors are
primarily in air conditioners and heat pumps.

Like a capillary tube, short-tube restrictors operate with choked or near-choked flow in
most applications.22 The mass flow through the orifice is nearly independent of conditions
downstream of the orifice. The flow rate does vary with changes in the condenser subcooling
and pressure.

In applying short-tube restrictors, there are many similarities to capillary tubes. The size
of the system components and type of system must be considered when sizing this expansion
device. Sizing charts for the application of short-tube restrictors with R-22 can be found
in Ref. 23.

8 DEFROST METHODS

When refrigeration systems operate below 0∘C for extended periods of time, frost can form
on the heat transfer surfaces of the evaporator. As frost grows, it begins to block the airflow
passages and insulates the cold refrigerant from the warm/moist air that is being cooled by the
refrigeration system. With increasing blockage of the airflow passages, the evaporator fan(s)
are unable to maintain the design airflow through the evaporator. As airflow drops, the capacity
of the system decreases and eventually reaches a point where the frost must be removed. This
is accomplished with a defrost cycle.

Several defrost methods are used with refrigeration systems: hot refrigerant gas, air, and
water. Each method can be used individually or in combination with the other.

8.1 Hot Refrigerant Gas Defrost

This method is the most common technique for defrosting commercial and industrial refrig-
eration systems. When the evaporator needs defrosting, hot gas from the discharge of the
compressor is diverted from the condenser to the evaporator by closing control valve 2 and
opening control valve 1 in Fig. 21. The hot gas increases the temperature of the evaporator and
melts the frost. Some of the hot vapor condenses to liquid during the process. A special tank,
such as an accumulator, can be used to protect the compressor from any liquid returning to the
compressor.

http://www.ashrae.org
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Figure 21 Simplified diagram of hot-refrigerant-gas defrost system.

During defrost operation, the evaporator fans are turned off, which increases the evaporator
coil temperature faster. With the fans off, the liquid condensate drains from the coil faster and
helps minimize the thermal load to the refrigerated space during defrost. In some instances,
electrical heaters are added to increase the speed of the defrost.

Defrost initiation is usually accomplished via demand defrost or time-initiated defrost.
Demand defrost systems utilize a variable, such as pressure drop across the air side of the
evaporator or a set of temperature inputs, to determine if frost has built up enough on the coil
to require a defrost. Time-initiated defrost relies on a preset number of defrosts per day. The
number of defrosts and length of time of each defrost can be adjusted. Ideally, the demand
defrost system provides the most efficient defrost controls on a system, because a defrost is
only initiated if the evaporator needs it. Termination of the defrost cycle is accomplished by
either a fixed-time interval or a set temperature of the coil.

8.2 Air, Electric, and Water Defrost

If the refrigerated space operates above 0∘C, then the air in the space can be used directly to
defrost the evaporator. Defrost is accomplished by continuing to operate the evaporator blower
while the compressor is off. As the frost melts, some of it is evaporated into the airstream while
the rest drains away from the coil as liquid water. The evaporated moisture adds an additional
load to the evaporator when the compressor starts again.

Electric heat can be applied to the evaporator via a heating element. This technique is usu-
ally slower than hot-gas defrost. The heating element can be in direct contact with the evaporator
or be located between the fan and evaporator.1
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Water can also be used to defrost the evaporator. The compressor and fans are shut off
while water is sprayed over the evaporator. If the velocity of the water is kept high, it washes
or melts the frost off the coil.

9 SYSTEM DESIGN CONSIDERATIONS

Associated with continuous operation are refrigeration startup and shutdown conditions that
invariably differ, sometimes widely, from those of the process itself. These conditions, although
they occupy very little time in the life of the installation, must be properly accommodated in the
design of the refrigeration system. Consideration must be given to the amount of time required
to achieve design operating conditions, the need for standby equipment, etc.

In batch processing, operating conditions are expected to change with time, usually in a
repetitive pattern. The refrigeration system must be designed for all extremes. Use of brine
storage or ice banks can reduce equipment sizes for batch processes.

Closed-cycle operation involves both liquid and gas phases. System designs must take
into account liquid flow problems in addition to gas flow requirements and must provide for
effective separation of the liquid and gas phases in different parts of the system. These factors
require careful design of all components and influence the arrangement or elevation of certain
components in the cycle.

Liquid pressures must be high enough to feed liquid to the evaporators at all times, espe-
cially when evaporators are elevated or remotely located. In some cases, a pump must be used
to suit the process requirements. The possibility of operation with reduced pressures caused by
colder condensing temperatures than the specified design conditions must also be considered.
Depending on the types of liquid valves and relative elevation of various parts of the system, it
may be necessary to maintain condensing pressures above some minimum level, even if doing
so increases the compression power.

Provision must be made to handle any refrigerant liquid that can drain to low spots in the
system upon loss of operating pressure during shutdown. It must not be allowed to return as
liquid to the compressor upon startup.

The operating charge in various system components fluctuates depending on the load. For
example, the operating charge in an air-cooled condenser is quite high at full load but is low, that
is, essentially dry, at light load. A storage volume such as a liquid receiver must be provided
at some point in the system to accommodate this variation. If the liquid controls permit the
evaporator to act as the variable storage, the level may become too high, resulting in liquid
carry over to the compressor.

Abnormally high process temperatures may occur during either startup or process upsets.
Provisionmust bemade for this possibility, for it can cause damaging thermal stresses on refrig-
eration components and excessive boiling rates in evaporators, forcing liquid to carry over and
damage the compressor.

Factory-designed-and-built packages, which provide cooling as a service or utility, can
require several thousand kilowatts of power to operate, but in most cases, they require no more
installation than connection of power, utilities, and process lines. As a result, there is a sin-
gle source of responsibility for all aspects of the refrigeration cycle involving the transfer and
handling of both saturated liquids and saturated vapors throughout the cycle, oil return, and
other design requirements. These packages are custom engineered, including selection of com-
ponents, piping, controls, base designs, torsional and critical speed analysis, and individual
chemical process requirements. Large packages are designed in sections for shipment but are
readily interconnected in the field.

As a general rule, field-erected refrigeration systems should be close coupled to minimize
problems of oil return and refrigerant condensation in suction lines. Where process loads are
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remotely located, pumped recirculation or brine systems are recommended. Piping and controls
should be reviewed with suppliers to assure satisfactory operation under all conditions.

10 REFRIGERATION SYSTEM SPECIFICATION

To minimize costly and time-consuming alterations owing to unexpected requirements, the
refrigeration specialist who is to do the final design must have as much information as possible
before the design is started. Usually, it is best to provide more information than thought nec-
essary, and it is always wise to note where information may be sketchy, missing, or uncertain.
Carefully spelling out the allowable margins in the most critical process variables and point-
ing out portions of the refrigeration cycle that are of least concern are always helpful to the
designer. A checklist of minimum information (Table 7) needed by a refrigeration specialist to
design a cooling system for a particular application may be helpful.

Process Flow Sheets. For chemical process designs, seeing the process flow sheets is the
best overall means for the refrigeration engineer to become familiar with the chem-
ical process for which the refrigeration equipment is to be designed. In addition to

Table 7 Information Needed for the Design of a Refrigeration System

Process Flow Sheets and Thermal Specifications

Type of process

Batch

Continuous

Normal heat balances

Normal material balances

Normal material composition

Design operating pressure and temperatures

Design refrigeration loads

Energy recovery possibilities

Manner of supplying refrigeration (primary or secondary)

Basic Specifications

Mechanical system details

Construction standards

Industry

Company

Local plant

Insulation requirements

Special corrosion prevention requirements

Special sealing requirements

Process streams to the environment

Process stream to refrigerant

Operating environment

(continued)
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Table 7 (Continued)

Indoor or outdoor location

Extremes

Special requirements

Special safety considerations

Known hazards of process

Toxicity and flammability constraints

Maintenance limitations

Reliability requirements

Effect of loss of cooling on process safety

Maintenance intervals and types that may be performed

Redundancy requirement

Acceptance test requirements

Instrumentation and Control Requirements

Safety interlocks

Process interlocks

Special control requirements

At equipment

Central control room

Special or plant standard instruments

Degree of automation: interface requirements

Industry and company control standards

Off-Design Operation

Process startup sequence

Degree of automation

Refrigeration loads vs. time

Time needed to bring process on-stream

Frequency of startup

Process pressure, temperature, and composition changes during startup

Special safety requirements

Minimum load

Need for standby capability

Peak-load pressures and temperatures

Composition extremes

Process shutdown sequence

Degree of automation

Refrigeration load vs. time

Shutdown time span

Process pressure, temperature, and composition changes

Special safety requirements
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providing all of the information shown in Table 7, they give the engineer a feeling for
how the chemical plant will operate as a system and how the refrigeration equipment
fits into the process.

Basic Specifications. This portion of Table 7 fills in the detailed mechanical information
that tells the refrigeration engineer how the equipment should be built, where it will be
located, and specific safety requirements. This determines which standard equipment
can be used and what special modifications need to be made.

Instrumentation and Control Requirements. These tell the refrigeration engineer how the
system will be controlled by the plant operators. Particular controller types, as well as
control sequencing and operation, must be spelled out to avoid misunderstandings and
costly redesign. The refrigeration engineer needs to be aware of the degree of control
required for the refrigeration system—for example, the process may require remote
starting and stopping of the refrigeration system from the central control room. This
could influence the way in which the refrigeration safeties and interlocks are designed.

Off-Design Operation. It is likely that the most severe operation of the refrigeration system
will occur during startup and shutdown. The rapidly changing pressures, tempera-
tures, and loads experienced by the refrigeration equipment can cause motor over-
loads, compressor surging, or loss of control if they are not anticipated during design.
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1 INTRODUCTION

Cryogenics refers to the science and engineering associated with phenomena that occur below
120 K. A significant number of practical applications occur at these extremely low tempera-
tures. These include the separation of air into its component gases, the liquefaction of natural
gas, hydrogen and air components to allow efficient transport and storage, the cooling of super-
conducting magnets for use in magnetic resonance imaging (MRI) systems and fundamental
research applications, and the use of liquid hydrogen and liquid oxygen for rocket propulsion.
Annually, the worldwide cryogenic industry exceeds several billion dollars in revenues.

Cryogenic engineering involves the technology required to both produce and maintain
these extremely low temperatures. It takes into account the unique properties of fluids and
materials at cryogenic temperatures as well as the specific techniques required to operate safely
and efficiently at these temperatures. Cryogenic engineering is broad based, using aspects of
mechanical, electrical, chemical, and other engineering disciplines.

543
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2 PROPERTIES OF CRYOGENIC FLUIDS

Cryogenic fluids, or cryogens, may be defined as those whose boiling temperature at 1 bar (nor-
mal boiling point) is less than 120 K. Table 1 shows the normal boiling point, triple point, and
critical point of typical cryogenic fluids. Notice in this table that of the two principal compo-
nents of air oxygen has a higher boiling point than nitrogen. Thus, if a surface is cold enough
to condense air, the liquid condensing on the surface will be oxygen rich. This effect can result
in a significant fire hazard if the oxygen-rich fluid combines with a fuel and ignition source.
Notice also that helium does not have a triple point. Due to the unique quantum properties of
helium, there is no point where the liquid, gas, and solid phases coexist.

The properties of cryogenic fluids vary greatly as a function of temperature and pressure,
and this variation of properties must be taken into account when designing and operating cryo-
genic systems. Properties of cryogenic fluids may be found in tabular form in reference books or
reports1–3 or, more commonly now, as the output of computer models. Sophisticated computer
models exist based on semiempirical equations of state for a material that allow calculation
of fluid properties over a wide range of temperatures and pressures. Examples of available
programs include:

• NIST-12, from the National Institute for Standards and Technology (NIST),
http://www.nist.gov/srd/nist23.cfm

• GASPAK and HEPAK, from CryoData, http://www.htess.com/software.htm

NIST also maintains an interactive website for the calculation of fluid properties
(http://webbook.nist.gov/chemistry/fluid/). Fluid properties change rapidly near the critical
point and care should be taken when using these programs in that region. In particular,
extrapolating properties around the critical point can lead to significant errors.

Cryogenic fluid properties are frequently displayed on temperature–entropy (TS) or
pressure–temperature (PT) diagrams. Such diagrams are also used to illustrate the processes
in cryogenic refrigerators and cryocoolers (see Sections 4 and 5). Figure 1 is a schematic of a
TS diagram showing lines of constant enthalpy (isenthalps) and pressure. Figure 1 also shows
constant-enthalpy and constant-entropy expansions, processes that are critical for refrigeration
cycles. Figure 2 is a TS diagram for pure nitrogen

Hydrogen and helium have unique fluid properties. In the case of molecular hydrogen,
there are two forms of hydrogen due to differing nuclear spin states. In ortho hydrogen, the
spins of the two atomic nuclei are parallel and in para hydrogen the spins of the two atomic
nuclei are antiparallel. The practical result of this is that the fluid properties of these two forms
of hydrogen can differ significantly and one must be aware of the form of the fluid with which

Table 1 Normal Boiling Point and Triple Point of Cryogenic Fluids

Fluid

Normal
Boiling

Point (K)

Triple-Point
Temperature

(K)

Critical
Temperature

(K)

Critical
Pressure

(kPa)

Krypton 119.8 115.8 209.4 5496
Methane 111.6 90.7 190.6 4599
Oxygen 90.2 54.4 154.6 5043
Argon 87.3 83.8 150.9 4906
Nitrogen 77.4 63.2 126.3 3399
Neon 27.1 24.6 44.4 2703
Hydrogen 20.3 13.8 32.9 1283.8
Helium 4.2 N/A 5.2 227.46

http://www.nist.gov/srd/nist23.cfm
http://www.htess.com/software.htm
http://webbook.nist.gov/chemistry/fluid
http://webbook.nist.gov/chemistry/fluid
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Figure 1 Schematic temperature–entropy diagram for a pure fluid.

they are working. In addition, para hydrogen is the lower energy state and liquid hydrogen
will naturally convert from a mixture of ortho and para hydrogen to 100% para hydrogen. This
natural conversion process is very slow (on the order of hours to days) and releases heat, thus
boiling off some of the liquid hydrogen. Modern hydrogen liquefiers solve this problem by
using a chemical catalyst that speeds up the conversion from ortho to para hydrogen so that the
resulting liquid hydrogen is 100% para hydrogen.

Liquid helium properties are strongly influenced by the effect of quantum mechanics. One
example of this is the fact that helium remains a liquid all the way to 0 K.∗ In order to create
solid helium, both low temperatures and pressures higher than 20 bars are required. This effect
results from the zero point energy associated with the Heisenberg uncertainly principle in solid
helium being greater than the energy required to melt the helium below 20 bars. This effect has
a practical benefit in that helium can be used as a liquid coolant all the way down to the lowest
temperatures achievable. Quantum mechanics has another important effect on helium. Below
2.2 K, helium has a second liquid phase known as He II (or somewhat imprecisely, superfluid
helium). He II has unique heat transfer and fluid properties that make it an extremely valu-
able coolant for superconducting magnets and superconducting radio frequency (RF) cavities.
Figure 3 is a pressure–temperature diagram of helium showing the vapor, solid, He I liquid,

∗ The third law of thermodynamics shows that it is impossible to reach 0 K (absolute zero) but we can get
vanishingly close to it. The current record is approximately 100 pK (100 × 10–12 K).
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Figure 2 Temperature–entropy diagram for nitrogen.2

and He II liquid phases. He II is described in Section 10 and further details about the use of
helium in cryogenics may be found in Ref. 4.

3 CRYOGENIC PROPERTIES OF MATERIALS

A key feature of cryogenic engineering is the successful use of appropriate materials. Many
materials are not suitable for use at cryogenic temperatures and the properties of almost all
materials change greatly between room temperature and cryogenic temperatures. It is fair to
say that failures in cryogenic systems are frequently traced to the misuse of materials. Good
cryogenic engineering practice includes never using materials at cryogenic temperatures unless
their behavior at those temperatures is well understood and never extrapolating room tempera-
ture properties down to cryogenic temperatures.

3.1 Suitable Materials for Cryogenic Applications

Many materials cannot be used at cryogenic temperatures because the changes in their prop-
erties with temperature render them brittle or otherwise unsuitable. However, many workhorse
engineering materials, such as austenitic stainless steels, do perform well at cryogenic temper-
atures. Table 2 gives a selection of suitable materials and Table 3 gives examples of unsuitable
materials for use in cryogenics.
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Table 2 Examples of Materials Suitable for Cryogenic Applications

Austenitic stainless steels (e.g., 304, 304L,316, 321)
Aluminum alloys (e.g., 6061,6063 , 1100)
Copper
Brass
Some fiber-reinforced plastics such as G-10 and G-11
Niobium
Titanium
Indium (when used as an O-ring material)
Kapton and Mylar (used in multilayer insulation and as electrical

insulation)
Quartz ( frequently used in optical windows)
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Table 3 Examples of Materials Unsuitable for Cryogenic Applications

Martensitic stainless steel—becomes brittle when cooled
Cast Iron—becomes brittle when cooled
Carbon steela—becomes brittle when cooled
Rubber
Many polymers

aCarbon steels are frequently used in the room temperature vacuum vessel surrounding
a cryogenic device. This is alright as long as care is taken to ensure that the material
is not cooled under various accident scenarios.

3.2 Cryogenic Material Property Resources and Examples

There are many resources available that provide properties of materials at cryogenic temper-
atures. Much of this work was done as part of the space program or in the development of
superconductivity for scientific or industrial applications. Reference 5 is a good summary of
available resources for cryogenic material properties. Other resources include the proceedings
of the International Cryogenic Materials Conference and Refs. 6 and 7. There are also com-
mercially available computer databases for cryogenic material properties. Two examples are:

• Cryocomp, from Eckels Engineering, http://www.eckelsengineering.com/
• METALPAK, CPPAK, and EXPAK, from CryoData, http://www.htess.com/

software.htm

4 REFRIGERATION AND LIQUEFACTION

There are four principal ways to reduce the temperature of a pure fluid: (1) Transfer heat
from the fluid to a colder surface. (2) Make the fluid perform work by expanding against an
engine. This approximates isotropic expansion. (3) Make the fluid perform “internal work”
by expanding though a valve or orifice. This is also known as Joule–Thomson expansion and
approximates isenthalpic expansion. (4) Reduce the pressure of a boiling bath, thus reducing the
saturated temperature of the bath. The refrigeration approaches described below use some or
all of these techniques. There are some unique cooling techniques such as dilution refrigeration
and adiabatic demagnetization refrigeration that are used to provide cooling below 1 K. More
information about these techniques can be found in Section 11. Cryocoolers are small-scale
refrigerators providing a few watts to a few hundred watts of cooling at cryogenic tempera-
tures. They are described in Section 5. Reference 8 gives a very good overview of cryogenic
refrigeration and liquefaction.

For large-scale cryogenic refrigeration, three common approaches are cascade cooling,
Joule–Thomson cooling, and expansion engine cooling.

4.1 Cascade Cooling System

In this approach, a series of different refrigerants each with successively lower boiling temper-
atures are used. The first refrigerant is compressed so that its boiling point can be reached by
air or chilled water cooling. The condensed liquid is then expanded in pressure, thus lowering
its temperature, and this colder temperature fluid is then used to precool the next refrigerant in
the cascade. In this way, lower and lower temperatures are achieved. Such an approach, shown
in Fig. 4, is complicated, requiring many compressors, valves, and heat exchangers, and is lim-
ited in that there are regions in which overlapping refrigerants do not exist. This is particularly
true below liquid nitrogen temperatures (77 K). Such an approach does not however require
complicated cold turboexpanders. It can also be more efficient than other approaches.8

http://www.eckelsengineering.com
http://www.htess.com
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Figure 4 Schematic of a cascade cooling system. Source: Reprinted from Ref. 8 by permission of Oxford
University Press.

4.2 Joule–Thomson Refrigeration

Joule–Thomson (JT) expansion occurs when a fluid expands along a line of constant enthalpy
(see Fig. 1). When this happens, the fluid will either cool or warm depending on whether or
not it is below its inversion temperature. If the fluid is below the inversion temperature, cooling
will occur. Joule–Thomson expansion can be approximated by expanding the fluid through a
valve or fixed orifice. A JT refrigerator uses this approach, combining a source of compressed
gas (either a gas bottle or a mechanical compressor), a JT valve, and typically at least one heat
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Figure 5 Schematic of a Joule–Thomson cooling system.

Table 4 Maximum Inversion Temperatures
for Common Cryogenic Fluids

Fluid
Maximum Inversion

Temperature (K)

Nitrogen 623
Argon 723
Hydrogen 202
He 43

exchanger. This is shown in Fig. 5. The compressed fluid expands through the JT valve and
some of the colder fluid is routed via the heat exchanger where it precools the incoming higher
pressure fluid. In order for this to work, the fluid must be below the inversion temperature
before it enters the JT valve. Table 4 lists the inversion temperatures of common cryogenic
fluids. Note that nitrogen’s inversion temperature is greater than room temperature. This means
that nitrogen can be liquefied directly by a JT refrigerator. Helium, however, has an inversion
temperature of 43 K so it will not cool when undergoing JT expansion, unless it has already
been precooled below 43 K. As will be seen, in modern helium refrigerators, the JT expansion
valves are generally put at the lowest temperature portion of the refrigerator. Joule–Thomson
refrigerators have a number of advantages: They are simple and do not require expensive cold
turboexpanders, the JT value handles two-phase flow without much trouble, and such systems
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can be made in a wide range of capacities. Small cryocoolers (see Section 5) frequently use
Joule–Thomson refrigeration. Microelectrochemical system (MEMS) techniques permit the
miniaturization9 of JT refrigerators for aerospace and defense applications. Joule–Thomson
refrigerators are also known as Linde–Hampson refrigerators.

4.3 Expansion Engine Cooling

Modern cryogenic refrigerators, particularly those operating below 77 K, use expansion engines
as part of the cooling process. In this case, the working fluid is made to do work by pushing
against an expansion engine. This is typically a turboexpander, though occasionally a piston
expander is used. This technique approaches isentropic expansion. As seen in Fig. 1, for the
same pressure difference, isentropic expansion provides a greater temperature drop than the
isenthalpic expansion used in Joule–Thomson refrigeration. Expansion engine cooling also
does not depend upon an inversion temperature and thus will provide cooling at any tempera-
ture. Turboexpanders generally do not work well with two-phase flows though some have been
built that function is this regime.

Figure 6 is a schematic of one of the modern cryogenic refrigerators built for the CERN
Large Hadron Collider Project.10 This plant provides the equivalent of up to 18 kW of cooling
at 4.5 K. The working fluid is helium, which is compressed to high pressure (∼20 bars) at
room temperature and then expanded through a series of turboexpanders, providing cooling.

Figure 6 Large hadron collider cryogenic refrigerator.10
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Note that at a number of locations, some of the colder, lower pressure helium is passed back
through heat exchangers, precooling the incoming warmer gas. At the coldest part of this plant,
the role of the JT valve is replaced with a dense fluid “wet” expander. Note in the schematic
the large number of turboexpanders, the multiple pressure return paths, and the heat loads at
different temperatures. All of these features are common in helium refrigerators of this size.
The thermodynamic cycle for a plant of this type is known as the Collins cycle. Recently, a
variant on the Collins cycle, the floating pressure process,11 has been developed to increase the
reliability and efficiency of helium refrigerators.

The performance of cryogenic refrigerators is described by the coefficient of performance
(COP). The COP is defined as the heat removed from the cold sink divided by the net work
required to remove that heat. For the ideal Carnot cycle, it can be shown that the COP can be
determined from the high and low temperatures of the cycle:

COP = TC∕TH–TC (1)

Keep in mind that the calculation of the COP for real cycles such as the Collins cycle
or JT cycle is more complicated and depends upon the specific details of the plant design.
Cryogenic engineers frequently talk in terms of the inverse of the COP, which gives the number
of watts of work required to remove 1 W of heat at cryogenic temperature. For the ideal Carnot
cycle operating between 300 and 4.2 K, this can be shown to be 70 W of work per watt of heat
removed. Unfortunately, real world cycles come nowhere near this performance. The most
modern helium refrigeration plants operate around 26–30% of Carnot or between 230 and
270 W of work per watt of heat removed at 4.2 K

Whether a system is a refrigerator or a liquefier depends on how the cooling is used. In
a refrigerator, the cooling is closed cycle, with the circulating helium absorbing heat at low
temperature and returning back to the plant at a higher temperature. In a liquefier, the plant
is used to make liquid helium, which is then transported elsewhere and used for cooling. In
this case, additional gas must be added at room temperature to make up for the mass lost by
the withdrawal of the liquid helium. In reality, most large helium plants can operate either as
liquefiers or refrigerators or as a combination of both. As a rough estimate, a helium plant in
liquefier mode can produce 1 g/s of liquid helium for every 100 W of cooling at 4.2 K while in
the refrigerator mode.

5 CRYOCOOLERS

Cryocoolers are small (somewhat imprecisely defined as from less than 1 W to a few hundred
watts of cooling power), stand-alone, closed-cycle, mechanical refrigeration systems. Cry-
ocoolers can provide cooling from 4.2 K to up to 120 K. Advances in technology and materials
have led to a greater interest in cryocoolers and to the development of a cryocooler industry.
Cryocoolers are particularly useful in applications requiring portability or operation in remote
sites (such as defense and aerospace applications), in applications where the cooling tempera-
ture is greater than 10 K, and in cases where there is a single cryogenic system within a larger
noncryogenic system. Examples of cryocooler applications include cooling of night vision and
infrared tracking systems, sample cooling in electron microscopes, reliquefaction of helium in
MRI magnet systems, and cooling of high-temperature superconductor-based signal filters in
cell phone towers. Disadvantages of cryocoolers include vibration near the object being cooled
and low cooling capacity at liquid helium temperatures. References 12–14 are very good sur-
veys of the theory and design of cryocoolers. A list of cryocooler vendors may be found in
Ref. 15. Figure 7 displays both cryocooler applications and types as a function of their cooling
capacity and temperature.
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Figure 7 Cryocooler types and applications. Courtesy of R. Radebaugh (NIST).

5.1 Regenerator Materials

Cryocoolers typically use different thermodynamic cycles than those used by large cryogenic
refrigerators/liquefiers. Two common features of cryocooler thermodynamic cycles are that
they are oscillatory rather than continuous and they use regenerative heat exchangers. In regen-
erative heat exchangers both the warm and cold flow streams pass through the heat exchanger
at different times, transferring heat to and from the regenerator material. Efficient regenerators
must contain a large surface area for heat transfer while not producing high pressure drops in
the working fluid. The regenerator material must have a large heat capacity over its operating
range.

One of the advances that have enabled the growth of cryocoolers is the development of
specialized erbium and gadolinium compounds that meet the requirements for regenerator
materials. Figure 8 shows typical heat capacity–temperature curves for these materials.

Figure 7 shows that there are many different types of cryocoolers using different ther-
modynamic cycles. Two illustrative examples of cryocoolers are Stirling cycle and pulse tube
cryocoolers. In a Stirling cycle cryocooler, there are four stages of the cycle (shown in Fig. 9):

1. Isothermal compression in which the working gas is compressed and heat is rejected to
the outside environment (a–b)

2. Regenerative cooling in which heat is transferred from the fluid to the regenerator while
pressure is decreased and the volume is kept constant (b–c)
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3. Isothermal expansion in which the gas is expanded and absorbs heat from the item being
cooled (c–d)

4. Regenerative heating in which the fluid is compressed at a constant volume while
absorbing heat from the regenerator (d–a)

In a Stirling cycle cryocooler, there is a warm compressor and a cold piston (typically called
the displacer). The displacer adds complications to the mechanical design, adds inefficiencies
to the cycle, and may impact reliability. In a pulse tube cryocooler, essentially the same cycle
is used but the mechanical displacer is replaced with a column of the working gas inside the
pulse tube. This can greatly simplify design and improve reliability. There have been significant
developments in the theory and construction of pulse tube cryocoolers in the last decade.12–13

A schematic of a pulse tube cryocooler is shown in Fig. 10.
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Figure 10 Pulse tube cryocooler. Courtesy of R. Radebaugh (NIST).

6 CRYOSTAT DESIGN AND INSULATION

Cryostats are devices or systems that maintain equipment or fluids at cryogenic temperatures.
Cryostats that principally store cryogenic fluids are sometimes referred to as dewars, and the
terms dewar and cryostat are frequently used interchangeably. Cryostats function by insulating
the cryogenic equipment or fluid from heat leaking in from the outside environment. This is
accomplished by reducing heat transfer via conduction, convection, and radiation. Techniques
for this vary and the solutions chosen (and thus the design of the cryostat) depend upon the sys-
tem requirements. Proper definition of the cryostat requirements is an essential first step for an
optimum design. Cryostat requirements include operating temperatures, allowable heat leak,
alignment and vibration limits, size and weight limits (particularly important for space sys-
tems), cost, ease of access to cryostat components, required instrumentation and feedthroughs,
safety concerns, and expected life time. A significant design driver is whether the cryostat will
be mass produced in large number or is a unique device. The varying importance of these
requirements explains why the cryogenic insulation system for an LNG tanker is so different
than that used in a satellite operating at 300 mK.

6.1 Reducing Conduction Heat Transfer

The general principle for reducing conduction heat leak into a cryostat is straightforward. Con-
duction heat leak is reduced by greatly increasing the resistance to thermal conduction between
room temperatures and cryogenic temperatures. This is done by eliminating any unnecessary
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connections between room and cryogenic temperatures and, for the remaining connections,
using low-thermal-conductivity materials, increasing the length of the connection, and reducing
the cross-sectional area of the connection.

The conduction heat leak to lower temperatures may also be greatly reduced by inter-
cepting heat at intermediate temperatures. This not only reduces the heat leak to the lowest
temperature but also is more thermodynamically efficient.

Complicating the calculation of conduction heat leak is the strong temperature dependence
of thermal conductivity. Thus, the conduction heat leak for a connection of length L and constant
cross-sectional area A is given by

Q = −A∕L
∫

TH

TC

K(T)dT (2)

This calculation may be simplified via the use of tabulated thermal conductivity integrals
(𝜃i) defined as

𝜃i = ∫

Tt

0
K(T)dT (3)

Using these integrals, Eq. (2) becomes

Q = –A∕L(θTH–θTC) (4)

Table 5 shows typical values of thermal conductivity integrals for some common cryogenic
engineering materials. The impact of low-conductivity materials on heat leak can be easily seen
from this table.

6.2 Reducing Convection Heat Transfer

Cryostats, particularly those operating below 77 K, essentially eliminate convective heat trans-
fer by separating the cold surface from the room temperature surface by a vacuum space.
Pressures of 10–5 torr or less eliminate convective heat transfer. In a leak-tight vacuum space
with a cold wall of 4 K these pressures can drop to 10–8 torr or less due to cryopumping of
residual gases. Cryostat vacuum systems frequently employ getters of activated charcoal or
other materials to remove residual gases and help reduce the impact of small leaks.

6.3 Reducing Radiation Heat Transfer

The governing equation for idealized (infinite parallel plates, surface emissivities equal to each
other and ≪1, N uncooled radiation shields between the cold and warm surfaces) thermal

Table 5 Thermal Conductivity Integrals for Typical Cryogenic
Engineering Materials

Material 𝜃0−4(W/m) 𝜃0−80(W/m) 𝜃0−300(W/m)

Stainless steel 0.4 300 3000
Cu (RRRa = 100) 1100 100, 000 200, 000
Cu (RRRa = 20) 225 50, 000 150, 000
Brass 6.5 3000 20, 000
Al 6063 60 18, 000 60, 000
G-10 0.4 4 25
Phosphor-bronze 2.7 1100 9900
PTFE (Teflon) 0.06 3.5 60

aResidual-resistivity ratio.
Source: Data from Ref. 16.
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radiation heat transfer per unit area is given by

q = 𝜀

(N + 1)2
𝜎(T4

H − T4
L) (5)

Thus, the heat leak may be reduced by decreasing the emissivity of the surfaces,
increasing the number of uncooled thermal shields, or reducing the temperature of the warmer
surface—typically done by installing an actively cooled thermal shield at an intermediate
temperature.

Typical emissivities of materials are shown in Fig. 11. Note that the emissivities differ
between 300 and 77 K and between 77 and 4.2 K. When using these data for actual systems,
one should take care to allow for real surface finishes and tarnishing. Cryostat designs that
have severe weight and space limits which do not permit the use of passive or actively cooled
thermal radiation shields or those that have very strict heat leak requirements may minimize
radiation heat leak by silver plating the warm and cold surfaces of the cryostat to reduce the
emissivities.
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Actively cooled thermal shields at intermediate temperatures serve two main purposes:
they reduce the thermal radiation heat leak to the lowest temperature equipment and they pro-
vide a convenient location to intercept conduction heat leaks, thus also reducing the conduction
heat leak to the lowest temperature. These shields may be actively cooled by a separate cooling
flow, by cold gas boiling off from the cryogenic liquid (see Fig. 12), or, increasingly today, by
small stand-alone cryocoolers. The turn-to-turn spacing of a cooling tube on such a shield is
given by17

ΔT =
qL2

2kt
(6)

where ΔT is the maximum allowable between any point on the shield and the cooling tube, q
is the expected heat flux on the shield, k is the thermal conductivity of the shield, t is the shield
thickness, and L is 1∕2 the maximum tube spacing.

Multilayer insulation (MLI) consists of many thin layers of insulating material, typically
Mylar or Kapton, that have been coated with a high-emissivity material, usually aluminum.
MLI, also known as superinsulation, can be considered an extreme example of the use of
uncooled thermal shields, which greatly increases the value of N in Eq (5), thus reducing the
radiation heat leak. It is critical that the thermal conduction between the MLI layers is reduced
and many MLI designs use an intermediate insulating spacer between layers. If MLI is packed
too tightly within a vacuum space, its effectiveness may decrease due to increased conduction
between the layers. Figure 13 shows the relationship of the total heat transfer (conduction and
radiation) as a function of layer density for a typical MLI system operating between 77 and
4.2 K. Note that if the layer density increases much above 0.5 layers/mm the effectiveness of
the MLI decreases due to the increasing importance of conduction heat transfer. In practical
applications of MLI, the impact of seams, penetrations, and corners in the MLI can dominate
the heat leak. Figure 14 shows the appropriate MLI installation in these cases. It is critical in
these cases that sufficient overlap between layers exist so that gaps do not open up when the
MLI shrinks during cooldown.

Not all cryostats use vacuum-insulated shells containing MLI and/or actively cooled
shields. Systems, particularly those operating above 77 K, may use other solutions, including
polystyrene foam, Perlite power inside an inert gas space, and Perlite powder in a high-vacuum
space. In recent years, Aerogel blankets19–20 have been used for cryogenic insulation. Table 6
shows typical values of the total heat flux transmitted through a variety of insulation schemes.
Note that the cost and complexity of the insulation system increase as one moves from the top
to the bottom of the table.

Figure 15 shows a cross section of the third-generation TESLA cryomodule developed at
the DESY Laboratory in Hamburg, Germany.21 This figure illustrates a number of aspects of
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Figure 14 Examples of appropriate MLI installation.18

cryostat design. The TESLA cryomodule is designed to maintain a set of superconducting RF
cavities at 1.8 K to provide acceleration of an electron beam for high-energy physics research.
The cavities are surrounded by a bath of liquid helium at 1.8 K. These helium vessels are
surrounded by thermal radiation shields actively cooled at 5 and 80 K. The helium vessels,
thermal shields, and associated cryogenic piping are contained within a vacuum space that
separates them from the 300 K vacuum vessel. MLI blankets within the vacuum space pro-
vide additional thermal insulation between the 300 K wall and the 80 K shield and between the
80 K shield and the 5 K shield. The cryogenic components are connected to the vacuum ves-
sel via low-heat-leak supports constructed from thin-wall G-10 tubes. These supports and all
other connections between 300 and 1.8 K are heat sunk to the 80 and 5 K temperature levels.
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Table 6 Comparison of Thermal Insulation Approaches

Total Heat Flux (W/m2)

Type of Insulation 300–77 K 77–20 K

Polystyrene foam 48.3 5.6
Gas-filled Perlite powder
(5–6 lb/ft3 filled with He)

184.3 21.8

Perlite powder in vacuum
(5–6 lb/ft3)

1.6 0.07 ↓ increasing Cost
& Complexity

High vacuum
(10-6 torr, 𝜀=0.02)

9 0.04

Opaciated powder
(Cu flakes in Santocel)

0.3 —

MLI 0.03 0.007

Note: Insulation 6 in. thick in all cases.
Source: From Ref. 8.

cavity

coupler

cool down/
warmup

2 K 2-phase

40 K forward

4.5 K forward

4.5 K return

80 K return

2 K return

2 K forward

support

300 mm

Figure 15 Cross section of third-generation TESLA cryomodule.20

Together, techniques have resulted in a measured heat leak of 3–1.8 K for the entire 12-m-long
cryomodule.

In summary, some general rules for successful cryostat design are:

• Define requirements first.
• Design in safety from the start.
• Use appropriate materials for cryogenic temperatures.
• Review the literature and learn from previous efforts.
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• Use tested commercial solutions whenever possible.
• Avoid feedthroughs and demountable seals at cryogenic temperatures.
• Conduct prototype tests when required.

7 INSTRUMENTATION

Proper instrumentation is critical in cryogenic engineering. Measurements of properties such
as temperature, pressure, flow, and level allow both verification of design and proper operation
of cryogenic systems. It is important to design cryogenic instrumentation from the start as an
integrated system consisting of sensor, wiring, data acquisition, and software. A good estimate
is that a cryogenic measurement system will cost roughly $1000 per measuring point when
all costs are included. There is quite a lot of commercially available equipment for cryogenic
measurements. There are also, however, many subtleties in the selection and installation of
cryogenic sensors that must be observed to achieve a high-quality measurement.22

7.1 Temperature Measurements

The most common measurement in cryogenics is temperature. Here there is a wide range of
commercial devices available. Table 7 lists a number of sensor options along with their appli-
cable temperature range and suitability for use in magnetic and ionizing radiation fields.

Figure 16 shows the dimensionless sensitivity [defined as (T/V)(dV/dT) where T is the
temperature and V is the output voltage] and Fig. 17 shows the relative temperature resolution
of a variety of commercially available temperature sensors.

There are a number of errors that can lead to poor inaccurate temperature measurement
in cryogenic systems. The small size and low heat capacity of sensors at cryogenic tempera-
tures can lead to self-heating of the sensors by their excitation current. This can be avoided by
always following the manufacturer’s recommendations regarding sensor installation and exci-
tation. Another significant problem, particularly for sensors mounted inside vacuum spaces and
attached to cold surfaces, is the impact of heat leak down the sensor leads. Unless properly heat
sunk, heat transmitted by the sensor leads can dominate the temperature of the sensor, leading
to false readings. Figure 18 shows the minimum amount of length of heat sinking required
for wires of various cross-sectional areas and materials to bring the sensor within 1 mK of the
actual temperature. The value of using small-diameter and low-thermal-conductivity leads is
clear.

Table 7 Cryogenic Temperature Sensor Options

Sensor Type

Applicable
Temperature
Range

Suitability
for use in
Magnetic Fields

Suitability
for use in
Ionizing radiation

Silicon diode 300 to ∼1 K Poor Poor
Platinum resistor 300 to ∼30 K Poor Good
Germainium resistor 100 to <1 K Poor Poor
Carbon glass Resistor 300 to ∼1 K (best

Below 100 K)
Fair Good

Ruthenium oxide 40 to <1 K Good Good
Cernox 300 to <1 K Good Good
Thermocouple 300 to –2 K Good TBD
Cryogenic linear

temperature sensors
300 to –4K TBD Good



562 Cryogenic Engineering

0.01

1 10 100

temperature (K)

d
im

e
n

s
io

n
le

s
s
 s

e
n

s
it
iv

it
y
. 

IS
I

500

0.1

1

10

CGR

GR

thermistor

CS-501

CX-1050

Rh-Fe

Si
diode

KP vs. Au-Fe

Pt

Pt
CLTS

RO

Si diode

GaAlAs
diode

15

Figure 16 Dimensionless sensitivity of cryogenic temperature sensors.21

7.2 Pressure Measurements

Pressure measurements in cryogenic systems are typically carried out by room temperature
pressure transducers connected to the cryogenic system by small capillary tubes. This approach
permits the use of a wide range of pressure transducer types and allows for replacement of
sensors without warming up the system. The disadvantage is that the time response of the pres-
sure measurement is degraded by the presence of the capillary tubes. In the case of high-speed
pressure measurements, such as those required in certain research applications, cryogenic pres-
sure transducers will be required. There are a limited number of such devices commercially
available.15

7.3 Flow Measurements

Flow measurements in cryogenic systems can be accomplished using typical techniques,
including Venturi, orifice plate, turbine, fluidic, and Coriolis flowmeters. In all cases, the
flowmeters must be calibrated to operate with the cryogenic fluids and must be constructed
of materials suitable for use at cryogenic temperatures. Another concern in the measurement
of flows at cryogenic temperatures is the creation of two-phase flow in reduced pressure
locations, such as the throat of Venturi meters. Since many cryogenic systems operate near
the saturation temperature, this is a possibility, and the resulting two-phase flow will affect
the flow measurement. In many situations, such as refrigeration systems, it may be possible to
measure the flows at room temperature, which simplifies the measurement.
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Heat-sinking length, L2 (mm) for wire sizes

0.21 mm2 0.032 mm2 0.013 mm2 0.005 mm2

Material T1 [K] Ts [K] (24 AWG) (32 AWG) (36 AWG) (40 AWG)

Copper 300 80 160 57 33 19
300 4 688 233 138 80

Phosphor-
Bronze

300 80 32 11 6 4

300 4 38 13 7 4

Manganin 300 80 21 4 4 2
300 4 20 7 4 2

304 ss 300 80 17 6 3 2
300 4 14 5 3 2

Figure 18 Required heat sinking lengths for wire to achieve a measurement within 1 mK of the actual
value.21 Note: Values are calculated assuming wires are in a vaccum environment, and the thermal conduc-
tivity of the adhesive is give by the fit to the thermal conductivity of GE 7031 varnish.
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7.4 Level Measurements

The measurement of fluid level is frequently important in the control of cryogenic systems.
Again, many standard techniques may apply, assuming proper calibration and materials. In
helium systems, the use of superconducting level indicators is very common and commercial
devices for this exist. Level indicators based on HTS superconductors have also been developed
for liquid nitrogen systems. Superconducting level indicators, while accurate and simple to use,
may fail and should be installed in such a way as to allow replacement without warming up the
entire cryogenic systems. Where this is not possible, the installation of redundant sensors is
recommended.

7.5 Thermoacoustic Oscillations

Cryogenic instrumentation systems frequently use tubes that are closed off at room temperature
and extend to cryogenic temperatures containing a cryogenic fluid. Examples include pressure
taps for room temperature pressure transducers or tubes containing wires and a cryogenic fluid
extending up to a room temperature connector. Such scenarios also exist elsewhere in cryogenic
systems, and this sort of installation can be susceptible to thermoacoustic oscillations (TAOs).
These oscillations result from the temperature gradient in the tube setting up standing-pressure
waves. These oscillations can cause very high pressure spikes as well as cause significant heat-
ing at the cryogenic end of the tube. TAOs should always be avoided. Design guidelines for
avoiding these oscillations have been experimentally determined by Gu23 for the case of a lin-
ear temperature gradient in the tube. Figure 19 shows the regions of stability determined. Here
the parameters are

α = TH∕TC (7)

ξ = LH∕LC (8)

where the division between length LH and LC is the point in the tube, T = (TH + TC)∕2.
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Figure 19 Stability maps for thermal acoustic oscillations in liquid helium systems.22
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These results are for a 1-m-long tube; to use them with other lengths, use the adjusted tube
radius defined as the actual radius divided by the square root of the actual tube length.

Physically, the stability regions on the left-hand sides of the plots in Fig. 19 are caused by
viscous damping while the stability regions on the right-hand side of the plots are caused by
inertial damping.

7.6 Summary

A great deal of information on measurements in cryogenic systems has been developed. Ref-
erences 22 and 24 are detailed sources of information. Reference 15 is a good source for
commercial suppliers of cryogenic instrumentation.

Some general guidelines for cryogenic instrumentation are:

• Do not use more accuracy and precision than required.
• Use commercially produced sensors whenever possible—there are a lot available.
• When possible, mount sensors outside cryostats at 300 K (e.g., pressure transducers,

flowmeters).
• For critical devices inside of cryostats, install redundant sensors whenever feasible.
• Be sure to consider how to recalibrate sensors.
• If at all possible, avoid cold instrumentation feedthroughs. These are electrical connec-

tors that have vacuum on one side and cryogenic fluids on the other.
• Once R&D is done, minimize the number of sensors in series production of cryostats.

8 AIR SEPARATION

*Courtesy Leonard A. Wenzel, Lehigh University.

Among the products from air separation, nitrogen, oxygen, and argon are primary and are each
major items of commerce. In 1994 nitrogen was second to sulfuric acid in production volume
of industrial inorganic chemicals, with 932 billion standard cubic feet produced. Oxygen was
third at 600 billion standard cubic feet produced. These materials are so widely used that their
demand reflects the general trend in national industrial activity. Demand generally increases by
3–5% per year. Nitrogen is widely used for inert atmosphere generation in the metals, electron-
ics and semiconductor, and chemical industries and as a source of deep refrigeration, especially
for food freezing and transportation. Oxygen is used in the steel industry for blast furnace air
enrichment, for welding and scarfing, and for alloying operation. It is also used in the chemical
industry in oxidation steps, for wastewater treatment, for welding and cutting, and for breathing.
Argon, mainly used in welding, in stainless steel making, and in the production of specialized
inert atmospheres, has a demand of only about 2% of that of oxygen. However, this represents
about 25% of the value of oxygen shipments, and the argon demand is growing faster than that
of oxygen or nitrogen.

Since all of the industrial gases are expensive to ship long distances, the industry was
developed by locating a large number of plants close to markets and sized to meet nearby
market demand. Maximum oxygen plant size has now grown into the 3000-ton/day range, but
these plants are also located close to the consumer with the product delivered by pipe line. Use
contracts are often long-term take-or-pay rental arrangements.

Air is a mixture of about the composition shown in Table 8. In an air separation plant
O2 is typically removed and distilled from liquefied air. N2 may also be recovered. In large
plants argon may be recovered in a supplemental distillation operation. In such a plant the
minor constituents (H2–Xe) would have to be removed in bleed streams, but they are rarely
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Table 8 Approximate Composition of
Dry-Air Component Composition (mol %)

Component Composition (mol %)

N2 78.03
O2 20.99
Ar 0.93
CO2 0.03
H2 0.01
Ne 0.0015
He 0.0005
Kr 0.00011
Xe 0.000008

Figure 20 Flow sheet of a merchant oxygen plant. Courtesy of Air Products & Chemicals.

collected. When this is done, the Ne, Kr, and Xe are usually adsorbed onto activated carbon at
low temperature and separated by laboratory distillation.

Figure 20 is a simplified flow sheet of a typical small merchant oxygen plant meeting
a variety of O2 needs. Argon is not separated, and no use is made of the effluent N2. Inlet
air is filtered and compressed in the first of four compression stages. It is then sent to an air
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purifier where the CO2 is removed by reaction with a recycling NaOH solution in a counter-
current packed tower. Usually the caustic solution inventory is changed daily. The CO2-free
gas is returned to the compressor for the final three stages after each of which the gas is cooled
and water is separated from it. The compressed gas then goes to an adsorbent drier where the
remaining water is removed onto silica gel or alumina. Driers are usually switched each shift
and regenerated by using a slip stream of dry, hot N2 and cooled to operating temperature with
unheated N2 flow.

The compressed, purified air is then cooled in the main exchanger (here a coiled tube
type, but more usually of the plate-fin type) by transferring heat to both the returning N2 and
O2. The process is basically a variation of that invented by Georges Claude where part of the
high-pressure stream is withdrawn to the expansion engine (or turbine). The remainder of the
air is further cooled in the main exchanger and expanded through a valve.

The combined air stream, nearly saturated or partly liquefied, enters the bottom of the
high-pressure column. This distillation column condenses nearly pure N2 at its top using boiling
O2 in the low-pressure column as the heat sink. If the low-pressure column operates at about
140 kN/m2 (20 psia), the high-pressure column must operate at about 690 kN/m2 (100 psia). The
bottom product, called crude O2, is about 65 mol % N2. The top product from the high-pressure
column, nearly pure N2, is used as N2 reflux in the low-pressure column.

The crude O2 is fed to an activated carbon bed where hydrocarbons are removed, is
expanded to low-pressure column pressure, goes through a subcooler in which it supplies
refrigeration to the liquid O2 product, and is fed to the low-pressure column. The hydrocarbons
removed in the adsorber may come in as impurities in the feed or may be generated by decom-
position of the compressor oil. If they are not fully removed, they are likely to precipitate in
the liquid O2 at the bottom of the low-pressure column. They accumulate there and can form
an explosive mixture with oxygen whenever the plant is warmed up. Acetylene is especially
dangerous in this regard because it is so little soluble in liquid oxygen.

The separation of O2 and N2 is completed in the low-pressure column. In the column,
argon accumulates below the crude O2 feed and may be withdrawn at about 10 mol % for
further distillation. If it is not so removed, it leaves as impurity in the N2 product. Light con-
taminants (H2 and He) must be removed periodically from the top of the condenser/reboiler.
Heavy contaminants are likely to leave as part of the O2 product.

This plant produces O2 in three forms: liquid, high-pressure O2 for cylinder filling,
and lower pressure O2 gas for pipe line distribution. The liquid O2 goes directly from the
low-pressure column to the storage tank. The rest of the liquid O2 product is pumped to high
pressure in a plunger pump after it is subcooled so as to avoid cavitation. This high-pressure
liquid is vaporized and heated to ambient in the main heat exchanger. An alternate approach
would be to warm the O2 to ambient at high-pressure column pressure and then compress it
as a gas. Cylinder pressure is usually too great for a plate-and-fin exchanger, so if the option
shown in this flow sheet is used, the main exchanger must be of the coiled tube sort.

The nitrogen product, after supplying some refrigeration to the N2 reflux, is warmed to
ambient in the shell of the main exchanger. Here the N2 product is shown as being vented
to the atmosphere. However, some of it would be required to regenerate the adsorbers and to
pressurize the cold box in which the distillation columns, condenser/reboiler, main exchanger,
hydrocarbon adsorber, subcoolers, throttling valves, and liquid end of the liquid oxygen pump
are probably contained.

This process is self-cooling. At startup refrigeration needed to cool the unit to operating
temperatures is supplied by the expansion engine and the three throttling valves. During that
time the unit is probably run at maximum pressure. During routine operation that pressure may
be reduced. The lower the liquid O2 demand, the less refrigeration is required and the lower
the operating pressure may be.
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9 SAFETY

Cryogenics presents some special safety issues. Most of these issues can be traced to either the
unique properties of cryogenic fluids or to the behavior of materials at cryogenic temperatures.
A frequent factor in accidents involving cryogenics is the use of inappropriate materials at these
temperatures. References 25–27 are good general references on cryogenic safety. National lab-
oratories in the United States have developed in-house policies on cryogenic safety. These are
well thought out, vetted, and generally publically available. A good example of these is the
chapter on cryogenic safety in the ES&H manual of the SLAC National Accelerator Lab-
oratory.28 Proper handling techniques for cryogenic fluids, including the use of appropriate
personal protective equipment, are provided in the references above.

Overpressurization is a significant hazard in cryogenic systems. There is a very large vol-
ume ratio (typically 600–1300) between a cryogenic liquid at its normal boiling point and the
resulting gas at standard temperature and pressure (STP). See Table 9. Thus, very large amounts
of gas are evolved when cryogenic liquids warm up, which, unless properly released, will result
in very high pressures and possible equipment failure, injury, and death. All cryogenic systems
must have appropriately designed and reviewed pressure relief systems. Redundant systems
are advisable and generally required, depending on local codes and policies. Under no circum-
stances should pressure reliefs be bypassed without proper review and approval. Cryogenic
systems may leak and thus spaces such as insulation vacuum spaces that normally would not
be expected to contain cryogenic liquids should also have appropriate pressure reliefs. Cryo-
genic fluids should only be transported or stored in containers specifically designed for that
purpose.

Oxygen deficiency hazards (ODHs) stem from the inert nature of most cryogenic fluids
and the large volume expansion between cryogenic liquids and their gases at STP. The ODH
occurs when a gas such as nitrogen, helium, or argon displaces sufficient oxygen from an area
to make it unable to support life. This is a very serious hazard and has resulted in fatalities
over the years. Table 10 lists the symptoms of oxygen deficiency as a function of oxygen con-
centration. The Occupational Safety and Health Administration (OSHA) defines any oxygen
concentration lower than 19.5% as oxygen deficient. A particularly dangerous aspect of ODH
is that at sufficiently low oxygen concentrations the first symptom is unconsciousness, followed
rapidly by coma and death; see Fig. 21. In small enough enclosures this can occur even with
small amounts of cryogenic liquids. Owing to the severity of these hazards, any use of cryo-
genic fluid, no matter how small, must be analyzed for oxygen deficiency hazards. Some type
of formal risk analysis must be carried out. Such an analysis generally looks at accident scenar-
ios and then calculates the resulting oxygen concentration. An example of such a methodology
is given in Ref. 28. Once the level of risk is understood, mitigations such as training, oxygen
monitoring, alarms, and enhanced ventilation can be put into place.

Table 9 Volume Changes for
Cryogenic Fluids from Normal
Boiling Point to 300 K and 1 Bar

Substance Vgas/Vliquid

Helium 701
Parahydrogen 788
Neon 1341
Nitrogen 646
Argon 779
CO2 762
Oxygen 797
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Table 10 Effects of Oxygen Deficiency28

Volume of Oxygen
(at sea level) Effect

17 Night vision reduced
Increased breathing volume
Accelerated heartbeat

16 Dizziness
Reaction time for novel tasks doubled

15 Impaired attention
Impaired judgment
Impaired coordination
Intermittent breathing
Rapid fatigue
Loss of muscle control

12 Very faulty judgment
Very poor muscular coordination
Loss of consciousness
Permanent brain damage

10 Inability to move
Nausea
Vomiting

6 Spasmodic breathing
Convulsive movements
Death in 5–8 min
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Figure 21 Approximate time of useful consciousness for a seated subject at sea level vs. % O2.28 Adapted
from Compressed Gas Association, Safe Handling of Cryogenic Liquids, CGA P-12, 2009.
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Systems using LNG and oxygen hydrogen have additional hazards associated with
flammability. Care must be taken to avoid both the mixing of flammable cryogens such
as LNG or hydrogen with air or oxygen and the mixing of oxygen with other fuels. Many
materials react with pure oxygen. Thus special attention must be paid in the selection of any
materials that may be in contact with oxygen and in the cleaning of oxygen systems prior
to use. The safe use and design of oxygen systems is a very detailed topic and Refs. 27, 29,
and 30 should be consulted for further information. Additionally, if air condenses onto liquid
nitrogen cooled surfaces, the resulting liquid will be oxygen rich (due to oxygen’s higher
boiling point). This condensate must be kept away from potential fuels and ignition sources.
A better practice is to insulate cryogenic lines so that air will not condense on them.

10 HELIUM II

Sometimes known as superfluid helium, He II is the second liquid phase of the 4He isotope.
This second phase, hence the II, is formed when the temperature of the liquid helium is reduced
below 2.17 K. The phase transition between He I and He II does not require latent heat and
occurs instantaneously once the temperature of the liquid is reduced below 2.17 K. At the transi-
tion point, there is a sudden change in the specific heat whose plot versus temperature resembles
the Greek letter 𝜆. Thus, 2.17 K is known as the lambda point (T𝜆 ) and the line separating the
two liquid phases of helium is called the lambda line. Figure 3 is a phase diagram of helium
showing the two liquid phases.

He II has significant technical applications due to both its lower temperature [which can
result in higher performance superconducting magnets and lower wall losses in superconduct-
ing radio frequency (SRF) cavities] and its unique heat transfer and fluid properties. The lower
temperature of He II is also valuable in infrared astronomy systems that study the 3 K back-
ground of the universe. He II cooling is a significant part of the Large Hadron Collider31 and
of many SRF-based accelerators.32–14

He II is formed due to the partial condensation of some of the atoms into the quantum
ground state.4 The liquid is a macroscopic example of a quantum fluid and has been heavily
studied by scientists interested in fundamental aspects of quantum mechanics, phase transitions,
and turbulence. The properties of He II useful for engineering applications can be explained by
the two-fluid model. The two-fluid model is divided into two interpenetrating fluids: the super-
fluid component representing the fraction of the fluid in the ground state and the normal fluid
component representing the fraction of the fluid in the excited states. The superfluid component
is taken to have zero viscosity and zero entropy while the normal fluid component has finite
entropy and viscosity. The interplay between these components explains many of the properties
of He II. Figure 22 shows the density fraction of the superfluid and normal fluid components
as a function of temperature. Note that the fluid approaches 100% normal fluid component at
T𝜆 and 100 % superfluid component at 0 K.

Heat transfer within He II is driven by a unique mechanism known as internal convection,
which can be described by the two-fluid model. In internal convection, the normal fluid compo-
nent carries heat away from the heated surface to the cold sink. Simultaneously, the superfluid
component flows from the cold sink to the heated surface, where it absorbs heat, is converted
back to the normal fluid component, and flows back to the cold sink. This mechanism, illus-
trated in Fig. 23, can be extremely efficient, in some cases more than 1000 times more efficient
than conduction through copper. Two things should be noted about internal convection. First, it
is not conduction or convection; it is a mechanism unique to He II. Second, there is no net mass
transfer occurring in this mechanism. A flowmeter put into the fluid in Fig. 23 would show
zero flow.
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Figure 22 Density fractions of superfluid and normal fluid components in He II. Source: Reprinted from
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Figure 23 Schematic of internal convection flow in He II.

Heat transfer via internal convection occurs in two regimes. In the laminar regime, the heat
transferred is given by

q =
(psd2)
𝛽𝜂n

dT
dx

where 𝜌 is the density of the helium, s is the entropy, 𝛽𝜂n is the viscosity, d is the diameter of
the cooling channel, and 𝛽 is a geometric factor

In the mutual friction regime, the superfluid component and normal fluid component inter-
act with each other and the heat transferred is given by

q =
[
f −1 (P, T) dT

dx

]1∕3

where f-1(P,T) is the heat conductivity function shown in Fig. 24.
The dividing line between these regimes is the velocity of the superfluid component, vs; if

it is above a critical value, then the heat transfer is in the mutual friction regime. This critical
value is approximately d1/4 in cgs units, where d is the size of the cooling channel. This means
that for most large-scale systems the heat transfer is usually in the mutual friction regime. These
heat transfer rates, while high, do have limits. The physical limit is that the temperature at the
heated surface cannot exceed T𝜆. In the case of subcooled He II this limit, known as the peak
heat flux (q*), can easily be calculated by

q∗L
1∕3 =

(

∫

T
𝜆

Tb

f−1 (T) dt

)1∕3

(11)
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Figure 24 Heat conductivity function of He II. Source: Reprinted from Ref. 4 with permission from
Springer Science +Business Media B.V.

At 1.9 K and 1 bar, q*L1/3 ∼ 15 kW/m5/3. In the case of saturated He II, the limit
depends upon the height of the helium above the heated surface. This effect is described
in Ref. 4.

Heat transfer from a heated surface into He II is also different than that typically seen in
cryogenic systems. The surface heat transfer into He II is dominated by Kapitza conductance,
which describes the problem of moving heat from a solid into a fluid at a fundamental level.
This effect is dependent on the surface material, the surface finish, and the temperature, among
other parameters. Interestingly, it is not dependent on the flow of the He II. There are no good
fundamental predictive theories for Kapitza conductance so an empirical approach is taken.
For a surface heat flux (q) of less than 1 kW/m2 the heat transfer as a function of the surface
temperature difference (ΔTS) is given by

q = hkΔTs (12)

Above roughly 1 kW/m2 the surface heat transfer is given by

q = a(Tm
s − Tm

b ) (13)

where hk, a, and m are all empirical parameters (typically m∼ 3) depending on material, surface
finish, and temperature. Figure 25 shows some data for hk.

35 Other data are available in the
literature.

The nature of He II leads to unique fluid mechanics in certain specific conditions such as
film flow and flow through porous media. However, in most engineering applications such
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as determining pressure drops, sizing of valves and pumps, and flow metering techniques,
He II obeys the same rules as classical fluids4, 36 as long as the appropriate physical properties
(density, viscosity, etc.) of the He II are used. Pumps in He II do tend to cavitate more readily
than in He I and hot-wire anomometry will not work as a flow metering technique due to the
lack of dependence of the Kapitza conductance on the He II flow.

The He II refrigeration systems produce He II by precooling a supercritical ∼ 4.5 K helium
flow to near the lambda point and then expanding it down to the He II subatmospheric pres-
sure via a JT valve. Vapor is pumped off the saturated He II bath to maintain its operating
temperature. This vapor provides the precooling of the incoming 4.5 K flow. In large systems,
this pumping is carried out via cold compressors34 or by a combination of cold and warm
compressors.31 Figure 26 shows this process.

Much more information exists on He II and its applications. Reference 4 is an excellent
survey of this topic.
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11 SUB-KELVIN COOLING

Specialized cooling techniques are required for cooling systems below 1 K. Above ∼1.2 K,
temperatures can be reached by reducing the saturation pressure (and thus temperature) of a
boiling bath of liquid helium. This is the technique used in most He II systems. Below 1.2 K,
the vapor pressure of helium is so small that providing cooling in this manner is no longer
effective. A number of more sophisticated techniques exist to reach temperatures well into the
micro-Kelvin range.

The first of these techniques is pumping on the liquid phase of the isotope 3He. This isotope
has a higher vapor pressure at low temperatures than the standard 4He and can be pumped
down to between 200 and 300 mK. The 3He isotope is quite rare and expensive and is always
recycled. Pumping in these systems is frequently accomplished by sorption pumping using
activated charcoal. Typical values for such systems are 400 μW of cooling at 300 mK for a
duration of 6 h.

Another technique, also using 3He, is dilution refrigeration. These systems make use of a
mixture of 3He and 4He and take advantage of three physical effects:

1. Below 0.8 K a 3He–4He mixture will spontaneously separate into a 3He-rich zone on
top of a heavier 4He-rich zone

2. It requires energy to move a 3He atom from the 3He-rich zone to the 4He-rich zone.
This energy reduces the temperature of the 3He–4He mixture and whatever is attached
to it.

3. Below 1 K the vapor pressure of 3He is much higher than that of 4He. Thus, pumping
on the 4He-rich zone will preferentially remove 3He atoms.

These effects allow the construction of a closed-cycle refrigerator that, while complicated
and expensive, can provide continuous cooling down to the tens of milli-Kelvin range. Dilution
refrigerators are produced commercially,15 and typical capacities of them are 200–400 μW at
100 mK. A very good explanation of the dilution refrigeration process, including animation, is
given in Ref. 37.
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A third approach is adiabatic demagnetization refrigeration (ADR). This technique takes
advantage of the fact that the entropy of paramagnetic materials in a magnetic field is lower
than when no field is present. The lower entropy comes from the magnetic regions in the para-
magnetic material being aligned and thus more ordered in the presence of a magnetic field. A
more ordered solid has lower entropy. In effect, the ADR transfers entropy between the ran-
dom thermal vibrations of the paramagnetic material and the alignment of the magnetic regions.
Consider an adiabatic (thermally isolated) sample. When the magnetic field is raised, the mag-
netic regions align and release entropy into the thermal vibrations heating the material. When
the magnetic field is reduced, the regions drop out of alignment and absorb entropy from the
thermal vibrations, cooling the material.

By combining this approach with heat switches that can thermally connect or disconnect
an item to be cooled from the paramagnetic material, a cooling system can be created. ADRs
are, by their nature, cyclic devices. Continuous cooling can be created by using multiple ADRs
in parallel. ADRs can provide microwatt cooling capacity down to milli-Kelvin temperature
levels. ADRs require both the presence of superconducting magnets and only work below about
2 K as higher temperatures result in too much thermal motion in the paramagnetic solid. In space
applications,38 where gravity is absent, ADRs have an advantage over dilution refrigerators that
generally require gravity to establish the stratified 3He–4He mixture.

Cryogenic engineering at sub-Kelvin temperatures poses a number of challenges. In par-
ticular, the heat capacities and available cooling at these temperatures is so small that even
microwatt-scale heat leaks can result in unacceptable temperature rises. Great care must be
taken in the design of thermal insulation and cryostats in this application. Reference 39 is a
good source of information for cryogenics at these temperatures.
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The ability to control indoor environment parameters is vital to our every day lives because
we spend most of our time indoors. The engineering systems that enable the control of envi-
ronmental parameters are called heating, ventilating, and air-conditioning (HVAC) systems.
Air-conditioning and refrigeration systems are considered to be one of the engineering achieve-
ments that transformed our lives in the past century.1 The first applications of HVAC systems
were industrial, primarily for ice production and food preservation in the nineteenth century.
The first installations of air-conditioning systems for building environments dates to the early
twentieth century and includes buildings such as the New York Stock Exchange (1905), the
Central Park theater in Chicago (1917), and the U.S. Senate (1929). Residential air condition-
ing became affordable and popular after World War II. Today, air-conditioning systems are
present everywhere in residential and commercial buildings and in different kinds of vehicles
such as automobiles, space shuttles, and submarines. Based on the U.S. Energy Information
Administration survey, 47% of all U.S. households use air conditioning.2 Furthermore, in com-
mercial buildings, more than half of the yearly energy consumption is for HVAC systems,3

including space heating, cooling, and ventilation. Largely, HVAC systems are major engineer-
ing systems that significantly affect the country’s overall energy consumption and occupants’
well-being through control of indoor air parameters.

577
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1 INDOOR ENVIRONMENT PARAMETERS

The indoor environment parameters that are controlled by HVAC depend on the type of the
building. In general, residential HVAC systems typically control indoor air temperature by
heating in winter and cooling in summer. The humidity control is present in the form of humid-
ification and dehumidification, but not always utilized due to energy costs associated with the
addition or removal of this latent heat. Recently, air cleaners have become cheaper and, as a
result, are installed more widely for their potential to remove dust and other potential allergens.
Overall, the residential HVAC primarily controls the indoor air temperature. For the commer-
cial buildings, HVAC systems are more sophisticated and may control many parameters such
as pressure, temperature, humidity, carbon dioxide levels, and other gaseous or particulate con-
taminant concentrations.

1.1 Moist Air Parameters

HVAC systems supply treated outdoor air to building spaces via an air distribution system.
The outdoor air conditions depend on location, elevation, and time of day. When designing an
HVAC system, engineers use outdoor air parameters for U.S. standard atmosphere.4 The stan-
dard atmosphere contains the following components specified by volume fraction: 78.084%
nitrogen (N2), 20.948% oxygen (O2), 0.934% argon (A), 0.031% carbon dioxide (CO2), and
0.003% other minor gases. These components form a gas mixture called dry air. The atmo-
spheric air, in addition to the dry air, includes water vapor and different gaseous and particulate
contaminants. The standard design of HVAC systems accounts for the atmospheric air as a
binary mixture of dry air and water vapor called moist air. Both of these moist air components
are considered to obey the ideal gas law:
For dry air:

pava = RaT (1)

For water vapor:
pvvv = RvT (2)

where p is the gas partial pressure, v is the specific gas volume, T is the gas absolute temperature,
and R is the specific gas constant [Ra = 287J∕(kg ⋅ K);Rv = 462J∕(kg ⋅ K)].

The ideal gas law proves to be an excellent approximation for the real gas behavior of both
moist air components. The following moist air parameters are commonly used in the design of
HVAC systems: pressure p, dry-bulb temperature TDB, wet-bulb temperature TWB, dew point
temperature Tdp, humidity ratio W, relative humidity 𝜙, enthalpy i, and specific volume v.

The atmospheric pressure is the first consideration when designing an HVAC system. The
standard barometric pressure at sea level is 101.325 kPa, which linearly decreases with the
elevation based on the following equation5

p = 101.325 (1 − 2.25577 × 10−5H)5.2559 (kPa) (3)

where p is the barometric pressure in kilopascals and H is the elevation in meters.
The total barometric pressure is a sum of the partial pressures of the dry air pa and water

vapor pv based on the Gibbs–Dalton law for ideal gases:

p = pa + pv (4)

The standard atmosphere also has defined standard air temperatures for different eleva-
tions, but when designing an HVAC system a more detailed temperature distribution is taken
into account. The design temperature varies with geographic location, and it is tabulated for
most of the U.S., Canada, and other world locations (ASHRAE, Chapter 14).5 In fact, two
different temperatures, dry-bulb temperature and wet-bulb temperature, are specified for each
location. To distinguish these two temperatures, it is necessary to introduce a condition called
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the saturation of moist air. Saturation is a condition of moist air that occurs because the moist
air can only contain a limited amount of water vapor. When saturation occurs, the excess water
vapor condenses on nearby surfaces. By definition, the saturation of moist air is the condition
where moist air may coexist in a neutral equilibrium with its condensed water on a flat surface.

The dry-bulb temperature represents the temperature of the moist air measured by a stan-
dard thermometer, while the wet-bulb temperature represents the temperature of the same
moist air under adiabatic saturation. Adiabatic saturation could be achieved in an adiabatically
insulated enclosure by the evaporation of water at wet-bulb temperature until the moist air is
fully saturated. The wet-bulb temperature was named by the experiment that used a wet cloth
wrapped around a regular thermometer rotated at a specific speed to achieve a condition close
to that of adiabatic saturation. The wet-bulb temperature reflects the moisture content in the air:
the lower the wet-bulb temperature for the same dry-bulb temperature, the lower the content of
moisture. The wet-bulb temperature can only be equal to or lower than the dry-bulb tempera-
ture. Saturation occurs when these two temperatures are the same. The temperature for which
the air is fully saturated is called the adiabatic saturation temperature, or wet-bulb temperature.

Saturation occurs due to the moist air’s limited capacity to contain water vapor. It is pos-
sible to reach a fully saturated condition in the moist air by adding moisture or by decreasing
the dry-bulb temperature under constant pressure. This process is different from adiabatic sat-
uration because the moisture content stays constant. An example could be condensation on a
window in a cold climate during the winter season. By decreasing the temperature of a surface
such as the window, a first droplet of water appears as soon as the surface reaches the dew point
temperature. This process is very useful for the dehumidification of moist air by condensation
in HVAC system cooling coils.

The humidity ratio W represents the ratio of the mass of water vapor mv to the mass of dry
air ma in the moist air binary mixture:

W =
mv

ma
=

pvRa

paRv
= 0.622

pv

pa
= 0.622

pv

p − pv

(kgwater vapor

kgdry air

)
(5)

The relative humidity 𝜙 is the ratio of the water vapor partial pressure pv to the water vapor
partial pressure in a saturated mixture under the same temperature ps:

𝜙 =
pv

ps
× 100 (%) (6)

When compared to the wet-bulb temperature, both the humidity ratio and the relative
humidity more explicitly define the moisture content in the moist air. In principle, the humidity
ratio represents a nondimensional weight of the moisture, while the relative humidity represents
a nondimensional degree of saturation. The humidity ratio ranges from zero or a few grams of
water vapor per kilogram of dry air to 30 or more grams of water vapor per kilogram of dry air.
The relative humidity ranges from zero for completely dry air to 100% for saturated moist air.

The enthalpy i of ideal gas mixtures is equal to the sum of the mixture component
enthalpies. Therefore, the enthalpy of the moist air is a sum of the dry air enthalpy and the
water vapor enthalpy:

i = cp,aT + W(ig + cp,vT) = 1.01 T + W(2501.3 + 1.86 T)
(

kJ
kgdry air

)
(7)

where cp,a is the specific heat of dry air, cp,v is the specific heat of water vapor, and ig is the
enthalpy of saturated water vapor at 0oC.

The specific volume v of the moist air is a ratio of total volume to the mass of dry air,
which also could be defined in terms of temperature and pressure based on the ideal gas law:

v = V
mdry air

=
RaT

pa

(
m3

kgdry air

)
(8)
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The above moist air parameters are expressed in terms of different units per kilogram of
dry air, which is a convention adopted due to the small and volatile mass of the water vapor in
the moist air mixture.

1.2 The Psychrometric Chart

All of the parameters defined in the previous section are put together in a chart called the psy-
chrometric chart. The chart enables quick access to values of different moist air parameters
without requiring the direct use of equations. This graphical approach to solving HVAC engi-
neering problems is very popular in industry. Modern versions of the psychrometric chart are
typically supplied in a software format to enable interactive reading of the parameters. The
chart was more traditionally used in a paper-based version as presented in Fig. 1.5 To simplify
the information presented in the psychrometric chart, Fig. 2 presents psychrometric parame-
ters in six separate charts that are merged to form the chart presented in Fig. 1. The six charts
present the pressure (elevation dependent), temperatures, humidity ratio, relative humidity, and
specific volume.

The most commonly used chart is the sea-level chart for the standard barometric pressure
of 101.325 kPa as shown in Fig. 1. Nevertheless, HVAC design for higher elevations should
use ASHRAE charts for 750, 1500, and 2250 m or give an exact elevation to psychrometric
software. The horizontal axis in the chart represents the dry-bulb temperature and the vertical

Figure 1 ASHRAE psychrometric chart.
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Figure 2 The psychrometric chart lines in separate diagrams.

axis represents the humidity ratio; see Fig. 2. The curved boundary on the left side of the chart
is the saturation line representative of 100% relative humidity. The dry-bulb temperatures are
straight, slightly inclined to the left, and not exactly parallel lines. The humidity ratio lines are
straight, horizontal, and parallel. At the points where humidity ratio lines intersect the saturation
line, a single dew point temperature Tdp can be obtained for all of the moist air states along
that same humidity ratio line. The relative humidity lines are the only curves in the chart and
are evenly spaced. The enthalpy and wet-bulb temperature lines are oblique and straight. It is
important to notice that enthalpy and wet-bulb temperature lines are close to each other but do
not coincide. The enthalpy lines are parallel to each other, while the wet-bulb temperature lines
diverge from each other. Finally, the specific volume lines are oblique and not parallel.

The dry-bulb temperature in the standard psychrometric chart ranges from 0 to 50oC. For
other temperature ranges, ASHRAE5 provides low temperature (−40 to 10oC), high tempera-
ture (10–120oC) and very high temperature (100–200oC) psychrometric charts.

The protractor shown in the upper left corner of the psychrometric chart (Fig. 1) gives two
additional parameters. The inner scale of the protractor represents a sensible heat factor (SHF)
and the outer scale gives a ratio of the enthalpy to humidity ratio change. Both parameters are
important for air handling processes that take place in HVAC systems.

2 AIR-HANDLING PROCESSES

HVAC systems have different component devices to process and supply air to conditioned
spaces. The part of any HVAC system that processes the moist air is called the air-handling
unit (AHU). The psychrometric chart is used to study the energy and/or moisture transport that
occurs in AHU processes.

2.1 Typical HVAC Processes

Several typical processes are present in most HVAC systems, although actual systems might
differ significantly in appearance and arrangement. Depending on the role of an HVAC system,
a certain process might be present or absent. Typical HVAC processes are:

• Sensible heating/cooling
• Cooling and dehumidification
• Heating and humidification
• Adiabatic humidification processes
• Adiabatic mixing of air
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Each of the above processes is performed by an HVAC device and corresponds to a par-
ticular HVAC device, such as heating/cooling coils, humidifiers, or mixing boxes.

The analysis of these different processes uses the first law of thermodynamics and the
conservation of mass principle. The first law is applied under the assumptions of steady-state
processes and a negligible change in kinetic and potential energy, which are valid assumptions
for an HVAC device. The first law for an HVAC device, which is an open thermodynamic
system, becomes

Q̇CV − ẆCV =
∑

out

ṁai −
∑

in

ṁai (9)

where Q̇CV is the heat added to the control volume, ẆCV is the shaft work done by the system
(typically zero), ṁ is the mass flow rate, and i is the enthalpy of the moist air flowing through
the control volume of a device. By convention, heat added to the control volume and work done
by a device is positive.

Sensible heating/cooling occurs in a heat exchanger, which adds or removes heat with-
out adding or removing the moisture content of the airstream. Figure 3 schematically shows
the boundaries of the control volume and the corresponding process line in the psychromet-
ric chart. The airstream changes its condition from state 1 to state 2 by flowing through the
heat exchanger. The process is represented as a horizontal line in the psychrometric chart
(W = const.). The walls of the heat exchanger and the air ducts are assumed to be adiabatically
insulated. The first law for this control volume is

Q̇ = ṁa(i1 − i2) = ṁa(cp,a + Wcp,v)(T1 − T2) = ṁacp,a(T1 − T2) (10)

where Wcp,v is much smaller than cp,a and can be neglected for practical applications.
If the surface temperature of the cooling coil is lower than the dew point temperature of

the moist air, condensation occurs, resulting in a cooling and dehumidification process. This
process is very important and often used to dehumidify air in hot and humid climates. Figure 4
shows the dehumidification process that changes an airstream from state 1 to state 2. This
process also results in water condensation. The first law for the cooling and dehumidification
process is

Q̇ = ṁa(i1 − i2) − ṁa(W1 − W2)iw ≈ ṁa(i1 − i2) (11)

where iw is the enthalpy of the condensate (water) at the exit air temperature T2. The first term
of the equation is much greater than the second one and can be neglected. Based on mass
conservation, the flow rate for the condensate is

ṁw = ṁa(W1 − W2) (12)

The process in the psychrometric chart could be represented by a straight line that connects
the two air states, which is the dashed line in Fig. 4. Another way to represent this process is
to draw a horizontal line to the saturation line and then a curve that follows the saturation line
until point 2. Both sensible and latent heat are exchanged. The sensible heat is proportional to
the change in dry-bulb temperature (ΔT), while the change in latent heat is proportional to the

1 2
Q
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i1

W2
T2
i2

am

1 2
2 1

Δ
i

W1=W2

Figure 3 Sensible heating/cooling in a heating or cooling coil.
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Figure 4 Cooling and dehumidification for hot and humid climates.

change in humidity ratio (ΔW). The total heat exchanged during the process is equal to the sum
of the sensible and latent heat:

Q̇ = Q̇sensible + Q̇latent = ṁa(iA − i2) + ṁa(i1 − iA) = ṁa(i1 − i2) (13)

Based on the definition of the sensible and latent heat portions, a new parameter called the
sensible heat factor (SHF) is introduced as

SHF =
Q̇sensible

Q̇
=

iA − i2

i1 − i2
(14)

SHF defines the slope for the process line (dashed line in Fig. 4). The inner scale of the pro-
tractor in the upper left corner of the psychrometric chart gives SHF values. The line connecting
the center of the protractor and SHF value is parallel to the process line in the chart.

Another typical process is heating and humidification for cold and dry climates. This pro-
cess needs a heating coil and a humidifier as presented in Fig. 5. The heat exchanger heats up
the air sensibly, while the humidifier adds moisture in either vapor or liquid form without heat
exchange with the surroundings. The first law and the conservation of mass equations for this
process are

ṁai1 + Q̇ + ṁwiw = ṁai2 (15)

ṁw = ṁa(W2 − W1) (16)

When the moisture added is liquid at the wet-bulb temperature of the incoming airstream
1, the humidification process coincides with the constant enthalpy line (iA = i2).

Adiabatic humidification of the incoming airstream could be achieved with steam or liquid
at an arbitrary temperature. Figure 6 schematically shows the adiabatic humidification process
without heating process. The outgoing airstream could have different states represented as states
2, 3 or 4 in the example in Fig. 6. The constant enthalpy process 1–2, is achieved with a spray
of water at the wet-bulb temperature (TWB,1). The air state 3 can be reached by adding saturated
steam at the dry-bulb temperature of the incoming air (T1). In general, the leaving air could be

1 2
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Figure 5 Heating and adiabatic humidification for cold and dry climates.
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Figure 6 Adiabatic humidification processes.

humidified and cooled if the water enthalpy is between the enthalpy for TWB,1 and the saturated
liquid at T1, which would result in a process somewhere in between process 1–2 and process
1–3 on the psychrometric chart. Cooling happens when the water droplets fully evaporate by
taking energy from the incoming airstream under the assumption of adiabatic process. The
leaving air could be humidified and heated, such as in process 1–4, if the added steam has
enthalpy greater than the saturated steam at T1. Except for process 1–2 and 1–3, the exact
slope of an arbitrary adiabatic humidification process could be determined from the following
equation, which is derived from Eqs. (15) and (16) (Q̇ = 0):

Δi
ΔW

=
i2 − i1

W2 − W1
= iwater or steam (17)

The value of the ratio Δi∕ΔW can be calculated and used in the protractor to determine
the slope of the humidification process, in the same way as SHF factor was used. This ratio is
plotted on the outer scale of the protractor.

Adiabatic mixing of two moist airstreams is a process often used in AHUs because it
enables major energy savings for HVAC systems. For example, instead of taking the entire
amount of circulated air from outside in a cold winter day, a certain portion can be recirculated
at the room air temperature. A certain percentage of recirculated air intake versus fresh air
intake is recommended based on indoor air quality requirements. A typical recirculation rate
for U.S. commercial buildings is around 80%, which means about 20% fresh air is supplied to
the building for dilution of contaminants and occupants’ breathing. Figure 7 shows an example
of adiabatic mixing for an airstream at state 1 (fresh air) and an airsteam at state 2 (recirculated
air). The resulting mixture is at state 3 on the mixing process line that connects states 1 and 2.
The exact position of the state 3 is proportional to the ratio of the flow rates for the incoming
airstreams.

2.2 A Simple Air-Handling Unit

A simple AHU incorporates all of the above-mentioned processes for climates that require
heating and cooling in different seasons. Nevertheless, individual AHU components may be
active only during certain seasons, such as a humidifier in winter and a cooling coil in summer.
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Figure 7 Adiabatic mixing of two moist airstreams.
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Figure 8 A simple single-zone air-handling system and conditioned space (1, fresh air louver; 2, preheat
coil; 3, mixing box; 4, filter; 5, cooling coil; 6, humidifier; 7, reheat coil; 8, supply fan; 9, conditioned space;
10, return fan; 11, recirculation louver; and 12, exhaust louver).

The simplest AHU would serve a single zone, such as a single space (room), in a building and
would be controlled by a thermostat placed in that zone. This kind of HVAC system is typically
used for computer rooms, small department stores, or other small individual spaces with heat-
ing/cooling loads that are uniform and relatively stable throughout the zone. For nonuniform
loads or larger spaces, multiple units could be installed with or without a duct system. Figure 8
presents an example of the single-zone system. Except for the cooling coil, filter, or supply fan,
all other devices are optional depending on the type of space and purpose of the system. The
separation of the heating coil into preheat and reheat coils has two basic functions. First, the
reheat coil is used in summer for the control of the humidity level in the supply air by subcooling
the air to a desired humidity ratio and then reheating the air to the desired supply temperature.
Second, the preheat coil prevents freezing problems in the mixing box during cold winter days.

3 THERMAL COMFORT

The primary purpose of HVAC systems is to maintain thermal comfort for building occupants.
ANSI/ASHRAE Standard 55-20106defines thermal comfort as the mind state that expresses
satisfaction with thermal environment by a subjective evaluation. Due to the subjectivity of the
thermal comfort, HVAC systems are currently designed to satisfy thermal comfort for 80% or
more of the building occupants.

3.1 First Law Applied to the Human Body

The human body behaves similar to a heat engine, obeying the first law of thermodynamics.
The chemical energy contained in food is converted into thermal energy through the process of
metabolism. This thermal energy is used partially to perform work, while the other part has to
be released to the surroundings to enable the normal functioning of the human body. The first
law of thermodynamics for the human body has the following form:7

M − W = Q̇skin + Q̇respiration = (Csk + Rsk + Esk) + (Cres + Eres) (18)

where M is the rate of metabolic heat production (W∕m2
body surface area), W is the rate of mechani-

cal work, Q̇ represents the different heat losses, C is the convective heat losses, R is the radiative
heat losses, and E is the evaporative heat losses. Fig. 9 schematically presents the energy balance
components for the control volume presented by a dashed line.

The metabolic heat production, losses, and work are measured in W∕m2
body surface area or in

metabolic “met” units (1 met = 58.2 W∕m2). Table 1 gives a couple of examples for metabolic
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Figure 9 The energy balance for human body (M – metabolism).

Table 1 Metabolic Heat Production Rates for Typical Tasks

Activity met W∕m2

Reclining 0.8 46.6
Seated and quite 1.0 58.2
Sedentary activity (office, dwelling, lab, school) 1.2 69.8
Standing, relaxed 1.2 69.8
Light activity, standing (shopping, lab, light industry 1.6 93.1
Medium activity, standing (shop assistant, domestic

work, machine work)
2.0 114.4

High activity (heavy machine work, garage work,
if sustained)

3.0 174.6

heat production rates based on activity levels (ANSI/ASHRAE Standard 55-2010).6 The table
shows that the human body produces a total heat equivalent to one or several lightbulbs, depend-
ing on the activity level.

The main heat transfer mechanisms are convection, radiation, and evaporation; conduction
is negligible due to the small surface area and high insulation of shoe soles. Each of the terms in
Eq. (18) can be calculated.5 The equations for each term are based on the fundamentals of heat
transfer, but also include empirical equations and coefficients. In general, the total heat transfer
from the human body depends on environmental and personal factors.7 The environmental
factors are air temperature (affects C), relative humidity (affects E), air velocity near the human
body (affects C), and surface temperature of the enclosure and surrounding objects (affects R).
The personal factors are activity rate and clothing (body insulation).

3.2 Thermal Comfort Indices

Several thermal comfort indices correlate the perception of thermal comfort with measured
environmental parameters, i.e. dry-bulb temperature, mean radiant temperature, and humidity
levels. The mean radiant temperature (TMR) is a uniform temperature of an imaginary black
enclosure that would exchange the same amount of radiative heat with an occupant as the actual
nonuniform environment. Further, TMR is used to define an operative temperature To, which
includes combined radiative and convective heat transfer in the actual nonuniform environment.
To is approximately equal to the average value of TMR and dry-bulb temperature.
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Figure 10 ASHRAE comfort zone. (After Ref.5.)

A rationally derived index, the operative temperature (To) is used to plot an ASHRAE
comfort zone for winter and summer conditions (see Fig. 10). The “comfort zone” represents
combinations of air temperature and relative humidity that most often produce thermal comfort
for a seated North American adult in typical summer or winter clothing. An assumed level of
dissatisfaction is 10% of all occupants. The vertical slender lines bordering the comfort zone
represent acceptable operative temperatures for different indoor air dry-bulb temperatures and
humidity levels forming two shaded areas, the left one for winter and the right one for sum-
mer outdoor environmental conditions. The upper and lower horizontal lines of the shaded
areas represent the upper and lower boundaries of the comfort zone with acceptable humid-
ity ratios for any set of the outdoor environmental conditions. The ASHRAE comfort zone
can be adjusted for different clothing levels, air velocities, activity levels, and human adapta-
tion. Overall, HVAC systems are designed to produce an indoor air state within the ASHRAE
comfort zone.

4 INDOOR AIR QUALITY

In addition to the primary function of maintaining thermal comfort, HVAC systems have to
maintain good indoor air quality. According to ANSI/ASHRAE Standard 62-2010,8 acceptable
indoor air quality is achieved with air that contains known contaminants at harmful concentra-
tions and the majority of occupants (more than 80%) express satisfaction. Indoor air quality
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(IAQ) plays a significant role in occupants’ well-being, satisfaction, and health, due to the
prolonged time periods spent indoors in a modern society.

4.1 Health Issues and Requirements

Buildings with poor air quality have produced many occupant health complaints/illnesses/
conditions that have been recorded and labeled “sick building syndrome” (SBS). SBS is dis-
comfort/illness caused by indoor air. Symptoms are often comparable to a cold or influenza,
such as headaches, drowsiness, eye irritation, and nose and throat infection. The main differ-
ence between SBS and a cold is that the SBS symptoms last much longer than cold symptoms
and disappear after the occupant leaves the building. Approximately 30% of new or remod-
eled buildings produce health complaints as reported by the Environmental Protection Agency
(EPA). Indoor air contaminant levels can be several magnitudes greater than the outdoor air con-
taminant levels due to the contaminant releases from building materials, occupants, or different
building processes. Table 2 shows a few contaminant sources, permitted levels, and possible
health effects according to EPA standards. Regardless of permitted levels, the actual response
to a contaminant is based on the individual.

As listed in Table 2, indoor contaminants could be particles or gases and vapors. Particles
could be allergens, molds, bacteria, dust, fumes, smoke, or mist and fog. Contaminant gases
could be inorganic or organic. Harmful inorganic gases, such as radon (a radioactive gas), have
the potential to cause lung cancer due to the particle deposition in lungs. Harmful organic
vapors may cause major respiratory irritation and may be perceived as unpleasant odors. In
the worst-case scenario, harmful vapors could be completely odorless. Many paints, waxes,
varnishes, and cleaning products are rich in organic solvents that evaporate even without use.
Table 3 shows human irritation responses to total volatile organic compound (TVOC) mixtures
based on a human subject study in a controlled laboratory environment.9

Table 2 Contaminant Sources, Permitted Levels and Health Effects (EPA)

Contaminants Sources Permitted Levels Health Effects

CO2
CO
SOx
NOx
Ra

Human, combustion
Combustion, ETS
Combustion
Combustion
Soil

1000 ppm
15 ppm
100 μg∕m3

4 picocuries/l

Stuffing
Body chemistry
Irritation, Asthma,
Lung cancer

VOCs
(Formaldehyde)

Combustion, pesticides,
building materials, etc.

0.1 ppm Eyes and mucous
membrane irritation

Particulate Outdoor air, Occupant
activities,
environmental tobacco
smoke (ETS),
furnishings, pets, etc.

Lung diseases, heart
diseases, cancer

Table 3 Human Irritation Responses to TVOC Mixtures

Concentration (mg∕m3) Health Effect Response Exposure Definition

< 0.20 No irritation Comfort
0.20–3.0 Irritation and discomfort Multifactorial exposure range
3.0–25 Exposure effect and headache Discomfort
> 25 Additional neurotoxic effects Toxic
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Table 4 Use of Different Filters for Different Types of Contaminants

Media
Filtration

HEPA
Filters

Activated Carbon
Adsorption

UV Photocatalytic
Oxidation

Odors X X
VOCs X X
BioAerosols X X
Dust X X

4.2 Problem Mitigation

Numerous indoor air quality investigations over the last decade by the National Institute for
Occupational Safety & Health (NIOSH) have found that the primary sources of indoor air
quality problems are:

• Inadequate ventilation 52%
• Contaminant from inside the building 16%
• Contaminant from outside the building 10%
• Microbial contamination 5%
• Contamination from building fabric 4%
• Unknown sources 13%

Appropriate design and maintenance of HVAC systems can eliminate the majority of
indoor air quality problems. ANSI/ASHRAE Standard 62-20108 has a prescriptive ventila-
tion rate procedure that defines adequate ventilation. The standard uses CO2 as an indicator
for human occupancy rates. Typically required fresh air quantities for occupants are 8–10 l/(s
person). An additional amount of fresh air is required based on the building floor area to dilute
other potential indoor contaminants. The total required amount of fresh air combines the occu-
pant and floor required amounts, while the rest of the air may be recirculated to save energy
used by the HVAC system.

To solve IAQ problems, building owners or managers could use one of the following three
strategies: (1) eliminate or modify the contaminant source, (2) dilute the contaminant with
outdoor air and air distribution, or (3) use air cleaning (filtering). Even though these strategies
sound straightforward, they may not be easy to implement. For example, for mold and fungi
prevention, it is important to properly design HVAC systems for humidity control, but it is just
as crucial to have a properly constructed building envelope. Effective use of air distribution
requires proper maintenance and balancing of the building air distribution systems. Finally,
the use of different types of filters and regular replacement of filters can significantly reduce
IAQ problems. Table 4 uses an X to indicate the type of contaminants that certain filters are
capable of removing; typically, two or more types of filters are combined to achieve proper
removal of contaminants.

Recently, in addition to health concerns, HVAC systems have been charged with pro-
tecting buildings and occupants from internal or external releases of chemical, biological,
or radiological contaminants. These new requirements for the removal of extremely harm-
ful, high-concentration contaminants by HVAC systems are expected to transform the current
design procedures.

5 BUILDING THERMAL LOADS

The building thermal loads represent the thermal energy that is removed (cooling loads) or
added (heating loads) to a building in order to keep the occupants thermally comfortable, which
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is the primary function of an HVAC system. Building thermal loads determine the capacity
of the equipment and air distribution ducts used to condition a building. The procedures for
the calculation of cooling and heating thermal loads are slightly different. Nevertheless, both
procedures use concepts of indoor/outdoor design conditions and heat transfer through the mul-
tilayered building envelope assemblies to calculate the building thermal loads.

Indoor design conditions are based on thermal comfort for occupants6 and refer to all of
the moist air parameters within the thermal comfort zone in winter or summer as shown in
Figure 10. These conditions are maintained by a properly sized HVAC system.

Outdoor design conditions refer to the recommended weather data used for the design
of HVAC systems. These data are available from ASHRAE5 and includes the United State,
Canada, and world location data. The recommended data does not reflect the coldest or the
hottest temperatures ever measured for a location because designing for ultimate extremes
would cause the heating or cooling systems to be critically oversized. Instead, ASHRAE
presents HVAC design weather data with statistically determined probability for the “worst”
weather conditions to occur. For example, the heating design conditions are published for 99.6
and 99% probability levels, while the cooling design conditions are published for 0.4, 1.0, and
2.0% probability levels. These probability levels refer to the number of hours during a year
(12 months = 8760 h) when the summer dry-bulb temperature is higher than the published
design value or the winter dry-bulb temperature is lower than the published design value. A
typical HVAC design would use 99% for heating and 1.0% for cooling probability levels.
Therefore, depending on the year, the installed equipment might not have sufficient capacity
to properly heat or cool the building during 88 h in summer and 88 h in winter, which is
acceptable considering the initial costs and operating costs for an HVAC system.

The outdoor design conditions present the dry-bulb temperatures accompanied by other
important coincident weather data. The heating design conditions include the coincident
extreme and mean wind speed used for estimating infiltration airflow rates. Nevertheless, the
outdoor moisture content is not presented because the winter humidity ratio is low and would
not significantly influence the capacity of humidifiers. For the cooling conditions, coincident
mean wet-bulb temperature, dew point temperature, and humidity ratio are used for sizing the
cooling and dehumidification equipment.

Once indoor and outdoor design conditions for a particular building site are selected, heat
transfer through the multilayered building envelope assemblies can be calculated. Heat transfer
through building envelope, comprised of walls, windows, and roofs, includes all three heat
transfer mechanisms: conduction, convection, and radiation. Heat transfer is dynamic due to
the continuous change in weather data as well as the change in building occupancy rates, and
uses of building equipment. Nevertheless, the simplest HVAC system design procedures assume
one-dimensional steady-state heat transfer, a good approximation for practical purposes due to
the complexity of the real building heat transfer phenomena.

Heat transfer calculations for a building wall assembly use the thermal transmittance, U
factor, for envelope assembly components such as windows, walls, floors, or roofs. U factors
are based on thermal resistances, R values, of building components obtained from standard-
ized laboratory experiments that approximate building components as homogenous materials.
Thermal transmittance and resistance values are available in published building material tables
for standard building components5 or directly from the component manufacturers. The overall
thermal transmittance UO of the building envelope is

UO =

∑
UiAi

AO
(19)

where AO is the overall surface area of the envelope, Ui is the thermal transmittance, and Ai
is the surface area of each envelope component. Based on the inverse relationship for thermal
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transmittance and thermal resistance for a building envelope component:

Ui =
1
Ri

Ri = Rin +
∑

Renvelope + Rout (20)

where Rin and Rout are the film resistances for the inner and outer envelope surfaces and Renvelope
is the thermal resistance of the envelope assembly. The film resistances lump together the effects
of thermal radiation and convection at the envelope surfaces, while the component resistance
takes into account the conduction through the envelope. The envelope resistance is available
in tables5 for standard components or could be calculated based on the resistance circuits rep-
resenting the envelope component. The standard thermodynamic calculations for the R-value
circuitry apply to the building components. For example, a side wall would have siding and
sheathing connected in its series (R = Rsiding + Rsheathing), while the wood studs and insulation
would be thermally connected in parallel

(
1∕R = 1∕Rwood studs

+ 1∕Rinsulation

)
.

The simplest thermal load calculations use U factors for envelope assemblies and the
indoor and outdoor design conditions as described above. In general, heating and cooling loads
are calculated differently for residential and nonresidential buildings. The main features of
residential buildings are: 24-h conditioned small internal loads, single zone, small capacity,
dehumidification for cooling only, and thermostats for temperature control.5 All other buildings
are considered nonresidential. The following section discusses the calculations of residential
and nonresidential building heating and cooling loads.

5.1 Heating Loads

The heating load calculation procedure for residential buildings is relatively simple. The two
heating load components are the heat losses through the building envelope and the heat required
for the heating of outdoor air. Building envelope heat losses occur through structural compo-
nents such as the roof, windows, floors, walls, and walls below grade, while the outdoor air
heat losses are introduced by infiltration through cracks around doors and windows, porous
materials, and open doors and windows. The heating load through structural components and
windows is

Q̇ = UA(To − Ti) (21)

where U is the building envelope component transmittance, A is the component surface area,
and TO and Ti are the indoor and outdoor design temperatures.

The heating load through floors and walls below grade is

Q̇ = UA(Tearth − Ti) (22)

where U is the transmittance, A is the area for the walls below grade, Ti is the indoor design
temperature, and Tearth is design temperature for the ground.

The heating load by infiltration is

Q̇ = 𝜌 V̇infiltration(To − Ti) (23)

where 𝜌 is the air density and V̇infiltration is the volume flow rate of the infiltration. The infiltration
flow rate can be estimated simply by assuming a certain flow rate for a building structure.
This method is called the air exchange method and is suitable for experienced designers. Other
methods such as the crack length method and basic LBNL method are also available for more
detailed calculations.5

Nonresidential heating load calculations are similar to the residential building thermal
load calculations because they do not include thermal storage effects or solar radiation heat
gains. However, in nonresidential buildings, designers have to account for the fresh air heat-
ing required for occupant breathing and dilution of contaminants by ANSI/ASHRAE Standard
62-2010.7 In addition, nonresidential buildings should comply with ASHRAE/IES Standard
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90.1-2010.10 This standard has been developed since the 1970s when the first energy cri-
sis sparked energy-conscious building design. This building energy performance standard has
already been adopted by more than a dozen states in the United States., with the idea that within
a decade all of the states will have an energy code in compliance with this standard. The heat-
ing of nonresidential buildings is usually accompanied with the simultaneous requirement for
cooling of the core building zones without external walls or windows.

5.2 Cooling Loads

Cooling loads occur through structural components, through windows, by infiltration, and due
to occupants, appliances, lighting, and other equipment. For cooling load calculations, the ther-
mal storage factor cannot be neglected. In fact, the building structure, whether light, medium, or
heavy, plays a significant role in the building cooling load distribution. The cooling load is the
heat transfer rate at which energy has to be removed from a space in order to maintain indoor
design conditions within thermal comfort. As an opposite, a heat gain is the rate at which the
thermal energy is transferred to or generated within a space. An instantaneous heat gain such
as solar radiation is first absorbed by the building structure and later transferred to the indoor
air by convection, when it becomes the cooling load. For example, the peak cooling load in a
building typically occurs in the afternoon or early evening, which is much later than the time
when the actual heat gain has a peak value, creating a thermal lag. The heavier the building
structure, the longer the thermal lag.

Residential cooling loads account for the heat gain from the structural components, win-
dows, ventilation (fresh air requirement), infiltration, and occupants. The calculation for struc-
tural components uses the cooling load temperature differences (CLTDs). This CLTD is equiv-
alent to the actual indoor/outdoor temperature difference that would result in the same heating
loads. Therefore, the building cooling load based on CLTD is:

Q̇ = UA(CLTD) (24)

where U is the building envelope component transmittance for summer, A is the component
surface area, and CLTD is available in tables for single-family and multifamily residences.5

CLTD depends on the building component type, orientation, outdoor design temperature, and
daily temperature range.

To accurately account for the thermal radiation effects delayed by thermal storage, the
cooling load through windows uses a glass load factor (GLF):

Q̇ = A(GLF) (25)

where GLF is available in tables for single-family and multifamily residences.5 GLF also
accounts for the air-to-air heat conduction and shading.

Another important cooling load is ventilation, which accounts for the air handling of the
fresh air requirements for the building occupants.8 Infiltration in summer tends to be much
lower than infiltration in winter because the wind velocities and the indoor/outdoor temperature
difference are typically much smaller in summer than in winter. The actual infiltration exchange
rate depends on whether the building is tight, medium, or loose, and on the indoor/outdoor
temperature difference. Suggested infiltration flow rates are tabulated.5 Finally, each occupant
gives off a certain amount of heat (approx. 70 W/person) that also needs to be included in the
cooling load. The total cooling load is the sum of all defined sensible loads multiplied by the
latent load multiplier (LF), which is based on the outdoor design humidity ratio and building
air tightness.

In nonresidential buildings, it is important to consider not only the already listed heat gains
but also the effects of multiple zones present in such buildings. An air-handling unit serves
multiple zones in nonresidential buildings in contrast to a residential unit that conditions a
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single zone. The zones are distinguished not only by their heating or cooling requirements but
also by the schedule of these requirements. Therefore, the thermal load analysis for design
of a nonresidential HVAC system should consider the simultaneous effects of different zones,
diversification of heat gains for internal loads such as nonuniform occupancy rates, and other
unique circumstances.5 Specifically, the calculation of nonresidential building thermal loads
require detailed information on building characteristics (materials, size, and shape), configura-
tion (location, orientation, and shading), outdoor design conditions, indoor design conditions,
operating schedules (lighting, occupancy, and equipment), date and time, and additional con-
siderations such as the type of air-conditioning system, fan energy, fan location, duct heat loss
and gain, duct leakage, and the type and position of the air return system. In general, ther-
mal load calculations for nonresidential buildings require use of computer programs no matter
which calculation method is used.

6 COMPUTER PROGRAMS

The use of computer programs in building design is now a common practice. From the perspec-
tive of HVAC systems, building simulation programs can be classified as either building energy
simulation programs or building airflow simulation programs. Building simulation programs
are used for yearly HVAC system energy consumption calculations, while building airflow sim-
ulation programs are used for infiltration, thermal comfort, indoor air quality, and contaminant
distribution calculations. Both simulation technologies enable the design of better buildings.

6.1 Energy Calculation Programs

Computer programs are often employed to perform nonresidential cooling/heating loads or
yearly energy consumption analyses due to the complexity of heat transfer through building
structures and variable weather data. The original manual methods for the calculation of yearly
HVAC system energy consumption, degree day and bin methods, can provide only a general
estimate based on the averaged weather data. Their use is limited to first-order energy con-
sumption estimates. The introduction of computer methods in the early 1960s enabled the
development of several different simulation methodologies and over a dozen energy simulation
programs.

Energy simulation programs use two different methods for the calculation of heat-
ing/cooling loads: the weighting factor method and the energy balance method. The weighting
factor method is older and simpler than the energy balance method. Based on building mate-
rials, weighting factors are precalculated for different building components. The weighting
factors express the convective gains over the total heat gain incoming on a building element in
a time sequence. The data based off of the weighting factor for different elements is used to
calculate the cooling loads. The energy simulation programs DOE-1 and DOE-2 are the most
popular representatives of this simulation technology.

The energy balance method is currently used by the most popular energy simulation pro-
grams such as EnergyPlus and ESP-r. The energy balance method uses a heat balance for each
zone, typically a single space, in a building. Each building zone surface has conductive, convec-
tive, and radiative heat fluxes in balance. All of the energy balance equations are put together
in a matrix to resolve all of the zone fluxes simultaneously. The energy balance equation for
the zone air is

N∑

i=1

q̇i,cAi + Q̇lights + Q̇people + Q̇appliances + Q̇infiltration − Q̇heat_extraction =
ρ V̇roomcp ΔT

Δt
(26)

where
∑N

i=1 q̇i,cAi is the convective heat transfer from enclosure surfaces to room air, N is the
number of enclosure surfaces, Ai is the area of surface i, Q̇lights, Q̇people, Q̇appliances, and Q̇infiltration



594 Indoor Environmental Control

are the cooling loads of lights, people, appliances, and infiltration, respectively, Q̇heat_extraction
is the heat extraction via HVAC device (equal to cooling loads), ρV̇roomcp ΔT∕Δt is the room air
energy change, ρ is the air density, V̇room is the room volume flow rate, cp is the air specific
heat, ΔT is the temperature change of room air, and Δt is the sampling time interval.

The energy balance method results not only in the energy requirement data to heat and
cool a building hour by hour, but also the surface temperature distribution and an average air
temperature needed to evaluate the thermal comfort in a building zone.

6.2 Airflow Simulation Programs

The first generation of airflow simulation programs for buildings used multizone models to
estimate the building infiltration rates for energy simulation programs. Multizone models define
a zone in a building that is connected to other zones by flow paths both among zones and to
the outside environment. In each zone (room), perfect mixing is assumed with uniform density,
temperature, velocities, and species concentration. Mass balance and energy conservation are
applied to each zone:

Mass balance:
dMi
dt

=
n∑

j=1

mij + msource + msin k (27)

Energy conservation:

dQi
dt

=
n∑

j=1

qij + qsource + qsin k (28)

where Mi is the mass in zone i; Qi is the thermal energy in zone i;
∑n

j=1 mij is the sum of mass
transported to zone i from other zones, i ≠ j;

∑n
j=1 qij is the sum of thermal energy transferred

to zone i from other zones, i ≠ j; msource is the mass (rate) generated by the source in zone i;
qsource is the thermal energy generated by the sources in zone i; msin k is the mass removed from
the zone, and qsin k is the thermal energy removed from zone i.

Flow paths (elements) connect zones and allow airflow in one or both directions. The flow
between different zones is usually driven by a pressure and/or temperature difference, so the
wind data and outdoor temperatures can be used to estimate infiltration flow rates.

Multizone models have benefits and drawbacks. A major benefit of multizone models is
that they can quickly calculate the airflow, heat flux, or contaminant transportation between
different zones (rooms) in an entire building. Furthermore, specifying building zones is rela-
tively simple because boundary conditions such as walls, windows, and supply/exhaust do not
require detailed specifications. The simplicity of multizone models, on the other hand, does not
allow them to provide detailed information on the airflow pattern, velocity, temperature, and
concentration distributions in individual rooms (zones). However, more complicated programs
based on computational fluid dynamics (CFD) are capable of predicting all those distributions
with accuracy.

CFD programs numerically solve a set of partial differential equations for the conservation
of mass, momentum (Navier–Stokes equations), energy, and species concentration. There are
three groups of numerical methods for solving the equations: control volume, finite element,
and spectral methods. The control volume method is widely used in CFD for building environ-
ment simulations. This CFD model divides a single room into fine control volumes, order(s)
of magnitude smaller than the building zones. Typically, a control volume would be anywhere
between 1 and 10 cm3. In each control volume, a uniform density, temperature, velocity, and
species concentration is assumed. Also, each control volume has to satisfy mass (in the form of
the continuity equation), momentum, energy, and species conservation. The major difference
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Figure 11 CFD result for CO2 distribution in an office with displacement ventilation (blue, fresh air with CO2 around 350 ppm;
red, room air with CO2 over 1000 ppm).

between the multizone and CFD models is the additional momentum equations used in the
CFD model:

𝜕𝜌Ui
𝜕t

+
𝜕𝜌UiUj

𝜕xj
= − 𝜕P

𝜕xi
+ 𝜕

𝜕xj

[
𝜇eff

(
𝜕Ui
𝜕xj

+
𝜕Uj

𝜕xi

)]
+ 𝜌𝛽(T0 − T)gi (28)

where Uj is the mean velocity component in the xj direction, P is the mean pressure, 𝜇eff is the
effective viscosity, 𝛽 is the thermal expansion coefficient of air, T0 is the temperature of the
reference point, T is the mean temperature, and gi is the gravity acceleration in the i direction.

The major benefit of CFD models is their capability to provide detailed results for
three-dimensional distributions of air velocity, temperature, and species concentration in a
room. Figure 11 shows a distribution of carbon dioxide from two occupants in an office
with displacement ventilation, which has a supply diffuser at the floor level. However, CFD
requires much more computing time and much more detailed boundary conditions compared
to the multizone model. For example, the computing time for a single room would be several
hours with the CFD model but only a few seconds with the multizone model. Furthermore,
the boundary conditions such as walls, supply/exhaust, sources, and sinks must be defined not
only by their properties but also by their detailed locations. As a result, and due to the extensive
computation time, using CFD for practical engineering design is challenging, especially when
an entire building is being analyzed.

6.3 Coupled Simulation Tools

Each of the building simulation programs has a function in improving building environment
design. Due to the rapid increase in computation capacity, a new trend in building simulation
technology is under way. Each building simulation program has advantages and disadvantages,
so coupling of simulation tools is the way to mitigate respective weaknesses and create a new
generation of building environment simulation programs. For example, coupled energy simula-
tions and CFD can provide more accurate predictions of cooling loads for different cooling and
heating systems. Furthermore, coupling of multizone and CFD models has shown how CFD
models can help increase the accuracy of multizone models while the multizone model elimi-
nates the requirement of applying CFD to the entire building.11 Future generations of building
simulation software will integrate all the components: energy, CFD, and multizonal modeling.
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Such a sophisticated tool will allow building HVAC designers to accurately calculate the heat-
ing/cooling load, thermal comfort, indoor air quality, and contaminant concentrations while
exploring different innovative HVAC solutions.

7 EQUIPMENT FOR ENVIRONMENTAL CONTROL

The capacity of the HVAC equipment based on indoor and outdoor design conditions and U
factors for envelope assemblies or load simulation programs gives the HVAC equipment the
capacity to handle the peak design conditions. It is important to notice that besides the per-
formance requirements (removal of contaminants) and capacity requirements (building loads),
an HVAC system also needs to satisfy spatial, initial cost, operating cost, reliability, flexibil-
ity, maintainability, and other special requirements. HVAC systems are typically coupled with
heating/cooling production systems such as boilers for production of hot water or steam and
chillers for production of cold refrigerant. Based on the fluid used to condition building spaces,
an HVAC system can be all-air, air–water, or all-water systems. In the United States, all-air sys-
tems are the most widely used for environmental control. These systems include air-handling,
air distribution, and control systems.

7.1 Air-Handling and Distribution Systems

Air-handling and distribution systems have a capacity calculated based on the design ther-
mal loads. Heaters, coolers, and humidifiers are sized for the air-handling system, while sup-
ply/exhaust diffusers, ducts, and supply/return fans are sized for the air distribution systems.
The air-handling unit calculations use the equations derived from the first law of thermodynam-
ics and conservation of mass as outlined in Section 2 on basic air-handling processes. Once the
air-handling unit is selected, the air distribution system is designed based on the airflow supply
rate required by the air-handling unit. The procedure for diffuser design includes the selection
of supply and return diffuser types, numbers, and locations. The diffuser selection is based on
the diffuser manufacturer catalogs. From each of the diffusers, a duct branch has to be laid out.
The duct and diffuser layout enables calculations of the total pressure drop in the distribution
system based on the equal friction or static regain method. Finally, based on the total pressure
drop, supply/return fans are selected. In this way, HVAC air-handling and distribution systems
are designed for the peak loads.

7.2 Control Systems

The HVAC systems only occasionally operate under peak loads. Most of the time HVAC sys-
tems work under partial or so-called off-design loads. For off-design conditions, an HVAC
system needs a control system to regulate its capacity, otherwise the building spaces would be
too hot in winter or too cold in summer. Based on the first law of thermodynamics and under
uniform indoor design conditions, the regulation could occur by changing the flow rate of the
supply airstream while keeping all the other parameters constant. This system of control by vari-
able air volume (VAV) flow rates is the most widely used system in the United States. Another
way of controlling an all-air system is by modulating the supply air dry-bulb temperature. This
system is called a constant air volume (CAV) control system. CAV offers fine regulation of
indoor air parameters, but it is not often installed due to the high penalties in energy prices.

The essential components of a control system are controlled variable, sensor, controller,
and controlled device. The controlled variable is a characteristic or parameter of HVAC sys-
tems to be regulated. In particular, a “set point” is the desired value, while a “control point” is
the actual value of the regulated parameter. For example, the set point is the temperature set on
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the dial of a thermostat, while the control point is the temperature measured by a thermocouple
in the same zone with the thermostat. The “error” or “offset” is the difference between the
set and control points. The sensor measures the actual value of the controlled variable such
as the thermostat in the above-mentioned example. The controller modifies the action of the
controlled device in response to error, and the controlled device acts to modify controlled vari-
able as directed by the controller. The controller could be a valve controller connected to the
thermocouple and thermostat, while the controlled device could be the steam valve regulating
the flow rate of the steam for space heating.

The control system action control could be a two-position (on–off) control or a modulat-
ing control. The two-position system is commonly installed with HVAC systems due to its low
cost, but it is relatively imprecise. Modulating control systems produce continuously variable
output over a range. This is a finer control system than the two-position system, and is typ-
ically found in large HVAC systems. The modulating control system could be proportional,
proportional plus integral (PI), or proportional plus integral plus derivative (PID). The simplest
control system resulting in the control of only required parameters is typically selected. Overly
complicated systems prove inefficient as they tend to be difficult and expensive to operate and
maintain. Initial cost considerations also play an important role in the selection of a control
system.
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1 INTRODUCTION

Thermal systems include all functional groups of equipment and working fluids that are
designed for the purpose of managing temperature and humidity conditions inside various
spaces or materials. The purpose of the thermal management can be to provide comfort,
to establish and maintain conditions necessary for the functionality of other equipment,
or to utilize the change of thermophysical properties of materials for energy conversion.
Examples reach from thermal management of electronic systems (electronic cooling) over
space conditioning to power generation.

Optimization is the systematic procedure that guides the system designer in her/his choice
of processes and components such that all requirements for the system are balanced in the
best fashion possible. In most applications the designer has to balance several contradicting
demands, such as high efficiency and reliability versus low costs and emissions, etc. In order to
keep the design time and associated costs as low as possible, it is essential to take all require-
ments of the thermal system into account at the earliest possible design stage. Often a great
amount of time and costs can be saved if the design engineer has means to evaluate the approx-
imate costs of a design in the early stages of the development.

The optimization of thermal systems usually includes a mixture of technology decisions
and the optimization of specific properties of selected components. An example is the deci-
sion between tube–fin and microchannel technology for an air–refrigerant heat exchanger in
the air-conditioning system of a commercial building and the subsequent optimization of tube
diameter/channel geometry and fin spacing. The system designer should find the least expen-
sive designs for each technology that provide the required performance, in this example heat
load at minimum fan power consumption. An informed decision can only be reached if the best
options of all feasible technologies are compared. Additionally, other factors have to be consid-
ered: The best microchannel heat exchanger may be more expensive than the best fin-tube heat
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exchanger but may require a smaller fan and thus lead to savings at other system components.
This simple example shows that the optimization of thermal systems requires the evaluation
of entire system performance and costs. The system designer must conduct the component
optimization and selection with the system perspective in mind.

More advanced approximation-assisted optimization techniques are presented at the end
of this chapter to efficiently optimize computationally expensive heat exchanger models. Two
examples are presented for chevron plate heat exchanger segment optimization and the new
generation of air-cooled heat exchanger optimization.

2 OPTIMIZATION TOOLBOX

Optimizing thermal systems requires evaluating, comparing, and modifying large numbers of
design options. The system evaluation usually includes an evaluation on the engineering level,
for instance, efficiency, reliability etc., and an evaluation on the accounting level, such as first
and operating costs. In order to evaluate a large number of design options, it is helpful to employ
a computer simulation tool (or a collection of tools) that is capable of predicting the system
performance and system costs with sufficient accuracy. Section 2.1 describes a formulation of
the simulation of general energy conversion systems.

The system designer must develop a basis of comparison for the various design options.
This can be a single parameter of the system performance or cost but usually is a combination of
many parameters. If the relative importance of the significant parameters is known in advance,
the designer can formulate a weighted penalty function, which assigns a characteristic value to
each design option. If the relative importance is not known a priori, the design task becomes a
multiobjective optimization problem. In this case the optimization procedure should determine
a Pareto-optimum set of solutions (see Section 2.3).

The optimization driver derives new design options based on the comparison of evaluated
options. Section 2.3 illustrates a number of optimization drivers with their advantages and dis-
advantages. The selection of the appropriate driver for the optimization problem is essential for
the success of the design process.

2.1 System Evaluation

In most design optimization problems the designer has to take into consideration
engineering-level parameters of the thermal system as well as accounting-level parameters.
The engineering-level evaluation includes parameters such as system efficiency, reliability,
noise and vibration, emissions, etc. This level of evaluation requires a physics-based simula-
tion of the system, which is sufficiently detailed to reflect the effects of relevant component
variations on the system performance. The accounting-level evaluation requires a cost model
for the system and its components that is sufficiently detailed to reflect the effect of component
variations on the overall costs.

2.2 Engineering-Level System Simulation

Thermal systems can generally be described as networks of components and their interaction
with the environment. System components are connected by junctions, through which they
exchange flow rates as a result of driving forces imposed by the states of the junctions. A large
number of component models typically encountered in thermal systems are presented through-
out this volume of the handbook. The component models should be physics-based descriptions
of the component with a level of detail that allows evaluating the effect of changes of optimiza-
tion parameters on the component and system performance. If, for instance, the heat transfer
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area of a heat exchanger is an optimization parameter, the model of the heat exchanger must
reflect the effect of a change in heat transfer area on the performance (as opposed to using a
constant heat exchanger effectiveness).

An appropriate mathematical description of the system results in a system of residual
equations, which has to be solved numerically. The residuals can be formulated by the dif-
ferences of flow rates (mass flow rates, heat flow rates, etc.) entering and leaving a junction.
Figure 1 illustrates this on the example of a vapor compression system at steady-state condi-
tions. Table 1 lists the residual equations. Flow rates leaving a component are associated with a
negative sign, and flow rate entering a components have a positive sign. Table 2 gives examples
for the forms of the component equations for steady-state conditions.

The residual equations can be passed to an equation solver. A list of solvers is given in the
following section. If the network representation of the system is not very complex, in particular
if there are no splits or mergers of streams, the residual equations can be simplified as illustrated
in Table 3.

Alternative residual and component equations can be formulated, and the choice of the
appropriate formulation can have a significant influence on the convergence of the simulation.
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Figure 1 Network representation of vapor compression system with air fans.
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Table 1 Residual Equations for Vapor Compression System

R1 = ṁout
C + ṁin

Cd R4 = −MSystem +MC +MCd +MEx +ME

R2 = ṁout
Cd + ṁin

Ex R5 = ṁaout
Cf + ṁain

Cd

R3 = ṁout
Ex + ṁin

E R6 = ṁaout
Ef + ṁain

E

R4 = ṁout
E + ṁin

C

Table 2 Examples for Forms of Component Equations at Steady State

|ṁin
C | = |ṁout

C | = ṁC

ṁC , h2 = fC(P1, h1, P2, compressor parameter)

|ṁin
Cd| = |ṁout

Cd | = ṁCd

|ṁain
Cd| = |ṁaout

Cd | = ṁaCd
ṁCd , h3, ṁaCd , ha8 = fCd(P1, h1, P2, Pa7, ha7, Pa8, condenser parameter)

|ṁain
Cf | = |ṁaout

Cf | = ṁaCf

ṁaCf , h7 = fCf (Pa6, ha6, Pa7, condenser fan parameter)
…

Table 3 Simplified Residual Equations for System without Splits
and Mergers

0 = ṁout
C + ṁin

Cd R2 = MSystem +MC +MCd +MEx +ME

0 = ṁout
Cd + ṁin

Ex R3 = ṁaout
Cf + ṁain

Cd

0 = ṁout
Ex + ṁin

E R4 = ṁaout
Ef + ṁain

E

R1 = ṁout
E + ṁin

C

The convergence of numerical equation solvers typically depends on the quality of the
initial guess values. Special care must be given to provide good guess values to the equation
solver. Other sources of divergence are invalid inputs to thermophysical property functions and
invalid inputs to component models. Both instances can occur during the course of the itera-
tion and may cause the termination of the simulation, which might have been successful if the
functions would have handled the instance appropriately. For instance, instead of terminating
the execution of the simulation if a function call attempts to compute the density of a fluid at
negative absolute pressure, the function could return the lower limit of the density and report
a warning to the user. The low density may produce a high value of the residual equation and
may cause the iteration to step into a more appropriate direction. The success of a simulation
can often be greatly enhanced when all functions and subroutines are as robust as possible and
return appropriate outputs for all input values.

Other system parameters, such as reliability or noise and vibration, can be associated with
the system design through specific correlations provided by component manufacturers, though
test data that are accessible to the simulation through databases or other means available to the
system designer.

The general approach illustrated on the example of a vapor compression system can be
applied to all thermal systems by substituting the junction properties, flow rates, and component
models with the appropriate variables and models.
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Equation Solvers
Simultaneous equation solving is frequently an integral part of any mathematical model. The
available equation solvers can be classified based on the types of equations they solve, as
follows:

1. Simultaneous linear equations. These solve problems of the formAX = B, whereA,X,
and B are matrices of order m × n, m, and n, respectively. Many routines are available
for these types of problems, like the LU decomposition, QR decomposition, etc.1

2. Simultaneous nonlinear equations. These methods will be discussed here.

One-dimensional equation solving or problems with one variable and one unknown are
seldom encountered in thermal systems simulation and optimization. This section discusses
gradient-based algorithms for solving multiple simultaneous equations. Other methods for
one-dimensional root finding are available but not discussed here. The reader is referred to
Press et al.1

The general algorithm for a gradient-based nonlinear equation solver can be summarized
as follows:

1. Get an initial guess x0.

2. Get an initial value for Jacobian matrix J. J is the transpose of the matrix of the gradients.

3. xi = x0.

4. Compute new direction and step s.

5. Compute new x and the length 𝛼.
xi+1 = xi + 𝛼si

6. Test convergence.

7. Compute Ji+1.

8. Repeat from step 4.

Several schemes are available for calculating the new direction s, the step length 𝛼, and
the convergence criteria and for computing the Jacobian for subsequent time steps. A summary
of all of these schemes is provided in the following text. This list of equation-solving schemes
is not meant to be complete.

Let

G denote the gradient matrix of f.

H denote the inverse of J, i.e., J−1.

f denote the vector of function values and ||⋅|| denote the Euclidian norm.

yi = fi+1–fi

Other methods based on the second derivatives are also available in the literature.

Cost Estimation
In contrast to the engineering-level system simulation the cost estimation is less challenging
on a mathematical level. The challenge in accurately estimating the cost of a thermal system
arises from the availability and uncertainty of cost data. Cost data vary with the source that
they are obtained from; they vary in time and may even be subject to the negotiation skills of
the system designer. While most companies can accurately predict the cost of in-house manu-
facturing, equipment cost estimates from suppliers are less accurate. Fuel and other operating
costs probably represent the most volatile cost category. Construction and installation costs can
contribute significantly to the total costs depending on size and type of thermal system.
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Table 4 Schemes for Calculation of Iteration Step

Scheme Name Step Calculation Comments

Steepest decent ssd ≡ si = −Gfi Search is in the direction in which f decreases
rapidly.

Newton–Raphson sn ≡ si = −Hifi
𝛼 = 1

The most basic method of all. Very efficient, with
quadratic convergence close to the solution.

Involves the calculation of H at every iteration.

Broyden’s method
(unmodified)

si = −Hifi
𝛼 ∶ ||fi+1|| < ||fi||
Hi+1 = Hi − (Hiyi − si𝛼i)sTi Hi∕sTi Hiyi

The inverse of the Jacobian is required only at the
first step of iterations. In subsequent steps, it is
updated using the strategy shown.

Levenberg
Marquardt method

slm ≡ Obtained by solving
(JTJ + 𝜇I)slm = −Gf
𝜇 is damping parameter, updated at

each step.

Method used for nonlinear least-squares problem
and nonlinear equation solving.

Can be combined with secant updates to avoid
repeated Jacobian calculations.

Powell’s dogleg
method

Alternates between the Newton step and
the steepest descent step. Radius of
trust region updated at every
iteration.2

Based on the concept of trust region.
Can be combined with secant updates to avoid

repeated Jacobian calculations.

Table 5 Different Stopping Criteria Used in Nonlinear Equation Solving

Stopping Criteria Representation Comments

Function residuals || f || <= 𝛆
𝛆 is some tolerance value

Most used criteria

Change in solution in
successive steps

rel(xi)j <= 𝛆
rel(xi)j =

|(xi)j−(xi−1)j|
max{|(xi)j|,typ(xi)j}

(xi)j = jth component of x in the
ith iteration.

Indication that the algorithm has
stalled.

Maximum value of the
components of f

||f ||∞ <= 𝛆

A large number of costs for components in thermal systems are provided in cost-estimating
guides such as Building Construction Cost Data by RS Means,3 Chemical Engineering Vol-
ume 6: Chemical Engineering Design,4 and Thermal Design and Optimization by Bejan et al.5

along with methods for estimating fuel, operating, construction, and installation costs. These
references generally provide component cost data associated with characteristic parameters for
the equipment, such as heat transfer area as a parameter for the costs of the heat exchanger.
Whenever possible it is recommended to obtain cost data directly from the equipment supplier.

Cost data typically present a discontinuous variable in the system simulation since they
often do not scale continuously with equipment size. The optimization procedure can either
interpolate over the discontinuities and round the optimization result to the closest available
equipment size or can treat the cost as a discontinuous function. In this case, it is necessary to
use an optimization driver that is capable of handling discontinuous variables, such as genetic
algorithms.
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Optimization
Driver

Simulation Tool

Figure 2 Engineering optimization process.

2.3 Optimization Drivers

An engineering optimization process in its simplest form can be visualized as show in Fig. 2.
There are two basic components, the optimization driver and the simulation tool. The

optimization driver is a numerical implementation of some optimization algorithm. This opti-
mization driver needs a function that can, with a given set of inputs (the design variables over
which we optimize) provide the output (the objective value that we wish to optimize) and any
other relevant simulation information, such as constraints.

From an implementation point of view, the above approach also demonstrates the power
of component-based computer code development. Here we assume that eventually all of the
optimization algorithms and the system and component models are used in the form of com-
puter code. Ideally, the user would want to have a library of optimization routines or drives,
from which the user can choose an optimization routine or adopt a hybrid approach wherein
the intermediate results of one routine are fed to another more effective routine. Similarly the
user would want to have a library of component models. For example, a shell-and-tube heat
exchanger model, an air-cooled heat exchanger model, a turbine model, a compressor model,
etc. These models can then be put together to assemble a thermal system or can be used indi-
vidually to evaluate component performance. This component-based approach allows the user
to achieve system-level objectives with the freedom of changing the lowest level (individual
component) variables.

The simulation tool is the numerical model of the thermal system or the component, for
example, the model of a vapor compression cycle or the model of an air-cooled heat exchanger.

Choosing an optimization driver
After having a library of optimization routines and the required component models to design
and optimize a system, the next logical question is which optimization routine to choose. This
section elaborates on several criteria that come into play when making such a decision.

Objectives. Objectives are performance measures that the designer wants to optimize. A vapor
compression cycle system coefficient of performance (COP) is an example of an objective.
Another example is the cost of the system. The objective function can be linear or nonliner,
continuous or discontinuous in its domain. The designer can have an analytical expression for
the objective function or use a result of model simulation.

Independent variables. Independent variables are the variables over which the problem is
optimized. These are the variables that are changed/varied during an optimization process to
arrive at an optimal solution. The nature of the independent variables needs to be considered.
They can be discrete or continuous? For example, the tube length of a heat exchanger is a
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continuous variable, whereas the fan model number in an air-handling system is a discrete
variable. Whether an objective function value exists for all possible values of the independent
variables, or not, this needs to be gracefully conveyed to the optimization driver so that it can
proceed in alternate search directions.

Derivative/Gradient Information. The gradient or the derivative information is required to
improve the estimates of a solution in a nonlinear equation solving or an optimization pro-
cess. Gradient computation can be simple if an analytical expression for the gradients is avail-
able. Alternatively, the designer can use a finite-difference technique. Using a finite-difference
technique will involve additional function calls of the objective function, which might not be
feasible when the objective function is computationally expensive.

Number of Objectives. Many real-world problems are multiobjective. Technically, multiob-
jective optimization is very different from single-objective optimization. In single-objective
optimization the driver tries to find a solution that is usually the global minimum or maximum.
In contrast, in a multiobjective optimization problem, there may not exist one solution that is
superior to other solutions with respect to all the objectives, i.e., one solution might be better
with regard to one objective but not with the other and so on. As a result the designer has to
make a tradeoff between such solutions. Many times, in a multiobjective optimization problem,
there exists a set of solutions that is better than the remaining solutions in the design space with
respect to all the objectives, but within this set, the solutions are not better than each other with
respect to all the objectives. Such a set is call the Pareto set or the tradeoff set, and the solutions
are called Pareto solutions, tradeoff solutions, or nondominated solutions.

The case studies discussed in Section 3.1 will provide a practical example of the above
decisions. In conclusion of this section, a relatively new search and optimization technique
termed genetic algorithms is introduced, which is also used in the case studies discussed in
Section 3.1.

Genetic Algorithms
Genetic algorithms (GA), first put forth by John Holland,6 are a part of a broader class of
evolutionary computation methods. Based on the principal of natural evolution, they mimic
on a mathematical level the biological principals of population, generations, inheritance, and
selection of individuals based on the survival of the fittest.

Genetic algorithms maintain a population of candidate solutions. Each of these candidates
is evaluated for their fitness in terms of the corresponding objective function value. Then the
candidates with the best fitness are transformed, based on crossover and mutation, into new can-
didate solutions. Thus a new population is created and normally the fitness of the best individual
increases from generation to generation.

Some of the advantages of genetic algorithms are explained below:

1. They need only one scalar value, which is the fitness or the objective value of the func-
tion that is being optimized. Thus the objective function is a black box object as far as
the GA is concerned.

2. They do not need any gradient, i.e., first derivatives or second derivative information.
This can result in significant computation savings, if the objective function is computa-
tionally expensive.

3. Genetic algorithms maintain a population of candidate solutions, i.e., they simultane-
ously search in multiple directions as opposed to deterministic search methods that
search in one direction at a time.

4. They can handle discrete and continuous variables at the same time.
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Representation and Genetic Operators. In a genetic algorithm (binary coded) a given can-
didate solution known as chromosome is represented as a series of binary digits, viz. 0’s and 1’s.
These chromosomes are manipulated via genetic operators of selection, mutation, and crossover
to form new chromosomes or candidate solutions.

The case studies in Section 3.1 demonstrate the use of genetic optimization algorithms for
multiobjective optimization problems.

3 METHODOLOGY

The optimization of thermal systems requires the repeated evaluation of physics-based system
simulations and cost functions. The number of system evaluations ranges from a few dozen
for single-objective low-dimensional optimization tasks with deterministic algorithms to tens
of thousands of evaluations for multiobjective high-dimensional tasks with nondeterministic
schemes. Especially for optimization tasks with large numbers of system evaluations, it is criti-
cal to reduce the computational time for the system evaluation by implementing fast simulation
methods or by increasing the computer capacity, possibly by parallel computing.

Whenever possible it is recommended to break out separate optimization tasks from the
entire system simulation. This method is especially helpful for complex thermal systems. At
a stage when the major technology decisions for a system are identified and the optimization
focuses on the design of individual component parameters it is often possible to optimize
functional groups of the thermal system under the assumption of constant boundary condition
between the functional group and the rest of the system. In the design of the vapor compression
system from Section 2.1 the optimization task may, for instance, be to find an evaporator–fan
combination that provides a certain cooling capacity at minimum cost. Instead of evaluating
the performance of the entire system for each evaporator–fan combination during the opti-
mization, the designer can optimize the functional group evaporator, fan, and fan motor. By
assuming reasonable values for the evaporator refrigerant inlet pressure and mass flow rate
and minimizing the refrigerant pressure drop and cost of the functional group, the designer
can find a design close to the optimum. The refrigerant inlet pressure and mass flow rate can
be updated repeatedly by evaluating the system performance with the design found in the
previous optimization of the functional group. This method can reduce the number of entire
system evaluations. However, it may result in a higher number of component evaluations of
the functional group, and the designer must base her/his decision for the optimization strategy
on experience and sound judgment.

The following case studies illustrate optimization strategies for various thermal systems.
The case studies are presented as examples to guide the designer in the development of suc-
cessful optimization applications. While the general scheme for most optimization tasks is
identical—find a system with maximum performance and minimum costs—each optimiza-
tion task has its individual particularities that make a generalized approach very challenging.
In the end the design engineer must use his/her sound understanding of the underlying physics,
his/her experience, and creativity.

3.1 Case Studies

Case 1 – Constrained Single-Objective Optimization of an automotive Air-Conditioning
System
The objective of this example is to maximize the efficiency measured as coefficient of perfor-
mance (COP) of the automotive air-conditioning system. The constraint is the cooling capacity
and the overall volume of the heat exchangers. Space is a valuable commodity in automotive
applications, and the space available for the heat exchangers of the air-conditioning system can
usually not be changed once the chassis and engine designs are completed.
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The optimization follows the approach of optimizing functional groups separated from
the rest of the system as laid out in the introduction of Section 3. While the overall goal of the
optimization is maximum efficiency of the system, the heat exchangers are optimized separately
from the rest of the system. Three performance parameters of the heat exchangers affect the
system efficiency: heat load, refrigerant pressure drop, and air-side pressure drop. The heat load
is a constraint determined by the capacity of the system and thus not an optimization objective.
The refrigerant and air-side pressure drops are combined in a fitness function f of the form

f = 𝛼 ΔPRefrigerant + 𝛽 ΔPAir

where 𝛼 and 𝛽 are weight functions, which must be determined by the designer based on expe-
rience or other parameters. The component with the smallest fitness value will perform best in
the air-conditioning system.

The optimization is subject to the constraints of a given heat load and a maximum overall
volume of the heat exchangers. The heat load for the evaporator is given by the required cooling
capacity. The heat load for the condenser is given by the capacity and an estimated energy
efficiency of the system:

Q̇Condenser = Q̇Evaporaotr + ẆCompressor

ẆCompressor = Q̇Evaporaotr∕COP

While the COP of the system depends on the performance of the heat exchangers and is thus not
known a priori, an experienced designer can start with a good guess for the efficiency, perform
the optimization, and update the guess to find a solution closer to the global optimum. For this
case study only the first step of this iteration is shown.

The following geometric parameters are variables in this optimization (microchannel heat
exchangers are used for the condenser and evaporator):

• Fin spacing
• Fin thickness
• Number of tubes per pass
• Number of ports per tube
• Port height

Figure 3 illustrates the geometric parameters of the microchannel heat exchangers. The
heat exchangers are simulated with a detailed, segmented model. The heat exchanger geometry
is coded as a binary string and passed to a genetic algorithm. Figure 4 illustrates the condenser
and evaporator geometry. Figure 5 shows the network representation of the refrigerant cir-
cuit. The starting point for the optimization is the design of commercially available automotive
condensers and evaporators.

Figure 6 shows the pressure drop and fitness value of the evaporator over the generation
number. Note that the goal of the optimization was to minimize the value of the fitness function.

Table 6 lists the geometric parameters of the original system and the result of the opti-
mization. Figure 7 shows the efficiency and capacity of the original and optimized systems
at various temperature conditions and engine speeds. Figure 8 shows the relative performance
improvement of the automotive air-conditioning system due to the optimized heat exchangers.

Case 2 – Constrained Multi-Objective Optimization of a Condensing Unit
This study performs a multi-objective optimization of a fan–coil unit with respect to minimizing
cost and maximizing heat rejection capacity.7

The condensing unit in consideration is a traditional tube–fin heat exchanger. The indi-
vidual components of the condensing unit include tubes, fins, fans, cabinet, etc. There is also a
manufacturing cost associated with these components.
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Figure 3 Geometric parameters of microchannel heat exchanger optimization.

Refrigerant
Condenser Pass 1

Pass 2

Pass 3

Pass 4

Condenser Pass 5
Receiver 

Condenser

Air
Air

Evaporator

Refrigerant

Evaporator 1 Evaporator 4

Evaporator 2 Evaporator 3

Figure 4 Condenser and evaporator geometry.

Receiver

TXV

Evaporator 1 Evaporator 2 Evaporator 3 Evaporator 4

Compressor

Sub-Cooler
Condenser

Outdoor Air
Outdoor Air

Indoor Air Indoor Air

Receiver

TXV

Evaporator 1 Evaporator 2 Evaporator 3 Evaporator 4

Compressor

Sub-Cooler
Condenser

Outdoor Air
Outdoor Air

Indoor Air Indoo Air

Figure 5 Network representation of automotive refrigerant circuit.
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Figure 6 Performance of evaporator over generation number.

Table 6 Geometric Properties of Original and Optimized Heat Exchangers

Fin
Spacing (mm)

Fin
Thickness (mm)

Port
Height (mm)

No. of Tubes
per Pass

No. of Ports
per Tube

Original condenser 1.05 0.15 1 18/8/7/4/4 1
Optimized condenser 0.82 0.11 2.48 7/11/5/3/3 4
Original evaporator 0.81 0.15 2.9 9 2
Optimized evaporator 1.31 0.104 2.2 8 4

The independent variables are:

Tube Diameter (OD). Off-the-shelf four different tube sizes are available and being used
in this study. The tube diameter sizes are not continuous; as a result there are four
discrete choices.

Fin Spacing (FPI). Expressed in terms of fins per inch. The study uses 11 different values
ranging from 6 to 16 fins per inch.

Tube Length. Tubes are cut from a coil of tubes; as a result any tube length is possible.
This is a continuous variable. From a heat exchanger point of view, the heat rejection
capacity increases as the tube length, but so does the cost.

Fan Models (Fan ID). For the particular coil, 20 different fan models are available, along
with the required performance data such as static pressure drop, noise, power con-
sumption, frame width, etc.

Number of Fans (NFan). The baseline coil length is fairly long, and hence multiple fans
are required to drive the airflow across the coil.

Number of Parallel Circuits. The coil comprises of several parallel refrigerant circuits,
with each circuit having a fixed number of tubes. The number of parallel circuits
affects the coil height.
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Figure 8 Relative performance improvement of optimized systems.

Table 7 Binary Representation of a Condensing Unit in a Genetic Algorithm

Nt OD Fan ID FPI NFan Tube Length

1 0 0 1 0 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0

The constraints in this problem include manufacturing as well as performance-based
constraints.

Constraint 1. The total combined width of the fans should be less than the specified cab-
inet width, so that the fans can fit into the cabinet.

Constraint 2. The fan chosen should be able to provide the required static pressure head
for the coil, i.e., the fan pressure head should be equal to the air pressure drop through
the coil.

Constraint 3. The coil height must be less than a specified maximum height.

Constraint 4. The refrigerant side pressure drop must be within acceptable lower and
upper limits.

For this problem a multiobjective genetic algorithm is used. Table 7 shows the represen-
tation of a single condensing unit as seen by the genetic algorithm.

As seen from the independent variables and the constraints, the problem has two objectives,
four constrains, one continuous variable, and four discrete variables. This is an example of con-
strained multiobjective optimization with mixed variables. A multiobjective genetic algorithm
is used for this problem.

In Fig. 9, the inputs are generated by the optimization algorithms and are supplied to the
condenser model. The condenser model is a very detailed simulation based on a segmented
approach. After the condenser model is executed, the outputs are transferred to the multiob-
jective genetic algorithm (MOGA). The condenser model is coupled with the optimization
algorithm, wherein the model is evaluated repeatedly with different input-variables until the
termination criteria of the genetic algorithm is satisfied. Figure 10 Shows the pseudocode for
the multiobjective genetic algorithm.
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Figure 9 Flowchart of an air-cooled heat exchanger model.

Start
Initialize Condenser Model

Initialize GA

While (GA not done) {
g = g + 1 “Update generation count”

Evaluate {
Decode Variables

Run Condenser Model
Calculate constraint violation

Return (Cost, Heat load) and constraint violation
}
Perform Non-Dominated Sorting

Assign Rank
Assign Fitness
Perform Selection, Crossover & Mutation

}
Print Results

End

Figure 10 Pseudocode for multiobjective genetic algorithm used in Case Study 1.
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Considering all the choices the total solutions space consists of over 125,000 different
condensing units. The genetic algorithm evaluated only 5500 of them, which is 4.4% of the
total solution space.

The results of the optimization runs are shown in Figs.11–13. Figure 11 shows how the
number of Pareto solutions increases with respect to algorithm generations. This is consistent
with the principle of natural evolution where successive generations are better or fitter than the
previous. Figure 12 shows the Pareto curve for the solution. It can be seen from the figure that
there are several different choices for the designer to pick from, and the decision will have to be
based on other factors such as fan power requirements, pressure drops, etc. The baseline case is
also shown in Fig. 12. It is found that for the same heat rejection capacity it is possible to reduce
the coil cost by 16% or for the same coil cost, the heat rejection capacity can be increases by
12%. Figure 13 shows other condensing units evaluated by the genetic algorithm and that were
found infeasible, i.e., they violated one or more of the constraints.

For all the given solutions the average reduction in cost is found to be 10% while the
average increase in the heat rejection capacity is found to be 7%. It can be concluded that
genetic algorithms are a very powerful tool for mixed variable optimization.

4 APPROXIMATION–ASSISTED OPTIMIZATION

It can be seen from the previous examples that, compared to exhaustive search, the use of sys-
tematic optimization techniques can yield better solutions to engineering design optimization
problems. However, the computational cost is still prohibitive when applying optimization
algorithms to computationally expensive simulations such as models based on finite element
(FE) or computational fluid dynamics (CFD). One way to address this problem is to use
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approximation-assisted optimization (AAO) techniques.8 In general, AAO approaches involve
five steps:

1. Design of experiment (DOE) or sampling phase

2. Metamodels development phase

3. Metamodels verification

4. Optimization based on metamodels

5. Optimum solution verification

In the following sections, the main AAO steps are briefly described.

4.1 Design of Experiment

Design of experiment is the first step in any approximation technique. It involves sampling
the design space in a proper way. DOE methods can be classified as classical methods,
space-filling methods, and adaptive or sequential methods8 as presented in Table 8. Maximum
Entropy Design (MED) method9 is one of the common space-filling methods. In this method,
entropy as a measure of information10 is used to guide selection of sample points in order to
increase the amount of information retrieved by adding new samples. Several comprehensive
literature reviews of DOE and metamodeling approaches in engineering optimization have
been reported.8,11,12

4.2 Metamodeling Techniques

The samples are defined as the points generated using DOE techniques in the design space for
which the response (i.e., objective and constraint values) from the computationally expensive
simulation is to be evaluated. The samples along with responses are then used to construct
simplified models or metamodels for the objective and constraint functions of an optimization

Table 8 Different Metamodeling Techniques

Design of Experiment Method (DOE) Metamodeling Approach

Classical Methods
(Fractional) factorial
Central composite
Box–Behnken
Alphabetical optimal
Plackett–Burman

Space-Filling Methods
Simple grids
Latin hypercube
Orthogonal arrays
Hammersley sequence
Uniform designs
Minimax and maxmin
Hybrid methods
Random or human selection
Importance sampling
Directional simulation
Discriminative sampling
Sequential or adaptive methods

Polynomial (linear, quadratic, or higher)
Splines (linear, cubic, NURBS)
Multivariate Adaptive Regression Splines (MARS)
Gaussian process
Kriging
Radial basis functions (RBF)
Least interpolating polynomials
Artificial neural network (ANN)
Knowledge base or decision tree
Support vector machine (SVM)
Hybrid models



4 Approximation–Assisted Optimization 617

problem. Some popular metamodeling methods in AAO include response surface techniques13

such as quadratic polynomial, multilayer neural network, radial basis function, support
vector machine, and Gaussian-based methods including Kriging.14 Several comprehensive
reviews of metamodeling approaches in engineering optimization have been reported in the
literature.8,11,12 Different metamodeling approaches according to sampling, model type, and
model fitting are summarized in Table 8. The reader is referred to Wang and Shan12 for more
information.

Kriging15 is an interpolative Bayesian metamodeling technique. It can be viewed as a linear
predictor that estimates the unknown value of a response for an input sample point based on the
known value of the response and the distance of the sample from the known design points. Krig-
ing treats the response from a deterministic simulation as a realization of a stochastic process Y:

Y = 𝜇 + Z(x)
where Y is the unknown response, 𝜇 is a constant representing mean of all known response
values, and Z(x) represents the error that is modeled by a stochastic process with zero mean,
variance of 𝜎2, and a nonzero covariance. The quantity Y provides a global approximation of
the design space while the term Z(x) creates a localized deviation so that the Kriging metamodel
interpolates with respect to the previous observed points. The prediction of the standard error is
a unique advantage of Kriging over other metamodeling methods. This allows the metamodel
to be dynamically updated based on the responses during a given optimization procedure.
Furthermore, Kriging does not require a functional form, though the choice of the correlation
functions used in Kriging is problem dependent and can require some trial and error. Simpson
et al.8 found that Kriging is extremely flexible and suitable for deterministic computer exper-
iments and recommend the use of Kriging metamodels when the number of input variables is
less than 50. More detailed introduction about the Kriging method can be found in Jones.14

4.3 Verification

Once the metamodels are developed, they need to be verified for accuracy. In this step, the pre-
diction from the metamodel is compared with the actual simulation response. There are two
types of verifications involved in AAO. The first type is used to verify the globally accurate
metamodels before running the optimizer based on metamodels. A set of random samples is
generated and evaluated using both the actual simulation and the metamodels’ prediction. If
the metamodels are accurate enough, an optimizer can run directly based on metamodels; oth-
erwise, more samples are added to improve the metamodels’ performance. After running the
optimizer based on metamodels, the results obtained are mainly based on metamodel predic-
tions. Thus a second verification step is required to verify the accuracy of the approximated
optimum solution.

4.4 Parallel Parameterized CFD

Any approximation-assisted optimization approach of a computationally expensive model
especially those that are CFD based requires a large number of CFD simulations to be executed.
In such a task, the majority of the engineering time is spent in developing 2D/3D models of
the computational domain, meshing them, and setting boundary conditions. In some cases,
the CFD runs may require topology change. Therefore, an engineer is required to re-create
certain models instead of just scaling existing ones. In order to reduce the engineering time,
Abdelaziz et al.16 introduced a methodology called Parallel parameterized CFD (PPCFD). For
the purposes of explanation, we refer to Fluent® (ANSYS, 2010), a commercially available
CFD package. Once implemented in computer code, the PPCFD algorithm automatically reads
the normalized design variables and then generates the corresponding Gambit® journal files.
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In this step, it is very important to correlate the Gambit® journal files to the corresponding
design variables. Mesh refinement near the boundaries (boundary layer inflation) is applied
based on the design dimensions. A finer mesh is applied as well in the locations where higher
temperature gradients are expected, such as near the walls and the thermal and hydraulic
entrance regions.

After generating the mesh, the PPCFD algorithm automatically generates Fluent® journal
files to read the specified mesh, sets the appropriate boundary conditions, model parameters,
and material properties. The materials and boundary conditions are defined in the Fluent®
journal files. The main steps in PPCFD can be summarized as follows:

Step 1: Reading of the parametric values of all the CFD cases

Step 2: Automatic generation of Gambit® script files and Fluent® script files

Step 3: Running the scripts and performing postprocessing to summarize the results in
terms of relevant thermal and hydraulic performance indicators

It is important to point out that the PPCFD methodology can be applied to any CFD pack-
age that supports scripting for all CFD tasks (e.g., modeling, preprocessing, execution, and
postprocessing).

In this chapter, PPCFD is used to create the CFD models for the examples described in
Section 4.6.

4.5 Offline versus Online Approximation-Assisted Optimization

Most AAO approaches can be classified into two main groups: offline and online. The main
difference between these two groups is that metamodels are not updated during offline AAO
while they are updated during online AAO. In offline AAO, the metamodels are built, verified,
and if they are not accurate enough then more samples are added to improve the metamodels’
accuracy. Then the optimization is performed using these metamodels. The offline approach
can be computationally expensive as it requires numerous function evaluations to build glob-
ally accurate metamodels. Moreover, additional and separate function evaluations are needed to
verify the metamodels. On the other hand, in online AAO there is a feedback from the optimizer
to update the metamodel using additional and carefully chosen sample points. One significant
advantage of online AAO is that the predictive capabilities of the metamodel are progressively
improved in the area where the optimum is expected to be, as more sample points are evaluated
and added to the sample set. However, one limitation of online AAO is that in the initial stage
a poorly estimated metamodel for objective and/or constraint functions can mislead the opti-
mization process into suboptimum or infeasible region of the design space. Depending upon
how frequent the metamodels (for objective and constraint functions) are updated, some online
AAO approaches update the metamodels only after a certain number of iterations while others
update the metamodels at each iteration. Figure 14 shows the difference between offline and
online AAO approaches.

4.6 Examples

In this section, two examples are presented for using AAO to optimize a chevron plate heat
exchanger segment and an air-cooled heat exchanger with small dimensions.

Chevron Plate Heat Exchanger Optimization
In this example, an efficient online AAO method is used to optimize a chevron plate heat
exchanger segment shown in Fig. 15. More details about the CFD model of the Chevron plate
heat exchanger segment is presented in Han et al.17.
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Figure 14 Offline vs. online AAO approaches:(a) offline and (b) online.

The chevron plate heat exchanger segment thermal and hydraulic performance is evaluated
in terms of heat transfer coefficient h and pressure drop per unit length ΔP∕L, where L is the
segment length and ΔP is reported directly from CFD simulation as given in the following
equations:

h = Q
ALMTD

Q = ṁCp(Tout − Tin)

LMTD =
(Tin − Tw) − (Tout − Tw)

ln[(Tin − Tw)∕(Tout − Tw)]
ΔP = Pin − Pout

From the CFD simulation, the mass flow rate (ṁ) and the outlet temperature (Tout) are
calculated for the given inlet temperature (Tin = 295K) and the wall temperature (Tw = 300 K)
and the other design variables.

The goal of this example is to find optimized designs that have maximum heat transfer
coefficient (h) and minimum pressure drop per unit length (ΔP∕L). The different design vari-
ables that define the chevron PHX segment are shown in Fig. 15. The four design variables
along with their limits are defined in Table 9. The heat transfer coefficient and the PHX segment
pressure drop are obtained by solving the continuity, the momentum, and the energy equations
using a commercially available CFD tool such as Fluent®. For different designs, the solutions
are obtained for a fixed wall temperature, Tw = 300 K, and constant coolant inlet temperature
Tin = 295 K with variable coolant flow rate. Water is used in this study as the working fluid.

Individual metamodels are developed for each response, i.e., for heat transfer coefficient h
and pressure drop per unit lengthΔP∕L. The first objective is to maximize the heat transfer coef-
ficient. The second objective is to reduce the pressure drop, thus reducing the pumping power
required. The optimization problem can be summarized as shown in the following equation:

Maximize h W∕m2 K

Minimize ΔP∕L kPa∕m

Subject to: h ≥ 5000 W∕m2K

ΔP
L

≤ 100 kPa∕m

In offline AAO the following approach is used to optimize the chevron PHX segment
as shown in Fig. 16. The stopping criterion used in this example is the maximum number of
available simulations and can be set based on the available resources.
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Table 9 Design Variables for Chevron Plate Heat Exchanger
Segment Optimization

Design Variables Lower limit Upper limit

Corrugation height, b (mm) 3.18 6.35
Corrugation angle, 𝛽 22∘ 68∘
Corrugation pitch, p (mm) 9.50 38.00
Coolant inlet velocity, u (m/s) 0.1 1.2
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Figure 16 Chevron plate heat exchanger optimization using offline AAO.

The steps used in offline AAO are as follows:

Step 1: Generate an initial set of design points using the maximum entropy design method
and observe the corresponding responses for the heat transfer coefficient (h) and the
fluid pressure drop per unit length inside the PHX segment (ΔP∕L).

Step 2: Develop a metamodel for each objective; i.e., h and ΔP∕L.

Step 3: Test the accuracy of the metamodels using a set of random samples. If the meta-
models are accurate enough, move to step 4, otherwise, add more samples to improve
the metamodels’ performance



622 Thermal Systems Optimization

Step 4: Formulate a multiobjective optimization problem based on the metamodels and
solve it using MOGA and obtain optimum Pareto points

Step 5: Evaluate the true response of Pareto points (i.e., run the CFD simulations) and
measure the accuracy of the optimum solutions.

In addition to the previous offline AAO, an adaptive online AAO approach can be used to
optimize the chevron PHX segment as shown in Fig. 17. The stopping criterion is the maximum
number of available simulations.

The steps used in online AAO are as follows:

Step 1: Generate an initial set of design points using the maximum entropy design method
and evaluate the responses for the heat transfer coefficient (h) and the fluid pressure
drop per unit length inside the PHX segment (ΔP∕L).

Step 2: Develop a metamodel for each objective; i.e., h and ΔP∕L.

Step 3: Formulate a multiobjective optimization problem based on the metamodels and
solve it using MOGA.

Step 4: From all Pareto points, select points to improve the metamodel accuracy in the
expected optimum region and to improve the diversity of the optimum designs both
in the design space and the objective space.

Step 5: Evaluate the true response (i.e., run the CFD simulation) for the newly chosen
points and then go to step 2.

Step 6: Repeat steps 2 to 5 until a limit on the number of function calls is achieved.

More details regarding online AAO approach and the selection criterion mentioned in step 4
can be found in Saleh et al.18.

In online AAO, an initial design comprising of 50 points was generated using the MED
method, and then online AAO method was used to sample 62 additional points in 6 runs as
presented in Fig. 18. In each run, the metamodels were built, then the optimizer run based on
these metamodels and finally Pareto solutions were filtered to select the next samples to update
the current metamodels.

As can be seen from Fig. 18, the performance of the online AAO is improved gradually
by adding more samples in the expected optimum region. Generally speaking, having more
sample points in the excepted optimum region assists in improving the performance of any
AAO approach. The relative error is given in the following equation, where y(x) is the actual
value from CFD simulation and ŷ(x) is the predicted value using the metamodels:

RError =
|y(x) − ŷ(x)|

y(x)
× 100%

As can be seen from Table 10, online AAO gives accurate results while reducing signif-
icantly the computational cost. Compared to several thousands of actual simulations required
for conventional MOGA (∼5100 simulations), online AAO can reduce more than 97% of the
computational cost.

In the next example, a similar online AAO approach is integrated with a multiscale
simulation approach to optimize the entire heat exchanger design for a novel air-cooled heat
exchanger.

Multiscale Simulation for New Generation of Heat Exchanger
In order to reduce the time associated with simulating and optimizing the new heat exchanger
designs, a multiscale simulation concept is introduced by Abdelaziz et al.16 as shown in Fig. 20.
By multiscale, we mean that two levels of simulations are required in order to evaluate the
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Table 10 Relative Absolute Error in Pareto Set

h ΔP/L

Average 2.08 3.29
Maximum 4.56 6.43
Minimum 0.83 0.64
STDa 1.15 2.10

aSTD: standard deviation.
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Figure 19 Multiscale simulation of a heat exchanger.

entire heat exchanger performance. The first level is the segment level where there are no valid
correlations to calculate the thermal and the hydraulic characteristics of the flow regime. This
is applicable for new heat exchanger geometries. Accordingly, CFD simulation is required in
the segment level to evaluate the heat transfer coefficient and the pressure drop. On the other
hand, in order to evaluate the entire heat exchanger performance, a segmented NTU solver is
used to predict the performance of the entire heat exchanger. These two levels of simulations are
integrated together under one framework, which is defined as multiscale simulation as presented
in Fig. 19.

In the next example, multiscale simulation is used to optimize the new generation of an
air-cooled heat exchanger shown in Fig. 20. The CFD simulations are performed for the HX
segment level to predict the thermal and hydraulic performance of the new enhanced HX sur-
faces, whereas a segmented-based NTU solver such as CoilDesigner19 is used to predict the
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Figure 20 (a) Air-to-refrigerant heat exchanger, (b) heat exchanger segment, (c) schematic, and (d) computational domain and sample results. (From Ref. 16.)
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performance of the entire heat exchanger. In order to apply the multiscale simulation approach,
the following assumptions should be satisfied:16

1. Heat exchangers are periodic in nature.

2. Symmetry planes should be identified.

3. Neglecting the side wall effects.

4. The overall heat transfer coefficient is mainly dependent on the air-side performance.

5. Constant wall temperature for liquid inside the tubes.

6. Constant air properties and constant liquid in tube properties.

The optimization objectives are defined to minimize both the HX volume and the air-side
pressure drop. These two objectives are conflicting in nature. The HX design configuration is
shown in Fig. 20.16 There are six design variables as shown in Table 11.

The optimization problem can be summarized as shown in the following equation:

Minimize HXVolume

Minimize ΔPair

Subject to: ΔPair < 100Pa

0.25 < Aspect Ratio < 4

1000 < Q < 1050W

HXVolum < 240 cm3

The main objectives are to minimize both the HX volume and the air-side pressure drop.
This is subjected to a certain constraint on the pressure drop for the air side. Another constraint
is defined for the aspect ratio, which is the ratio between the tube length (L) and the coil height
(Nt X V.S). In addition, two more constraints are defined for the heat load (Q) and the HX
volume.

The multiscale simulation can be applied using offline or online AAO approaches as pre-
sented in the next section.

Multiscale Simulation Based on Offline Approximation Assisted Optimization
The flowchart for the overall approach using offline multiscale simulation is presented in Fig. 21
where the approach starts with building offline globally accurate metamodels. Then the meta-
models are validated using a set of random samples. If these metamodels are accurate enough,
we can use them later to predict the heat transfer coefficient and the pressure drop in the seg-
ment level. Otherwise, more samples are added to improve the accuracy of the metamodels
until reaching a reasonable accuracy of the metamodels.

Table 11 Design Variables for Heat Exchanger Optimization

Design Variables Lower Limit Upper Limit

Din(mm) 0.2 0.7
HS (Fraction of Din) 1.5 6
VS (Fraction of Din) 2.0 4.0
Np 3 19
Vair (m∕s) 0.5 3
Offset (Fraction of HS) 0 1
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Figure 21 Flowchart of multiscale offline AAO approach.

In this case, the globally accurate metamodels are used to evaluate the performance
of a segment, and then CoilDesigner is used to evaluate the performance of the entire heat
exchanger.

Coupling the optimizer with CoilDesigner and running the MOGA, we can find the opti-
mum Pareto solutions. As the results are generated based on the metamodels, PPCFD is used
to validate the final results by running CFD simulation to measure the accuracy of the optimum
Pareto solutions.

As it can be seen from Fig. 21, in multiscale simulation based on offline AAO, there is no
feedback from the optimizer to update the metamodels. All metamodels are built and validated
before running the optimizer.

After developing a robust CFD model that is valid for the entire range of design vari-
ables shown in Table 11, a set of 500 samples is selected based on the maximum entropy DOE
method. The CFD runs are carried out using PPCFD. Based on CFD results, metamodels are
built for both air heat transfer coefficient (h) and air pressure drop (ΔPair) using the Kriging
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Figure 22 Multiscale offline AAO results.

Table 12 Pareto Optimal Design Verification Results

Method RMSE RRMSE

h (Pa) ΔPair h % ΔPair%

Online multiscale approximation 3.8 18.32 16.7 14.82
Offline multiscale approximation 8.78 2.56 20.78 2.69

metamodeling method. Then the metamodels are validated using random samples. The val-
idation results showed these metamodels are accurate enough. Having the globally accurate
metamodels, CoilDesigner,19 a commercially available simulation tool for air-cooled HX, is
used to predict h and ΔPair based on the metamodels. After that, MOGA is used to optimize
two design objectives: to minimize HX volume and minimize the air-side total pressure drop
based on CoilDesigner simulations. Subsequently, the obtained optimum design solutions are
validated using PPCFD. The validation results are presented in Table 12.

Multiscale based on online approximation-assisted optimization
As it can be shown in Fig. 23, there is a feedback from the optimizer to update the metamodels
in multiscale online AAO approaches. After developing a robust CFD model that is valid for the
entire range of design variables shown, a set of initial designs is generated based on the maxi-
mum entropy DOE method. The CFD runs are carried out using PPCFD. Based on CFD results,
metamodels are built for both air heat transfer coefficient (h) and air pressure drop (ΔPair) using
the Kriging metamodeling method. CoilDesigner uses the metamodels to predict h and ΔPair.
After that, MOGA is used to optimize the HX based on two design objectives: minimizing HX
volume and minimizing the air-side total pressure drop based on CoilDesigner simulations.
Subsequently, the obtained optimum design solutions are filtered using online AAO approach
presented earlier to select the new set of up to date metamodels. CFD simulations are performed
for the new selected candidates using PPCFD and the metamodels are updated. The previous
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Figure 23 Flowchart of multiscale online AAO approach.

steps are repeated several times until a certain stopping criterion is met. In this example, a lim-
ited number of CFD runs is used as the stopping criterion. Finally, the optimum solutions are
verified using CFD simulations.

The optimum results generated at different number of runs are presented. First, after run-
ning MOGA based on 65 samples, the optimum solutions, i.e., the approximated Pareto solu-
tions, are presented as iteration 1 as shown in Fig. 24. Next, after different updates of the
metamodels based on intermediate MOGA runs, the results are presented for a total number of
samples of 95 and 120 as iteration 2 and iteration 3, respectively.

As is apparent from the results, better solutions can be obtained using a fewer number of
CFD simulations. To compare the results with offline multiscale approximation approach, we
built offline metamodels for both h and ΔPair using 500 samples based on the MED method. As
can be depicted from the results, the online multiscale approximation approach resulted in better
optimum designs compared to the offline approach based on MED designs. Approximately 76%
CFD simulations are saved when using the online multiscale approximation approach.
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Figure 24 Online multiscale approximation results at different iterations and comparison with offline
multiscale approximation.

In order to verify the accuracy of the obtained results, all Pareto solutions were verified
using CFD runs. Based on the verification results, both root-mean-square error (RMSE) and
relative root-mean-square error (RRMSE) are reported. Both RMSE and RRMSE are defined
based on the actual CFD simulation results (y) and the metamodel predictions (̂yi) as presented
in the following equations:

RMSE =

√√√√1
n

n∑

i=1

(yi − ŷi)2

RRMSE =

√√√√1
n

n∑

i=1

(
yi − ŷi
yi

)2

By examining the results, it is obvious that the performance of the metamodels is improved
by adding more samples; yet, the performance of online multiscale approximation gives accept-
able results. This is the main advantage of using online approximation. In case of limitation in
the computational resources, the online multiscale approximation approach gives reasonably
accurate results in a shorter time. By adding more samples, the accuracy of the obtained results
can be improved.

We conclude by making a few observations on the AAO techniques. AAO is a very power-
ful technique that can result in significant savings in computational costs and engineering time.
However, at the same time it is important to choose the right tools and respective options for
the metamodeling and optimization algorithms. The use of inappropriate metamodel can result
in the model exhibiting nonphysical behavior that may or may not be obvious during analy-
sis and optimization. Lastly comprehensive verification and validation is necessary before the
results obtained from optimization can be used in a reliable manner. There is no substitute for
prototype development and testing. The optimization techniques only assist us in getting the
first prototype 90% right.
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Symbols.

COP coefficient of performance
f function
G gradient of function vector
H inverse of Jacobian J
h, ha specific enthalpy, specific enthalpy of air
I identity matrix
J Jacobian matrix
M, ṁ mass, mass flow rate
P,Pa, ΔP pressure, air pressure, pressure difference
Q̇ heat flow rate
R residual
W work
Ẇ , P power
X vector
𝛼, 𝛽 step length, weight function
𝜇 damping parameter
𝜀 tolerance value
‖•‖, ‖•‖∞ Euclidian norm, infinity norm
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1 FUNDAMENTALS OF COMBUSTION

1.1 Air–Fuel Ratios

Combustion is rapid oxidation, usually for the purpose of changing chemical energy into ther-
mal energy—heat. This energy usually comes from oxidation of carbon, hydrogen, sulfur, or
compounds containing C, H, and/or S. The oxidant is usually O2 —molecular oxygen from
the air.

One can perform basic chemical reaction balancing to permit determination of the air
required to burn a fuel. For example, consider the following reaction:

CH4 + 2O2 → CO2 + 2H2O

where the units are moles; therefore, 1 mol of methane (CH4) produces 1 mol of CO2; or
1000 mol of CH4 requires 2000 mol of O2 and produces 2000 mol of H2O. Knowing that the
atomic weight of C is 12, H is 1, N is 14, O is 16, and S is 32, one can determine molecu-
lar weights for each of the species involved in the reaction and thus predict weight flow rates:
16 lb/h CH4 requires 64 lb/h O2 to burn to 44 lb/h CO2 and 36 lb/h H2O. If the oxygen for com-
bustion comes from air, it is necessary to know that dry air is 20.99% O2 by volume and 23.20%
O2 by weight, most of the remainder being nitrogen (N2).

635
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It is convenient to remember the following ratios:

Air∕O2 = 100∕20.99 = 4.76 by volume

N2∕O2 = 3.76 by volume

Air∕O2 = 100∕23.20 = 4.31 by weight

N2∕O2 = 3.31 by weight

If there is significant humidity in the combustion air or if some combustion products have
been recirculated into the combustion air stream, the moisture or other products will dilute the
oxygen concentration. Therefore, the diluted oxygen concentration should be determined and
used in the previous ratios as well as in the following calculations.

Rewriting the previous formula for combustion of methane gives

CH4 + 2O2 + 2(3.76)N2 → CO2 + 2H2O + 2(3.76)N2

or
CH4 + 2(4.76)air → CO2 + 2H2O + 2(3.76)N2

Table 1 lists the amounts of air or oxygen required for stoichiometric (quantitatively and chem-
ically correct) combustion of a number of pure fuels calculated by the above method.

The stoichiometrically correct (perfect, ideal) air/fuel ratio from the above formula is there-
fore 2 + 2(3.76) = 9.52 volumes of air per volume of the fuel gas. More than that is called a
“lean” ratio and includes excess air and produces an oxidizing atmosphere. For example, if the
actual air/fuel ratio were 10:1, the percentage of excess air would be

10 − 9.52
9.52

× 100 = 5.04%

Some fuels (e.g., coal or fuel oil) do not have a simple molecular formula and cannot be ana-
lyzed by the method shown above. These fuels are typically described by an elemental analysis,
weight percentages of C, H, O, N, and S, as well as percentages of moisture and noncom-
bustible material (ash). In such a case, the required oxygen can be determined by calculating

Table 1 Proper Combining Proportions for Stoichiometric Combustion

vol O2 vol Air wt O2 wt Air ft3 O2 ft3 Air m3 O2 m3 Air

Fuel vol Fuel vol Fuel wt Fuel wt Fuel lb Fuel lb Fuel kg Fuel kg Fuel

Acetylene, C2H2 2.50 11.9 3.08 13.3 36.5 174 2.28 10.8
Benzene, C6H6 7.50 35.7 3.08 13.3 36.5 174 2.28 10.8
Butane, C4H10 6.50 31.0 3.59 15.5 42.5 203 2.65 12.6
Carbon, C — — 2.67 11.5 31.6 150 1.97 9.39
Carbon monoxide, CO 0.50 2.38 0.571 2.46 6.76 32.2 0.422 2.01
Ethane, C2H6 3.50 16.7 3.73 16.1 44.2 210 2.76 13.1
Hydrogen, H2 0.50 2.38 8.00 34.5 94.7 451 5.92 28.2
Hydrogen sulfide, H2S 1.50 7.15 1.41 6.08 16.7 79.5 1.04 4.97
Methane, CH4 2.00 9.53 4.00 17.2 47.4 226 2.96 14.1
Naphthalene, C10H8 — — 3.00 12.9 35.5 169 2.22 10.6
Octane, C8H18 — — 3.51 15.1 41.6 198 2.60 12.4
Propane, C3H8 5.00 23.8 3.64 15.7 43.1 205 2.69 12.8
Propylene, C3H6 4.50 21.4 3.43 14.8 40.6 193 2.54 12.1
Sulfur, S — — 1.00 4.31 11.8 56.4 0.74 3.52
Coal, bituminous (avg.) — — 2.27 9.80 26.9 128 1.68 7.96

Source: Reproduced with permission from Ref. 1.
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the number of moles for the elements of interest for a particular mass of fuel (say, 1 pound).
Then, the required amount of oxygen can be determined for the moles of each element using
the following balanced reactions:

C + O2 → CO2

H + 1∕4O2 → 1∕2H2O

O → 1∕2O2

S + O2 → SO2

N → 1∕2N2

The oxygen produced due to the presence of inherent oxygen in the fuel will result in an oxygen
“credit” and should be subtracted from the stoichiometric oxygen requirement for complete
combustion of C, H, and S. For some fuels like fuel oil No. 6, this oxygen will be negligible;
however, for coal and wood this can be quite significant and needs to be taken in consideration
when determining the stoichiometric air requirement. This type of calculation will determine
the moles of oxygen required per pound of fuel, and this value can be converted to moles of air
required using the ratios given above. The moles of air can be subsequently converted to mass
using a molecular weight of 29.

Although a small amount of the nitrogen in the fuel can be oxidized, it is typically neglected
in these calculations since it is generally a minor “sink” for oxygen. The majority of the nitro-
gen will combine with the N2 from the combustion air and will pass through the system as a
largely inert gas that dilutes the combustion products. This large amount of nitrogen results
in a significant inefficiency in combustion systems, because much of the energy released in
the combustion reactions is used to heat up this inert gas. Significant efforts have gone into
the study of enriched oxygen combustion systems as a means to reduce the energy penalties
associated with nitrogen in the air.

Communication problems sometimes occur because some individuals think in terms of
air/fuel ratios, others in fuel/air ratios; some in weight ratios, others in volume ratios, and some
in mixed metric units (such as normal cubic meters of air per metric tonne of coal), others in
mixed American units (such as ft3 air/gal of oil). To avoid such confusion, the following method
is recommended.

It is more convenient to specify the air/fuel ratio in unitless terms such as percentage of
excess air, equivalence ratio, or stoichiometric ratio. Those experienced in this field prefer to
converse in terms of percentage of excess air. The scientific community favors equivalence
ratio or stoichiometric ratio. The stoichiometric ratio is the most intuitive to use and explain to
newcomers to the field. A stoichiometric ratio (SR) of 1.0 is the correct (stoichiometric) amount;
SR = 2.0 air is twice as much as necessary, or 100% excess air, SR = 1.2 represents 20% excess
air, and so on. The equivalence ratio (ER), widely used in combustion research, is the actual
fuel/air ratio divided by the theoretical or stoichiometric fuel/air ratio. It is also the inverse of
the stoichiometric ratio, or ER = 1/SR. The Greek letter phi, 𝜙, is typically used for ER: 𝜙 <

1.0 represents fuel-lean or excess-air conditions; 𝜙> 1.0 is fuel-rich or air-deficient conditions;
and 𝜙 = 1.0 is “on-ratio” or the stoichiometric point. Table 2 lists a number of equivalent terms
for convenience in converting values from one method of categorization to another.

Significant levels of excess air are undesirable, because, like the residual N2, excess air
passes through the combustion process without significant chemical reaction, yet it absorbs
heat, which it carries out the flue. The percent available heat (best possible fuel efficiency) is
highest with approximately zero excess air (see Fig. 1); however, thermodynamic and mix-
ing considerations dictate some level of excess air (typically 10–20%) to achieve a high level
of combustion efficiency, or near-complete conversion of fuel to oxidized products (CO2 and
H2O).
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Table 2 Equivalent Ways to Express Fuel-to-Air
or Air-to-Fuel Ratios1

𝜙a SRb % XSc

Fuel rich 2.50 0.40
(air lean) 1.67 0.60

1.25 0.80
1.11 0.90
1.05 0.95

Stoichiometric 1.00 1.00 0
Fuel lean 0.95 1.05 5
(air rich) 0.91 1.10 10

0.83 1.20 20
0.77 1.30 30
0.71 1.40 40
0.63 1.60 60
0.56 1.80 80
0.50 2.00 100
0.40 2.50 150
0.33 3.00 200
0.25 4.00 300
0.20 5.00 400
0.167 6.00 500
0.091 11.00 1000
0.048 21.00 2000

aEquivalence ratio.
bStoichiometric ratio.
c% excess air.

Figure 1 Percent available heat (best possible efficiency) peaks near the stoichiometric air/fuel ratio.1
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Excess fuel is even more undesirable because it means there is a deficiency of air and
some of the fuel cannot be burned. This results in the emission of soot and smoke and carbon
monoxide (CO). The accumulation of unburned fuel or partially burned fuel can represent an
explosion hazard as well as a pollutant emission problem.

Enriching the oxygen content of the combustion “air” above the normal 20.9% reduces
the nitrogen and thereby reduces the loss due to heat carried up the stack. This also raises the
flame temperature, improving heat transfer, especially that by radiation.

Vitiated air (containing less than the normal 20.9% oxygen) results in less fuel efficiency
and may result in flame instability. Vitiated air is sometimes encountered in incineration of
fume streams or in staged combustion or with flue gas recirculation.

1.2 Fuels

Fuels used in practical industrial combustion processes have such a major effect on the com-
bustion that they must be studied simultaneously with combustion. Fuels are covered in detail
in later chapters, so the treatment here is brief, relating only to the aspects having direct bearing
on the combustion process.

Gaseous fuels are generally easier to burn, handle, and control than liquid or solid fuels.
Molecular mixing of a gaseous fuel with oxygen need not wait for vaporization or mass trans-
port within a solid. Burning rates are limited only by mixing rates and the kinetics of the
combustion reactions; therefore, combustion can be compact and intense. Reaction times as
short as 0.001 s and combustion volumes from 104 to 107 Btu/h⋅ft3 are possible at atmospheric
pressure.2 Gases of low calorific value may be so dilute after mixing with air that their com-
bustion rates will be limited by the mixing time.

Combustion stability means that a flame lights easily and then burns steadily and reliably
after the pilot (or direct spark) is programmed off. Combustion stability depends on burner
geometry plus air and fuel flow controls that maintain the point(s) of flame initiation (1) above
the fuel’s minimum ignition temperature, (2) within the fuel’s flammability limits, and (3) with
feed speed equal to flame speed—throughout the burner’s full range of firing rates and condi-
tions. (Fuel properties are discussed and tabulated in Chapters 17–19.)

Liquid fuels are usually not as easily burned, handled, or controlled as gaseous fuels. Mix-
ing with oxygen can occur only after the liquid fuel is evaporated; therefore, burning rates are
limited by vaporization rates. In practice, combustion intensities are usually less with liquid
fuels than with high calorific gaseous fuels such as natural gas.

Because vaporization is such an integral part of most liquid fuel burning processes, much
of the emphasis in evaluating liquid fuel properties is on factors that relate to vaporization. One
of the most critical properties is viscosity, which hinders good atomization, since atomization or
the creation of small droplets is the primary method for enhancing vaporization. Much concern
is also devoted to properties that affect storage and handling because, unlike gaseous fuels that
usually come through public utility main pipelines, liquid fuels must be stored and distributed
by the user.

The stability properties (ignition temperature, flammability limits, and flame velocity) are
not readily available for liquid fuels, but flame stability is often less critical with liquid fuels.

Solid fuels are frequently more difficult to burn, handle, and control than liquid or gaseous
fuels. After initial devolatilization or release of volatile matter, the combustion reaction rate
depends on diffusion of oxygen into the remaining char particle and the diffusion of carbon
monoxide back to its surface, where it burns as a gas. Reaction rates are usually low and required
combustion volumes high, even with pulverized solid fuels burned in suspension. Some cyclone
combustors have been reported to reach the intensities of gas and oil flames.2

Waste or by-product fuels and gasified solids are being used more as fuel costs rise. Oper-
ations that produce such materials should attempt to consume them as energy sources or to
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sell them as a fuel to others. Problems with handling the lack of a steady supply and pollution
problems often complicate such fuel usage.

For the precise temperature control and uniformity required in many industrial heating
processes, the burning of solids, especially the variable quality solids found in wastes, presents
a critical problem. Such fuels are often left to very large combustion chambers, particularly
boilers and cement kilns. When solids and wastes must be used as heat sources in small and
accurate heating processes, a better approach is to gasify them to produce a synthesis gas, which
can be cleaned and then controlled more precisely.

2 THERMAL ASPECTS OF COMBUSTION

The purpose of combustion in industrial applications, for the most part, is to transform chemical
energy, available in various types of fuels, to thermal energy or heat to be of use in the processing
of gas or liquid streams or solid objects. Typical examples involve the heating of air, water, and
steam for use in heating of other processes or equipment, the heating of metals and nonmetallic
minerals during production and processing, the heating of organic streams for use in refining
and processing, as well as heating of air for space comfort conditioning. For all of these, it
is necessary to have a workable method for evaluating the heat available from a combustion
process.

Available heat is the heat accessible for the load (useful output) and to balance all losses
other than stack losses (see Fig. 2.). The available heat per unit of fuel is

AH = HHV − Total stack gas loss = LHV − Dry stack gas loss

% available heat = 100(AH∕HHV)

Figure 2 Sankey diagram for a furnace, oven, kiln, incinerator, boiler, or heater—a qualitative and
roughly quantitative method for analyzing efficiency of fuel-fired heating equipment.
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where AH = available heat, HHV = higher heating value, and LHV = lower heating value,
as defined in Chapter 18. Figure 3 shows values of percentage of available heat for a typical
natural gas, Fig. 4 for a typical heavy fuel oil.

Example Calculation
A process furnace is to raise the heat content of 10,000 lb/h of a load from 0 to 470 Btu/lb
in a continuous furnace (no wall storage) with a flue gas exit temperature of 1400∘F. The
sum of wall loss and opening loss is 70,000 Btu/h. There is no conveyor loss. Estimate the
fuel consumption using 1000 Btu/ft3 natural gas with 10% excess air.

Solution: From Fig. 3, the % available heat = 58.5%. In other words, the flue losses
are 100% − 58.5% = 41.5%. The sum of other losses and useful output = 70,000 +
(10,000 lb/h)(470 Btu/lb) = 4,770,000 Btu/h. This constitutes the “available heat” required.
The required gross input is therefore 4,770,000/0.585 = 8,154,000 Btu/h, or 8154 ft3/h of
natural gas (and about 81,540 ft3/h of air).

The use of the above precalculated percentage of available heat has proved to be a practical
way to avoid long iterative methods for evaluating stack losses and what is therefore left for use-
ful heat output and to balance other losses. For low exit gas temperatures such as encountered
in boilers, ovens, and industrial dryers, the dry stack gas loss can be estimated by assuming the
total exit gas stream has the specific heat of nitrogen, which is usually a major component of
the “poc” (products of combustion):

Dry stack loss

Unit of fuel
=
(

lb dry proc

Unit of fuel

)(
0.253 Btu

lb poc (∘F)

)
(Texit − Tin)

or (
scf dry poc

Unit of fuel

)(
0.0187 Btu

scf poc (∘F)

)
(Texit − Tin)

For a gaseous fuel, the “unit of fuel” is usually scf (standard cubic feet), where “standard” is at
29.92 in. Hg and 60∘F or nm3 (normal cubic meter), where “normal” is at 1.013 bars and 15∘C.

Heat transferred from combustion takes two forms: radiation and convection. Both phe-
nomena involve transfer to a surface. Flame radiation comes from both particle and gas radi-
ation. The visible yellow-orange light normally associated with a flame is actually from solid
soot or char particles in the flame, and the “working” portion of this form of heat transfer is
in the infrared wavelength range. Because oils have higher C/H ratios than gaseous fuels, oil
flames are usually more yellow or luminous than gas flames (although oil flames can be made
blue). Gas flames can be made more luminous, by a delayed-mixing burner design, for the
purpose of increasing their radiating capability.

Particulate radiation follows the Stefan–Boltzmann law for solids but depends on the con-
centration of particles within the flame. Estimating or measuring the particle temperature and
concentration in the flame can be difficult.

Gas radiation and blue flame radiation contain more ultraviolet radiation and tend to be
less intense. Triatomic gases (CO2, H2O, and SO2) emit radiation that is largely infrared. Gases
beyond the tips of both luminous and nonluminous flames continue to emit this gas radiation.
As a very broad generalization, blue or nonluminous flames tend to be hotter, smaller, and
less intense radiators than luminous flames. Gas radiation depends on the concentrations (or
partial pressures) of the triatomic molecules and the beam thickness of their “cloud.” Their
temperatures are very transient in most combustion applications.

Convection from combustion products beyond the flame tip follows conventional con-
vection formulas—largely a function of velocity. This is the reason for recent emphasis on
high-velocity burners in some applications. Flame convection by actual flame impingement is
more difficult to evaluate because (1) flame temperatures change so rapidly and are thus difficult
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Figure 3 Available heat for 1000 Btu/ft3 natural gas. Examples: In a furnace with 1600∘F flue temperature, 60∘F air, and 10 % excess air, read that 54% of the
gross heat input is available for heating the load and balancing the losses other than stack losses, and, at the x intercept, read that the adiabatic flame temperature will
be 3310∘F. If the combustion air were 1200∘F instead of 60∘F, read that the available heat would be 77% and that the adiabatic flame temperature would be 3760∘F.
It is enlightening to compare this graph with Figure 24 for oxy-fuel firing and oxygen enrichment.
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Figure 4 Available heat for 153,120 gross Btu/gal residual fuel oil (heavy, No. 6). With 2200∘F gases leaving a furnace, 1000∘F air entering the burners, and 10%
excess air, 62% of the 153,120 is available; 100% − 62% = 38% stack loss.



644 Combustion

to measure or predict and (2) it involves extrapolating many convection formulas into ranges
where good data are lacking.

Refractory radiation is a second stage of heat transfer. The refractory must first be heated
by flame radiation and/or convection. A gas mantle, so-called infrared burners, and “radiation
burners” use flame convection to heat some solid (refractory or metal) to incandescence so that
they become good radiators.

3 FLAME AERODYNAMICS

The functions of a properly designed burner can be listed as follows:

1. To introduce desired quantities of fuel and air into a furnace to release a given amount
of heat

2. To release heat in a specified heat release pattern

3. To provide stable ignition and safe operation

4. To induce proper mixing of fuel and air

5. To allow for sufficient turndown range

6. To allow for fuel and oxidant composition variations

7. To be simple in operation

8. To have low pollutant omission and minimum noise

9. To maximize efficiency

In short, the burner must be designed so that the flame is retained in a fixed position with respect
to the burner, with a predetermined flame pattern. It should have the ability to retain the flame
in position over a range of firing rate. We will delineate how burner aerodynamics is often the
most important factor influencing essentially all of the above factors.

3.1 Premixed Flames

Premixed Laminar Flame Speed
The premixed laminar flame speed is the rate at which a flame front propagates through a
mixture of fuel and air. It is a fundamental physicochemical property of an oxidant fuel mixture.
It is thus not influenced by burner aerodynamics. Very few industrial burners produce laminar
flames and so the connection between laminar flame speed and burner throat velocity is indirect,
if at all, and not direct. Figure 5 shows premixed laminar flame speeds for a variety of air/fuel
mixtures. These speeds are controlled by molecular diffusion of species and heat upstream as
well as the overall rate of reaction and are thus, with the notable exception of H2, quite low,
of the order of 1–2 ft/s. Under adiabatic conditions, which are extremely rare in industry, the
flame will flash back or blow off if the flame speed exceeds or is less than the incoming flow
velocity determined by the operator. Under practical laminar flow conditions, the flame front,
which is very thin, say about 1 mm, adjusts its position, so that the normal velocity to it is equal
to the flame speed.

The simplest theory3 predicting laminar flame speed vf uses an enthalpy balance to predict

vf proportioned to

(
k

𝜌Cp

)1∕2

(RR)1∕2 (1)

where K = thermal conductivity of mixture
𝜌 = density of mixture
C = specific heat of mixture

RR = overall reaction rate
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Figure 5 Laminar flame speeds.

Thus, the flame speed depends exponentially on the flame temperature because the reaction rate
has this type of dependence.

Premixed Laminar Flame Stabilization on Tubes
In practice, the tube diameter plays an important role in laminar flame stabilization. This is
because the tube walls act as a heat sink, quenching the reaction. When the flow velocity exceeds
the flame speed, the flame begins to lift off the end of the tube, whereupon its heat loss to the
tube is decreased, its temperature increased, and the flame speed thus also increased, allowing
stabilization at a new position above the tube exit. Further increase in flow velocity will blow the
flame off and extinguish it, due to increased dilution by the surroundings. At low flow velocities
the flame may not necessarily flash back down the tube if the tube diameter is less than half the
quenching distance, the latter defined by4

dquenching =
k∕𝜌Cp

vf
(2)

The quenching distance dquenching is an important property; otherwise the flame would always
propagate down the low-velocity regions of flow next to the tube wall. Thus, laminar premixed
flames, stabilized on a tube, do allow a range in turndown, even though the adiabatic flame
speed does not change. The home gas range is an example of this.

Turbulent Premixed Flames (No Recirculation)
In practice, under turbulent flow conditions, the mean incoming velocity capable of supporting
a premixed flame is significantly higher than that of the laminar flame speed. This is because
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turbulence produces eddies that grossly distort or wrinkle the laminar flame front. Thus, while
the mean velocity is higher than the laminar flame speed, the local velocity normal to the (fluc-
tuating) wrinkled flame front is equal to vf. At high Reynolds numbers, the mean turbulent
flame speed is typically a factor of four or five times the laminar flame speed, or about 10 ft/s,
for methane/air mixtures.

From the foregoing it is clear that without recycle of heat via radiation or convective recir-
culation of hot products back into the ignition zone, it is impossible to stabilize premixed flames
at high burner velocities. This introduces the subject of reverse flows. For the purpose of dis-
cussion we can define premixed flames as those in which the mixing of fuel and air is rapid and
does not control flame length.

Aerodynamics of Premixed Flames
We now consider in detail how hot product gas recirculation can be accomplished through
burner adjustments and flows. It is useful to consider (1) free jets, (2) confined jets with no
swirl, (3) confined jets with swirl, and (4) flow past bluff bodies.

Free Jets. Consider a turbulent jet flowing into a quiescent medium as shown in Fig. 6. If
the velocity along the center axis is denoted by um and the mean velocity leaving the
jet is uo, the following relationship holds for distances beyond five diameters from the
exit:

um

uo
= A

x−1

do
(3)

Thus, the velocity decay is inversely proportional to the distance downstream. The mean radial
velocity has a Gaussian distribution

u(r)
um

= exp

[
−k

( r
x

)2
]

(4)

The axial velocity decrease is due to entrainment from the surrounding fluid. If this fluid is cold,
the ensuing dilution effect will rapidly cool down a hot jet. The entrained fluid influences the
fluid at the center line of the jet at a distance equal to five times the jet diameter. The angle of
spread is approximately 19∘–22∘ and is independent of uo. According to Ricou and Spalding,5
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Figure 6 Free jet entrainment.
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the rate of entrainment me is given by

ṁe

ṁo
= 0.32

(
𝜌e

𝜌o

)1∕2
x
do

− 1 (5)

where 𝜌e = density of entrained fluid
𝜌o = nozzle density
ṁe = mass flow entrained
ṁo = mass flow from nozzle
do = nozzle diameter

Confined Jets: Creation of Secondary Recirculation. When the jet is confined, it still
entrains surrounding fluid and spreads out. However, the fluid entrained must now
consist of product gases, which are recirculated back along the walls. The walls
also serve to prevent the jet from spreading out too rapidly. If the walls are hot, this
secondary recirculation serves to recycle hot gases back into the ignition zone, which
is good for flame stability, If the walls are cold, then heat is transferred by convection
and the secondary recirculation acts like a cold diluent, thus providing for poor flame
stability.

Confined jets have been analyzed by Thring and Newby6 (see Fig. 7). They assumed that
a jet:

1. Expands as a free jet with an angle of 19.4∘ and thus impinges on a wall at a distance
xp.

2. Entrains as a free jet up to a point C, at position xc (i.e., entrainment ceases and dis-
entrainment begins) midway between the point where entrainment is zero, xN, and the
point where the jet hits the wall (see Fig. 8).

These assumptions lead to the following predictions for xN, xc, and xp:

xN

do
= 1

0.32

(
𝜌o

𝜌e

)1∕2

(see Eq. (5)) (6)

xc =
1
2

[
xp +

do

0.32

(
𝜌o

𝜌e

)1∕2
]

(7)

xp = 5.85L (Free jet, a = 19.4∘) (8)

X

XN Xc Xp

L
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Figure 7 Axial confined jet and secondary recirculation.
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Figure 8 Creation of primary recirculation resulting from swirl.

The mass entrained between N and C is the mass of secondary recirculation and is given
by

me

mo
=

mrecirc

mo
= 0.32

(
𝜌e

𝜌o

)1∕2 xc

do
− 1 (see Eq. (5)) (9)

Defining

𝜃 =
do

2L

(
𝜌o

𝜌e

)1∕2

(10)

yields
mrecirc

mo
= 0.47

𝜃
− 0.5 (11)

which agrees with experimental data to within about 10%.7 The parameter 𝜃 is a similitude
parameter and can be used for nozzle/chamber scale-up purposes. We can conclude that both
useful analytical predictions and scale-up criteria can be used for this simple premixed turbulent
enclosed jet. The importance of secondary recirculation for flame stabilization should be again
emphasized.

Confined Jets with Swirl: Recirculation. Some recirculation is essential for flame stability.
In many cases, secondary recirculation originating from confined jets is insufficient
to maintain a constant supply of hot gases and/or active species to maintain ignition.
In this case recirculation of hot gas must occur by some other means.

Swirl, or a tangential velocity at the burner exit, will cause a radial pressure gradient, given
by

dP
dr

= 𝜌
v2
𝜃

r
(centrifugal force) (12)

if radial velocity and viscosity are neglected but will in all cases be a positive number. This
means that the pressure will be lowest in the center of the vortex. As the swirl dissipates in the
combustor, the pressure along the center line increases. This adverse pressure gradient prompts
a reverse flow down the center, creating primary recirculation of hot gases, as shown in Fig. 8.
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The swirl number S is defined as S = axial flow of angular momentum/axial flow of axial
momentum and is given by

S =

[

∫

R

0
𝜌vxrv𝜃r dr

]

[

∫

R

0
𝜌vxvxr dr

]
R

(13)

Unfortunately, v𝜃 is a strong function of r at the burner exit, and knowledge of this dependence
is essential to calculate swirl numbers in practical instances. This functionality depends on how
swirl is generated. The swirl number, however, is an important parameter describing the flow
of swirling flames and can be used for scale-up.

For S > 0.3 a reverse flow can occur and increasing swirl will always shorten the flame jet
and increase its spread. For weakly swirling flows (S < 0.3) the angle of spread is given by

a = 4.8 + 14S (14)

Flame Stabilization by Bluff Bodies. When a bluff body is placed in the path of a fluid with
velocity U, a low-pressure zone will form behind it and viscous forces in the boundary
layer will result in flow separation. The result will be a recirculation zone or trailing
wake (Fig. 9).

The blow-off velocity can be determined by equating the ignition time 𝜏 i with the contact
time in the recirculating wake, 𝜏c.

Thus,

𝜏c =
D

Ubo
= 𝜏i (15)

yielding

Ubo = D
𝜏i

(= 100D for 𝜏i = 10−2 sec) (16)

Thus, for reasonable sized obstacle diameter D, the blow-off velocity can be many times the
maximum turbulent flame speed described above.

Recirculating
wake

Figure 9 Recirculation caused by wake behind a bluff body.
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The conclusions from this section on premixed turbulent flames are:

1. Recirculation of hot products or of heat is essential to maintain stable ignition at high
burner velocities.

2. This can be achieved by secondary recirculation in a hot enclosure, where it can be
modeled and predicted for scale-up purposes for axial jets only.

3. Swirl is always an effective technique to stabilize a flame but will also shorten it.
Swirling flow cannot be easily modeled.

4. Bluff body stabilization is an inexpensive method to induce recirculating flows and
allows high incoming blow-off velocities.

3.2 Diffusion-Mixed Turbulent Flames

An alternative to the premix burner is the diffusion-mixed type, also called the nozzle-mixed
type. The majority of burners are of this type. Raw gas, atomized oil droplets, or pulverized
coal is mixed with the air supply by a turbulent diffusion process occurring within the plume of
flame. Figure 10 is a schematic representation of a diffusion flame gas burner with this mixing
process taking place. Air is introduced through a register that can control the amount passing
through, upon the pressure available; often the register is in the form of vanes, which will give
the combustion air a swirling motion. Gas jets are introduced by a nozzle or a distributor ring
placed in the air entry channel, with the jets disposed for mixing into the air. However, it is only
some distance downstream from the gas jets where the velocity has slowed and where enough
mixture within the combustible limits has been formed to support a flame. It is only within
restricted limits of an air-to-fuel ratio that the burning will persist.

The actual burning process is an extremely complicated one, and many chemical and
physical processes are occurring simultaneously. In the diffusion flame, the rate-controlling
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Figure 10 Schematic of a diffusion mixed burner.
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process is that of the mixing between air and fuel, which involves a transport of both mass and
momentum between regions of high velocity and regions of low velocity. Only in a relatively
thin interface is there a combustible mixture, and this governs the formation of a sheet of flame.
The sheet is very much warped and wrinkled as eddies of fuel are swept out into the air section
or as eddies of oxygen-containing air move into the fuel. Pockets of flame will be carried into
unignited regions, which will burst into new flames; or they will be projected into zones that
have already been burned out, whereupon the flame is diluted and quenched. Since the flame
front cannot move at a very high velocity, it remains always detached from the gas nozzle. A
flame front will sweep through a stagnant mixture of cold gases at relatively low velocity, of the
order of 2–30 ft/s. At too high a velocity the flame will actually blow out and away, and the flame
will become extinguished; special provisions must therefore be made to hold the flame in place.

Some nozzle mix burners distribute the gas supply through a series of jets of from a pipe
ring with many openings into the throat section of air inlet. In this way the air and fuel mixing
are well under way before entering the combustion space. Such a burner is not clearly premix
or a discrete diffusion-mixed type.

The size and shape of the flame are largely determined by the means used for mixing gas
and fuel and for preheating it to ignition temperature. The resulting flame patterns differ widely
from one burner to the next. This is the topic of a later section. The comments above pertain
also to oil flame, with the added complications of atomization and liquid-phase pyrolysis.

As with the gas flame, many patterns of flame are possible with the oil burner. These depend
partly on the spray pattern of the atomizing system and also on the manner of introducing the
combustion air and its axial and tangential or swirl momentum.

3.3 Turbulent Diffusion Flame Types

Effect of Swirl
Consider the effect of swirl momentum and total (air and fuel) axial momentum. Recall that
high swirl attempts to create a primary recirculation, backflow, up the center of the burner axis.
However, this reverse flow may be countered by the axial momentum of the fuel jet and may
or may not be sufficient to overcome this forward axial momentum. We consider four cases
that are shown schematically in Fig. 11 (nomenclature follows naming conventions outlined by
Beer and Chigier8).

Type 1A: Zero Swirl, Moderate Axial Momentum. The type 1 flame is long, poorly mixed,
and highly luminous. The type 1A designation refers to an attached flame, and attach-
ment with zero swirl is normally possible only when moderate axial momentum levels
are used in conjunction with hot secondary recirculation. Burner throat velocities are
typically on the order of 30 m/s (100 ft/s). This flame is utilized in cement kiln burners
and other metal and product heating applications and in tangentially fired combustors.

Type 1B: Zero Swirl, Very High Axial Momentum. The type 1B designation refers to a
high-axial-momentum, zero-swirl flame where ignition is delayed and the high veloc-
ity almost blows the flame off. If secondary recirculation causes cold gases (cold
walls) to quench the ignition, the flame will go out. This “lifted” flame is not inherently
stable.

Type 2: Moderate Swirl (S < 0.6), Moderate Axial Momentum. As swirl increases, primary
recirculation zones attempt to form, but the axial fuel jet momentum is still sufficient
to break through the reverse flow region. This behavior causes a toroidal recirculation
zone to form, with primary jet penetration. This configuration is called a type 2 flame
and is stable over a wide range of turndown ratios. This flame is typical of many
wall-fired burner configurations. Increased swirl will broaden and shorten the flame.
The direction of the fuel jet also clearly plays an important role in flame shape.
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Figure 11 Simple flame classification scheme.

Type 3: High Swirl, Low Axial Momentum (S > 0.6). As swirl is increased or axial momen-
tum of the fuel jet is decreased, the primary recirculation overcomes the forward thrust
of fuel jet and divides it. This forms a type 3 flame, with recirculation down the cen-
ter, As the swirl number increases, the flame shape can vary from a ball of flame to a
conical flame to a flat flame along the walls. Thus, many type 3 flames may look quite
different from one another. This flame is stable under most conditions, unless the fuel
is injected too rapidly and there is sufficient momentum to penetrate the recirculation
zone.

Other Methods of Stabilization
Holding a flame under a variety of operating and firing rates depends on maintaining a localized
zone within or adjacent to the normal flame envelope, which will always lie within the combus-
tion limits for the fuel and oxygen mixture, and in holding the zone where the fluid velocities
are not sufficiently high to sweep the flame away. The following are examples of ways that are
used to bring about improved stability.
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Burner Tile (Fig. 12a). A conically shaped ceramix tile piece surrounds the burner opening.
The diverging flow area slows the air velocity. The tile is heated by exposure to the
flame to a glowing red temperature, and it reradiates and conducts to the incoming
mixture. In addition, its conical or cup shape combined with a tangential swirl to
the incoming air or fume stream may cause a recirculation zone in the flame center
directly opposite the fuel nozzle, which brings hot combustion products and radicals
back into contact with the fresh fuel and air mixture for ignition.

Target Rod and Plate (Figs. 12b and f). The flame is made to impinge on a cylindrical
rod or a flat plate (made of ceramic or temperature-resistant alloy). Eddies form on
the downstream side of this target, and these contain pockets of fuel-rich and air-rich
mixture. Portions of these are swept off into the stream, forming multiple ignition
sources; portions are retained and regenerated on the back of the target. The retained
flame serves as a continuous pilot.

Air

Recirculating
Flame
Pattern

Hot Burner Tile

(a) (b)

Flow Fuel Jet

Flame Holder

Low Recirculating Eddies
in Wake of Flame Holder Rod

(c) (d)

(e) (f )

Fuel-Rich
Ledge Fuel-Rich

Zone

Fuel

Fuel

Fuel

Gaseous
Fuel

Air

Air

Air

Air

Figure 12 Examples of flame-holding arrangements: (a) recirculating flame and hot refractory tile;
(b) target rod; (c) flameholder ledge; (d) grated air entry; (e) graded air entry, grid plate version; and
(f ) target plate.
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Figure 13 Flow pattern, axial jet burner, and conical oil fuel spray nozzle.

Fuel-Rich, Low-Velocity Pocket (Fig. 12c). The pocket is located downstream from the
main fuel addition and has its own fuel supply. The low velocity in the pocket allows
a flame to be retained and to act as a continuous pilot for the main stream. John Zink
Company uses a ledge in the wall of the throat of one of its gas burners in this manner.

Graded Air Entry (Figs. 12d and e). The gas enters by a channel having a diverging cross
section; air is introduced by holes that produce cross-stream jets of air. The diverging
channel slows the mixture; meanwhile, some of the air jets are too fuel rich, some
too fuel lean; at some point in the channel they are near optimum. Wake eddies are
formed that retain the flame. Many jet engines use variants of this design.

Deflector Plate on Fuel Gun (Fig. 13). A vaned conical plate attached to the end of the
fuel gun serves as a baffle and swirl-inducing device, holding a low-velocity turbulent
wake zone immediately opposite the burner tip. Although the mixture in this region
is generally fuel rich, pockets of burnable mixture recirculate in the zone to hold the
flame in place. Additional air sweeps past the plate undisturbed and mixes with the
central wake zone further out from the burner. This arrangement is commonly used
with packaged pressure-atomized burner units.

Effects of Inner and Outer Swirl (Fig. 14). As noted before, type 3 flames can vary widely in
shape. Some examples are shown in Fig. 14 (top). If a long, stable flame with primary
recirculation is desired, then swirl in the center may be feasible (Fig. 14, bottom).
This is a form of a delayed mixing flame, with type 1 attribute of luminosity, length,
etc., but type 3 properties of stability. It is still essentially a type 3 flame.

4 FIRING SYSTEMS

The following sections describe the most commonly encountered firing systems for gaseous,
liquid, and solid fuels. A firing system provides for mixing of fuel with an oxidizer (typically
air) in a manner that promotes stable combustion and desired heat release rates.

4.1 Gaseous Fuels

Gaseous fuels are typically the simplest to use as they are typically supplied at pressure and do
not require special pumping, heating, or atomizing (as is the case for liquid fuels) or crushing,
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Figure 14 Effects of different swirl configurations.

grinding, or pulverizing (in the case of solid fuels). In general, it is easier to maintain a steady
feed rate, and thus a more stable flame, with a gaseous fuel (unless the fuel has a very low
heating value—e.g., blast furnace gas).

The previous section on flame aerodynamics discussed the basic principles underlying
the shaping and stabilizing of both premixed and diffusion flames. Either of these flame types
can be applied to gaseous fuels using the common burner types described below. Although
presented under “Gaseous Fuels,” many of these burner types are also applicable for liquid and
solid fuels.

Basic Burner Types
Open and natural draft-type burners rely on a negative pressure in the combustion chamber
to pull in the air required for combustion, usually through adjustable shutters around the fuel
nozzles. The suction in the chamber may be natural draft (chimney effect) or induced by draft
fans. A crude “burner” may be nothing more than a gas gun and/or atomizer inserted through
a hole in the furnace wall. Fuel–air mixing may be poor, and fuel–air ratio control may be
nonexistent. Retrofitting for addition of preheated combustion air is difficult (see Fig. 15).

Sealed-in and power burners have no intentional “free” air inlets around the burner, nor
are there air inlets in the form of louvers in the combustion chamber wall. All air inflow is
controlled, usually by a forced draft blower or fan pushing the air through pipes or a windbox.
These burners usually have a higher air pressure drop at the burner, so air velocities are higher,
enabling more through mixing and better control of flame geometry. Air flow can be measured,
so automatic air–fuel ratio control is easy (see Fig. 16).
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Figure 15 Open, natural draft-type burner.

Figure 16 Sealed-in power burner.

Figure 17 Windbox burner.

Windbox burners often consist of little more than a long atomizer and a gas gun or gas
ring. These are popular for small industrial and large utility boilers where economic reasons
have dictated that the required large volumes of air be supplied at very low pressure (2–10 in.
we) (in. we = inches of water column). Precautions are necessary to avoid fuel flowback into
the windbox (see Fig. 17).

Packaged burners usually consist of bolt-on arrangements with an integral fan and perhaps
integral controls. These are widely used for new and retrofit installations from very small up to
about 50 × 106 Btu/h (see Fig. 18).

Recommended Applications
Premix burner systems may be found in any of the above configurations. Most domestic appli-
ances incorporate premixing using some form of gas injector or inspirator (gas pressure induc-
ing air through a venturi). Small industrial multiport burners of this type facilitate spreading a
small amount of heat over a large area, as for heating kettles, vats, rolls, small boilers, mov-
ing webs, and low-temperature processing of conveyorized products. Large single-port premix
burners have been replaced by nozzle mix burners. Better fuel–air ratio control is possible by
use of aspirator mixers. (Air injection provides the energy to draw in the proper proportion
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Figure 18 Integral fan burner.

of gas.) Many small units have undersized blowers, relying on furnace draft to provide sec-
ondary air. As fuel costs rise, the unwarranted excess air involved in such arrangements makes
them uneconomical. Mixture manifold inside diameters larger than 4 in. (100 mm) are usually
considered too great an explosion risk. For this reason, mixing in a fan inlet is rarely used.

Diffusion flame or nozzle mix burner systems constitute the most common industrial gas
burner arrangement today. They permit a broad range of fuel–air ratios, a wide variety of flame
shapes, and multifuel firing. A very wide range of operating conditions are now possible with
stable flames using nozzle mix burners. For processes requiring special atmospheres, they can
even operate with very rich (50% excess fuel) or lean (1500% excess air). They can be built
to allow very high velocities (420,000 scfh/in.2 of refractory nozzle opening) for emphasizing
convection heat transfer.

Others use swirl to elicit centrifugal and coanda effects to cause the flame to scrub an
adjacent refractory wall contour, thus enhancing wall radiation (see Fig. 14). By engineering
the mixing configuration, nozzle mix burner designers are able to provide a wide range of
mixing rates, from a fast, intense ball of flame (L/D = 1) to conventional feather-shaped flames
(L/D = 5–10) to long flames (L/D = 20–50). Changeable flame patterns are also possible.

Aerodynamically staged or delayed-mixing burners are a special form of diffusion flame
burners in which mixing is intentionally slow. (A raw gas torch is an unintentional form of
delayed mixing.) Ignition of a fuel with a shortage of air results in polymerization or thermal
cracking that forms soot particles only a few micrometers in diameter. These solids in the flame
absorb heat and glow immediately, causing a delayed mix flame to be yellow or orange. The
added luminosity enhances flame radiation heat transfer, which is one of the reasons for using
delayed-mix flames. The other reason is that delayed mixing permits stretching the heat release
over a great distance for uniform heating down the length of a radiant tube or a long kiln or
furnace that can only be fired from one end. These types of long flames can also be beneficial
for reducing nitrogen oxide (NOx) emissions as peak temperatures are reduced with the staged
heat release.

Gaseous fuels can sometimes provide a unique aerodynamic advantage over liquid or solid
fuels. Most industrial process burners have traditionally used energy from the air stream to
maintain flame stability and flame shape, as discussed previously. Now that higher pressure
fuel supplies are readily accessible in most locations, there is an opportunity to use the energy
in the fuel stream for controlling flame stability and shape, thereby permitting the use of lower
pressure air sources.

Figure 19 shows a fuel-directed burner for gas and preheated air. Multiple supply passages
and outlet port positions permit changing the flame pattern during operation for optimum heat
transfer during the course of a furnace cycle. Oil burners or dual-fuel combination burners can
be constructed in a similar manner using two-fluid atomizers with compressed air or steam as
the atomizing medium.

In summary, desired flame shape, stability, and flexibility can be assured by the selection of
an appropriate burner design. If maximum flexibility is needed, nozzle mix or diffusion flame



658 Combustion

Figure 19 Low NOx fuel-directed gas burner for use with preheated air. (1) Increasing tangential gas flow
(adjustment screw S) shortens flame. (2) Increasing forward gas flow (adjustment screw L) lengthens flame.
(3) Jet gas—to maintain flame definition as input is reduced. Courtesy of North American Mfg. Company

burners with adjustable swirl for secondary air are recommended. Together with flexibility in
injector angle, this design allows just about any flame shape to be achieved and to be modified
as desired heat flux distributions are varied. Such burners also allow for variation in fuels.

4.2 Liquid Fuels

Much of what has been said above for gas burners applies as well for oil or other liquid fuel
burning. Liquids do not burn; therefore, they must first be vaporized and thus additional con-
siderations must be addressed beyond those described above for gaseous fuels.

The liquid fuel can be prevaporized outside of the furnace to produce a hot vapor stream
that is directly substitutable for gas in premix burners. Unless there are many burners or they
are very small, it is generally more practical (less maintenance) to convert to combination
(dual-fuel) burners of the nozzle mix type. For nozzle mix burners, the fuel is atomized inside
the furnace to enhance vaporization rates as noted below.

Atomization of Liquid Fuel
Almost all industrial liquid fuel burners use atomization to aid vaporization by exposing the
large surface area (relative to volume) of millions of droplets in the size range of 100–400 μm.
Evaporation then occurs at a rapid rate even if the droplets are not exposed to furnace radiation
or hot air due to enhanced mass transfer rates.

Pressure atomization (as with a garden hose) uses the pressure energy in the liquid steam
to cause the kinetic energy to overcome viscous and surface tension forces. If input is turned
down by reducing fuel pressure, however, atomizing quality suffers; therefore, this method
of atomization is limited to on–off units or cases where more than 250 psi fuel pressure is
available.

Two-fluid atomization is the method most commonly used in industrial burners. Viscous
friction by a high-velocity second fluid surrounding the liquid fuel stream literally tears it into
droplets. The second fluid may be low-pressure air (<2 psi, or <13.8 kPa), compressed air,
gaseous fuel, or steam. Many patented atomizer designs exist, for a variety of spray angles,
sizes, turndown ranges, and droplet sizes. Emulsion mixing usually gives superior atomization
(uniformly small drops with relatively small consumption of atomizing medium), but control
is complicated by interaction of the pressures and flows of the two streams. External mixing is
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just the opposite. Tip emulsion atomization provides a compromise between these two mixing
limits.

Rotary-cup atomization delivers the liquid fuel to the center of a fast-spinning cup sur-
rounded by an air stream. Rotational speed and air pressure determine the spray angle. This
is still used in some large boilers, but the moving parts near the furnace heat have proved to
be too much of a maintenance problem in higher temperature process furnaces and on smaller
installations where a strict preventive maintenance program could not be effected.

Sonic and ultrasonic atomization systems create very fine drops but impart very little
motion to them. For this reason they do not work well with conventional burner configurations
but require an all-new design.

Liquid Fuel Conditioning
A variety of additives can be used to reduce fuel degeneration in storage, minimize slagging,
lessen surface tension, reduce pollution, and lower the dew point. Regular tank draining and
cleaning as well as the use of filters are recommended.

Residual oils must be heated to reduce their viscosity for pumping, usually to 500 SSU
(100 cSt). For effective atomization, burner manufacturers specify viscosities in the range of
100–150 SSU (22–32 cSt). In all but tropical climates, blended oils (Nos. 4 and 5) also require
heating. In Arctic situations, distillate oils need heating. Figure 20 enables one to predict the
oil temperature necessary for a specified viscosity. It is best, however, to install extra heating
capacity because delivered oil quality may change.

Oil heaters can be steam or electric. If oil flow stops, the oil may vaporize or char. Either
situation reduces heat transfer from the heater surfaces, which can lead to catastrophic failure
in electric heaters. Oil must be circulated through heaters, and the system must be fitted with
protective limit controls.

Hot oil lines must be insulated and traced with steam, induction, or resistance heating. The
purpose of tracing is to balance heat loss to the environment. Rarely will a tracing system have
enough capacity to heat up an oil line from ambient conditions. When systems are shut down,
arrangements must be made to purge the heavy oil from the lines with steam, air, or (preferably)
distillate oil. Oil standby systems should be operated regularly, whether needed or not. In cold
climates, they should be started before the onset of cold weather and kept circulating all winter.

4.3 Solid Fuels

Solid fuel burns by a series of steps: (1) initial particle heatup and drying (most solid fuels have
some degree of moisture), (2) evolution of volatile matter from the solid particle, (3) combustion
of volatile gases, and (4) residual carbon or char oxidation. The design of a suitable firing system
for a given solid fuel must take into account the relative importance of each of these steps, which
will in turn depend on fuel characteristics and particle size. For gaseous fuels, only step 3 is
required, and thus firing system design is focused on appropriate fuel–air mixing to achieve
desired heat release and emission levels. For liquid fuels, steps 1–3 are required and thus firing
systems must allow for droplet heatup and evaporation in addition to suitable fuel–air mixing.

Firing systems for solid fuels must provide for these steps as well as ensuring adequate
burnout of the residual carbon material (which can be as high as 95% of the fuel in some
cases). The time scales for these processes can vary greatly for solid fuels. For example, at
typical combustion conditions, volatile release and combustion are on the order of 100s of
milliseconds (represented by the luminous flame), whereas char oxidation can range from 1–2
s for pulverized char particles to several minutes for large chunks of fuel (the “burning embers”
or flying sparklers visible in solid fuel furnaces). As a result, firing systems for solid fuels vary
greatly, depending on the fuel characteristics and particle size.
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Figure 20 Viscosity–temperature relations for typical fuel oils.

Pulverized Fuels
The most commonly used pulverized fuel is coal, although a growing trend in the industrial and
utility boiler industries is the cofiring of finely ground biomass fuels (e.g., wood, agricultural
residues). Burners used with pulverized fuel tend to be either the windbox type (typical for
boilers) or the sealed-in type (for smaller scale applications). Particle sizes typically range from
tens to a few hundred micrometers, with a mean particle size occurring near 60 μm.

The most common type of burner for pulverized coal is a circular burner, which consists
of a fuel feed pipe in the center and one, two, or even three annular air registers, as shown
in Fig. 21. The figure illustrates a typical configuration for a modern low-NOx burner. The
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Figure 21 Cross-sectional schematic of a typical pulverized coal circular burner, configured for low-NOx
firing.

pulverized coal is introduced in the core, either with or without some sort of bluff body, and
then air is introduced in the annular registers. By varying the degree of swirl and the relative
velocities, a stable attached flame can be achieved. An example of a commercial circular burner
is shown in Fig. 22, where the dual air registers and the vanes used to generate swirl are clearly
evident in the cutaway view.

In addition, hardware modifications are often made to the fuel nozzle, including stabilizer
rings, ledges, tabs, teeth, and bluff bodies to assist with flame stabilization. Also, burner quarls
or tiles can provide additional stability by providing a hot surface for the heating of recirculating
gases by convection and radiation. Some coal nozzles are designed to segregate fine and coarse
particles prior to the nozzle exit, and the very fine coal particles can heat up rapidly and release
volatiles more quickly to assist with flame stability and attachment. An example of such a
nozzle is shown in Fig. 22. Combinations of all these hardware modifications have led to the
apparent wide variety of burners commercially available.

Circular burners are commonly used in arrays along the front and rear walls in single- and
opposed-wall-fired boilers and along the roof in arch-fired systems.

Tangentially fired burners differ in that the burners are generally located in the corners
of the boiler and create helical flames in the center. The coal nozzles and air injection ports
are stacked horizontally, as shown in Fig. 23, and can tilt their injection angle up or down to
provide control over furnace outlet temperature (and thus steam reheat temperature) as boiler
load changes. Tangentially fired systems provide delayed fuel–air mixing that results in long
winding flames in the core of the boiler, and such flames have a significant benefit in terms of
NOx reduction. Circular burners can also be configured to provide long delayed-mixing flames
for low-NOx operation.

Granular and Larger Fuels
Solid fuels are typically less expensive than liquid or gaseous fuels, but the cost savings are
mitigated by handling and fuel preparation costs. The power required for pulverizing coal can
be a significant portion of the cost of operating a boiler; therefore, smaller scale units often
utilize firing systems that require less fuel preparation.

Grate-fired systems are generally the simplest to operate and can handle a wide range
of fuel sizes and fuel types. Particles ranging from fractions of inches to several inches in
approximate diameter are reliable feed. The fuel is “spread” onto a perforated metal grate and
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Figure 22 Typical low-NOx pulverized coal circular burner. Adapted from Foster Wheeler Inc.

air is blown through the grate to provide oxygen for combustion and to assist in cooling the
grate. In some designs, the grate is also water cooled. Grate-fired systems are among the oldest
of solid fuel firing systems and were widely used in steamships, locomotives, and domestic
heating until the advent of convenient means for distributing liquid and gaseous fuels. They are
still commonly used for industrial boiler application (process steam generation and small-scale
power production).

There are several grate designs, including (1) a traveling grate, in which the grate is moving
at slow but constant velocity and the fuel slowly burns out before the residual ash is dumped
off the end of the grate into a collecting hopper; (2) a reciprocating grate, which is typically
a series of steps that are driven by reciprocating pistons that slowly move the fuel down the
steps as it burns out; and (3) a vibrating grate, which is set at a slight angle and is operated by
an electric motor with an eccentric cam. The vibrating grate is periodically cycled (every few
minutes) to provide some stirring or mixing of the bed and to move fuel toward the end of the
grate to dump into the ash hopper.

Typically, fuel size in grate-fired systems is dictated by feeding limitations and desired
combustion efficiency targets. Larger fuel size requires greater residence time for acceptable
consumption of residual carbon. In many cases, highly irregularly shaped particles are used
(such as chipped or shredded wood products or fibrous biomass fuels), and the greatest
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Figure 23 Typical tangentially fired pulverized coal burner arrangement. Source: Reproduced with per-
mission of Alstom Power Inc., Windsor, CT, from Combustion Fossil Power. Copyright 1991.

challenge is often not combustion of the fuel but maintaining a reliable feed rate due to
bridging and channeling in feed chutes, screws, and conveyors.

Fluidized bed systems provide the best environment for gas/solid contacting and utilize fuel
that has been typically sized to millimeter-sized particles. A bed of (typically) inert material
is fluidized by high-velocity air that is introduced through a distributor plate at the base of
the furnace. The bubbling motion of the bed provides for a high degree of mixing and fuel
is injected into the hot bubbling bed for combustion. If low-quality fuels are used (high ash
content or low-reactivity carbon), increased residence times can be achieved by operating in
circulating mode. Higher gas velocities are used and some of the bed material and fuel are
entrained in the furnace and is separated in a cyclone and reinjected into the furnace.

Combustion temperatures are typically lower than in other combustion systems, and this
provides some benefits in terms of NOx emissions. Also, in many systems the bed material
utilized is limestone, which can react with SO2 generated from the combustion of sulfur in the
fuel and form a benign calcium sulfate (gypsum) product.

A wide variety of fuels can be combusted in a fluidized bed, including coal, biomass, and
sludges. A significant operational constraint is the melting temperature for the mineral matter
present in the fuel. If the ash from the fuel becomes molten or even partially sticky, it may
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cause the bed material to agglomerate and create particles that can no longer be fluidized by
the current gas velocity. Such behavior can result in “defluidization” of the bed if a sufficient
fraction of the bed becomes sticky and grows to form particles that cannot be entrained and
simply fall to the bottom of the furnace.

Cyclone-fired systems utilize similar particle sizes as the fluidized bed systems but intro-
duce the fuel in a cyclonic fashion into a horizontal barrel. Combustion air is also introduced
tangentially to preserve the cyclonic motion. These cyclone barrels typically operate near adi-
abatic conditions (heat loss is typically <5%) and thus have very high temperatures to promote
slagging of the mineral (ash) matter in the fuel. The molten slag runs down the walls of the
horizontal barrel and exits through a tap at the bottom near the gas exit. Fuel that is thrown
tangentially into the cyclone barrel is trapped in the molten slag layer and burns out as the slag
runs down the walls. The hot exhaust gases exit the cyclone barrel and enter a water-wall boiler
for subsequent heat extraction and steam production.

Cyclone-fired systems provide a high degree of fuel flexibility due to the slagging opera-
tion. Variations in ash composition when varying different fuel mixtures often create significant
operational problems for other types of solid fuel firing systems due to the potential for a tran-
sition from dry ash to molten, deposit-forming ash.

Ash Handling
Solid fuels typically contain some fraction of noncombustible material (mineral matter or ash)
that must be considered when selecting or designing a solid fuel firing system. Many wood or
biomass materials have less than 1% ash; however, a typical coal will range from 6 to 30%
ash, with some low-rank coals as high as 50–60% ash. The disposition of this ash is one of the
greatest operational concerns for an operator of a solid-fuel firing system.

In general, the finer fractions of the ash (called “flyash”) will be entrained with the exhaust
gases and need to be removed with some sort of particulate collection device (see Chapter 30).
The larger ash particles (“bottom ash”) will be collected in some sort of hopper at the base of
the furnace. Some ash particles will deposit on furnace walls, and if the wall is a heat transfer
surface, the deposits must be periodically cleaned by an air or steam jet (“soot blowing”) to
maintain furnace efficiency.

If ash particles become molten, the deposit will be difficult to remove and can grow to form
an obstruction to flow as well as heat transfer. Thus, knowledge of the sticking temperature of
the fuel or fuel mixtures being considered for firing is important to prevent deposition problems.
It is for this reason that cyclone-fired systems are more forgiving of fuel switching than other
firing systems.

In general, pulverized fuel systems will see approximately 80% of the ash end up as flyash,
with 20% as bottom ash. Grate-fired systems are the reverse, with 20% flyash and 80% bottom
ash. Cyclone-fired systems have very little flyash carryover (approximately 5%), as most of the
ash is trapped in the slagging barrel.

The carbon content of the ash (often referred to as loss-on-ignition, or LOI, for the test
performed to quantify it) should be monitored periodically. LOI provides an indication of com-
bustion efficiency, since greater carbon-in-ash content implies less fuel is being completely
burned out before exiting the furnace.

In addition, the carbon content often dictates the potential value of the flyash as a product.
Flyash is often sold as a filler for use in concrete mixes (among other uses); however, carbon
content greater than roughly 5% will often render it unusable for this purpose. Thus, flyash
with low carbon-in-ash means good combustion efficiency and a ready revenue stream. Flyash
with high carbon-in-ash results in poor combustion efficiency and a process waste stream that
requires disposal—a financial liability on two counts. Many low-NOx firing system modifica-
tions result in an increase in LOI, as most of these modifications delay fuel–air mixing and
make it more difficult to completely oxidize the residual char before exiting the furnace.
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5 POLLUTANT EMISSIONS

Combustion processes produce gaseous and particulate emissions that can be harmful to human
health and the environment. The pollutants of primary concern with gaseous fuels are CO and
various NOx, since generally most sulfur-bearing species have been removed. For liquid fuels,
the same pollutants come into play; however, many oils have significant sulfur contents and thus
also produce sulfur oxides (SOx). Solid fuels can also produce CO, NOx, and SOx emissions
but also produce particulate emissions. Products of incomplete combustion (PICs) are possible
with any of these fuels if the combustion process is poorly designed.

5.1 Control of Nitrogen Oxides

There are various sources of NOx in a combustion system. All fuels have the potential to create
thermal NOx, which results from the oxidation of N2 in the atmosphere at high temperatures.
The air used for combustion is typically 79% N2, and at temperatures above roughly 2600 F,
this N2 can be readily oxidized to NO. In gas-fired systems and many liquid fuel-fired systems,
this is the principal source of NOx emissions. Control technologies focus on reducing peak
temperatures to minimize significant NO formation. One common approach is the use of flue
gas recirculation (FGR), either external recirculation with subsequent injection into the burner
to dilute the combustion process or internal recirculation using eductive mixing.

Another source of NOx stems from the presence of nitrogen in the fuel and is referred
to as fuel NOx. Fuel NOx is the primary source of NO for coal combustion and represents
approximately 80% of uncontrolled NO emissions, with thermal NOx providing the balance.
The primary method for controlling fuel NOx is promoting fuel-rich or oxygen-starved com-
bustion in the main burner zone, which allows the fuel-bound nitrogen (typically in the form
of HCN or NH3) to decay to N2. Once sufficient time has been given for nitrogen decay, then
additional air can be introduced (staging air) to complete the combustion process. As more
and more of the fuel NO is controlled through air staging, the NO emissions decrease and the
percentage of the NO emissions represented by thermal NOx increases.

The staging of air can be performed through burner aerodynamics using multiple air reg-
isters, as shown in Fig. 21. The innermost air register (secondary air) is operated with a small
fraction of the total air, and its velocity is matched to the primary air/coal jet to minimize shear
or mixing at the interface between the two streams. Sufficient air is provided in the secondary
register to ensure ignition and attachment of the flame, however.

The tertiary stream, which contains the bulk of the combustion air, is operated at a velocity
that is significantly higher than the secondary stream and thus promotes shearing or mixing
between the secondary and tertiary air streams. The secondary air stream serves as a buffer
between the fuel jet and the tertiary air stream and delays the mixing of most of the air with the
fuel. The burner can be designed to optimize NOx reduction and burner stability for a given fuel.

A small amount of NO is formed very early in the flame by reaction of fuel fragments
with NO and is referred to as prompt NO. Prompt NO is difficult to control and is typically of
concern only for gas burners designed to operate at very low NO emission levels (<20 ppm).

5.2 Control of Other Gaseous Emissions

Carbon monoxide emissions as well as other hydrocarbon emissions are generally controlled
through good combustion practice. Providing adequate air/fuel mixing with sufficient residence
time will generally minimize CO emissions. Many of the techniques for reducing NO emis-
sions, however, can result in an increase in CO emissions due to a delay in air/fuel mixing.
Thus, any emission strategy needs to be optimized for all pollutants of concern.

Sulfur oxides are formed through oxidation of the sulfur present in the fuel. Essentially all
of the sulfur is oxidized to SO2, and there are no simple methods to convert fuel-bound sulfur
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to benign products as there is for converting fuel-bound nitrogen to N2. In practice, fuel-bound
sulfur is oxidized to SO2 in the furnace and is then captured downstream through reaction with
sorbents or caustic scrubber liquid. The notable exception is in-bed capture of SO2 in fluidized
beds using limestone.

Another option is eliminating the sulfur prior to combustion. Sulfur is generally removed
from most gaseous and liquid fuels (with the exception of heavier fuel oils) through various
“sweetening” processes at the well head or the refinery. Sulfur present in coal can be removed to
some extent using beneficiation techniques; however, these processes may not be as economical
as purchasing a lower sulfur coal from a more distant source.

5.3 Control of Particulate Emissions

Flyash formed during combustion processes typically has a bimodal size distribution. Larger
flyash particles (1–10 μm) result from fragmentation and attrition processes or from molten
ash particles that coalesce on the surface of a burning particle and are eventually liberated
once the carbonaceous material is mostly consumed. Smaller flyash particles (less than 1 μm)
are typically the result of vaporization/condensation processes. Burning coal particles create
a locally reducing environment which promotes reduction of metal oxides to more volatile
suboxide or base metal species. These volatile species vaporize, then oxidize as they diffuse
away from the particle, and then condense as a submicrometer fume. Some of the more volatile
elements will condense further downstream on the surface of this submicrometer fume, creating
fine particulate that can be enriched in trace metals that are often toxic.

Particulate emissions are typically controlled using standard particulate collection devices
such as cyclones, fabric filter baghouses, or electrostatic precipitators (ESPs). Cyclones are
typically suitable for larger particles only (greater than 1 μm), whereas baghouses and ESPs
will provide some measure of capture for submicrometer particulate.

6 SAFETY CONSIDERATIONS

Operations involving combustion must be concerned about all the usual safety hazards of indus-
trial machinery, with additional consideration for the potential for explosions, fires, burns from
hot surfaces, and asphyxiation. Less immediately severe but long-range health problems related
to combustion result from overexposure to noise and pollutants.

Preventing explosions should be the primary operating and design concern of every person
in any way associated with combustion operations, because an explosion can be so devastating
as to eliminate all other goals of anyone involved. The requirements for an explosion include the
first five requirements for combustion (Table 3); therefore, striving for efficient combustion also
sets the stage for a potential explosion. The statistical probability of meeting all seven explosion
requirements at the same time and place is so small that people often become careless, and
therein lies the problem. Continual training and retraining are key to maintaining awareness.

The lower and upper limits of flammability are the same as the lower and upper explosive
limits for any combustible gas or vapor. A summary of the most commonly encountered gases
is given in Table 4, and a more extensive listing is provided in Table 3 in Chapter 17 on gaseous
fuels. Table 5 lists flammability data for some common liquids. Dusts generated from solid fuel
handling represent an explosion hazard as well; some typical values for carbonaceous fuels and
other biomass materials are listed in Table 6. References 9–12 provide a more extensive source
of explosion-related data for many industrial solvents, off-gases, and fugitive dusts.

Electronic safety control programs for most industrial combustion systems are generally
designed to (1) prevent accumulation of unburned fuel when any source of ignition is present
or (2) immediately remove any source of ignition when something goes wrong that may result
in fuel accumulation.
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Table 3 Requirements for Combustion and Explosiona

Requirements for Combustion Requirements for Explosion

1. Fuel 1. Fuel
2. Oxygen (air) 2. Oxygen (air)
3. Proper proportion (within

flammability limits)
3. Proper proportion (within

explosive limits)
4. Mixing 4. Mixing
5. Ignition 5. Ignition

6. Accumulation
7. Confinement

aThere have been incidents of disastrous explosions of unconfined
fast-burning gases, but most of the damage from industrial explosions
comes from the fragments of the containing furnace that are propelled
like shrapnel. Lightup explosions are often only “puffs” if large doors are
kept open during startup.

Table 4 Flammability Limits for Common Gaseous Fuels13

Lean or Lower Limit Rich or Upper Limit

Fuel 𝜙a SRb 𝜙 SR

Acetylene, C2H2 0.19 5.26 ∞ ∼ 0
Carbon monoxide, CO 0.34 2.94 6.76 0.15
Ethane, C2H6 0.5 2 2.72 0.37
Ethylene, C2H4 0.41 2.44 > 6.1 < 0.16
Hydrogen, H2 0.14 7.14 2.54 0.39
Methane, CH4 0.46 2.17 1.64 0.61
Propane, C3H8 0.51 1.96 2.83 0.35

aEquivalence ratio.
bStoichiometric ratio.

Of course, the removal of an ignition source is very difficult in a furnace operating above
1400∘F. If a burner in such a furnace should be extinguished because it suddenly became too fuel
rich, requirement number 3 is negated and there can be no explosion until someone (untrained)
opens a port or shuts off the fuel. The only safe procedure is to gradually flood the chamber
with steam or inert gas (gradually, so as to not change furnace pressure and thereby cause more
air in-flow).

For 1, the best way to prevent unburned fuel accumulation is to have a reliable automatic
fuel–air ratio control system coordinated with automatic furnace pressure control. Such a sys-
tem should also have input control so that the input cannot range beyond the capabilities of
either automatic system. The emergency backup system consists of a trip valve that stops fuel
flow in the event of flame failure or any of many other interlocks such as low air flow or high
or low fuel flow.

For 2, removal of ignition sources is implemented by automatic shutoff of other burner
flames, pilot flames, spark igniters, and glow plugs. In systems where a single flame sensor
monitors either a main flame or a pilot flame, the pilot flame must be programmed out when
the main flame is proven. If this is not done, such a “constant” or “standing” pilot can “fool”
the flame sensor and cause an explosion.
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Table 6 Explosion Characteristics of Various Dusts12

Ignition
Temperature

Minimum Cloud
Explosion

Concentration

Limiting
Oxygen

Percentagea

Type of Dust Cloud
(∘C)

Layer
(∘C) (g/m3)

(Spark
ignition)

Cellulose, alpha 410 300 45 —
Cornstarch, commercial product 400 — 45 —
Lycopodium 480 310 25 C13
Wheat starch, edible 430 — 45 C12
Wood flour, white pine 470 260 35 —
Charcoal, hardwood mixture 530 180 140 —
Coal, Pennsylvania, Pittsburgh

(Experimental Mine Coal)
610 170 55 —

Sulfur 190 220 35 C12
Aluminum flake, A 422 extra fine

lining, polished
610 326 45 —

Magnesium, milled, Grade B 560 430 30 —
Acrylamide polymer 410 240 40 —
Methyl methacrylate polymer 480 — 30 C11
Cellulose acetate 420 — 40 C14
Polycarbonate 710 — 25 C15
Phenol formaldehyde molding

compound, wood flour filler
500 — 30 C14

aC = CO2, numbers indicate percentages; e.g., C13 refers to dilution to 13% oxygen with carbon dioxide as the diluent.

Most operational codes and insuring authorities insist on the use of flame monitoring
devices for combustion chambers that operate at temperatures below 1400∘F. Some of these
authorities point out that even high-temperature furnaces must go through this low-temperature
range on their way to and from their normal operating temperature. Another situation where
safety regulations and economic reality have not yet come to agreement involves combustion
chambers with dozens or even hundreds of burners, such as refinery heaters, ceramic kilns, and
heat transfer furnaces.

Avoiding fuel-fed fires first requires preventing explosions, which often start such fires
(see previous discussion). Every building containing a fuel-fired boiler, oven, kiln, furnace,
heater, or incinerator should have a spring-operated manual reset fuel shutoff valve outside the
building with panic buttons at the guardhouse or at exits to allow shutting off fuel as one leaves
the burning building.

Gas fuel lines should be overhead where crane and truck operators cannot rupture them or
underground. If underground, keep and use records of their locations to avoid digging accidents.
Overhead fuel lines must have well-marked manual shutoff valves where they can be reached
without a ladder.

Liquid fuel lines should be underground; otherwise, a rupture will pour or spray fuel on a
fire. The greatest contributor to fuel-fed fires is a fuel shutoff valve that will not work. All fuel
shutoff valves, manual or automatic, must be tested on a regular maintenance schedule. Such
testing may cause nuisance shutdowns of related equipment; therefore, a practical procedure
is to have the maintenance crew do the day’s end (or week’s end) shutdown about once each
month. The same test can check for leaking. If it is a fully automatic or manual reset automatic
valve, shutdown should be accomplished by simulating flame failure and, in succession, each
of the interlocks.
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Because so much depends on automatic fuel shutoff valves, it makes sense (1) to have a
backup valve (blocking valve) and (2) to replace it before it hangs up—at least every 5 years,
or more often in adverse environments. Maintenance and management people must be ever
alert for open side panels and covers on safety switches and fuel shutoff valves, which may be
evidence that safety systems have been bypassed or tampered with in some way.

Storage of liquefied petroleum (LP) gas, oils, or solid fuels requires careful attention to
applicable codes. If the point of use, an open line, or a large leak is below the oil storage
elevation, large quantities may siphon out and flow into an area where there is a water heater
or other source of ignition. Steam heaters in heavy oil tanks need regular inspections, or leaks
can emulsify the oil, causing an overflow. It is advisable to make provision for withdrawing the
heater for repair without having to drain the whole tank.

LP gas is heavier than air. Workers have been suffocated by this invisible gas when it leaked
into access pits below equipment. Thus, the potential for accidental accumulation should be
considered when designing and laying out equipment to avoid possible explosion or asphyxia-
tion hazards.

Codes and regulations are proliferating, many by local authorities or insuring groups.
Most refer, as a base, to publications of the National Fire Protection Association (NFPA),
Batterymarch Park, Quincy, MA 02269. Their publications usually represent the consensus
of technically competent volunteer committees from industries involved with the topic.

7 OXY-FUEL FIRING

Commercially “pure” oxygen (90–99% oxygen) is sometimes substituted for air (20.9% oxy-
gen) in various mixture ratios up to pure oxygen to (1) achieve higher flame temperature, (2) get
higher % available heat (best possible efficiency), or (3) try to eliminate nitrogen from the
furnace atmosphere and thereby reduce the probability of NOx formation.

Figure 24 Percent available heat for 𝜙 = 0.95 or 5% excess air with average natural gas, HHV = 1025
Btu/ft3, with various degrees of oxygen enrichment and for oxy-fuel firing (top curve).
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Figure 24 shows percent available heat and adiabatic flame temperatures (x intercepts) for
various amounts of oxygen enrichment of an existing air supply, and for “oxy-fuel firing” or
100% oxygen.

Oxy-fuel burners have been water cooled in the past, but their propensity to spring leaks
and do terrible damage has led to use of better materials to avoid water cooling. Oxygen burner
nozzles and tiles are subject to much higher temperatures and more oxidizing atmospheres than
are air burner nozzles and tiles. Control valves, regulators, and piping for oxygen require special
cleaning and material selection.
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1 INTRODUCTION

Gaseous fuels are generally easier to handle and burn than are liquid or solid fuels. Gaseous
fossil fuels include natural gas (primarily methane and ethane) and liquefied petroleum gases
(LPGs; primarily propane and butane). Gaseous man-made or artificial fuels are mostly derived
from liquid or solid fossil fuels. Liquid fossil fuels have evolved from animal remains through
eons of deep underground reaction under temperature and pressure, while solid fuel evolved
from vegetable remains. Figure 1 shows the ranges of hydrogen/carbon ratios for most fuels.

2 NATURAL GAS

2.1 Uses and Distribution

Although primarily used for heating, natural gas is also frequently used for power generation
(via steam turbines, gas turbines, diesel engines, and Otto cycle engines) and as feedstock for
making chemicals, fertilizers, carbon black, and plastics. It is distributed through intra- and
intercontinental pipe lines in a high-pressure gaseous state and via special cryogenic cargo
ships in a low-temperature, high-pressure liquid phase (LNG).

Final street-main distribution for domestic space heating, cooking, water heating, and
steam generation is at regulated pressures on the order of a few inches of water column to a few
pounds per square inch, gage, depending on local facilities and codes. Delivery to commercial
establishments and institutions for the same purposes, plus industrial process heating, power
generation, and feedstock, may be at pressures as high as 100 or 200 psig (800 or 1500 kPa
absolute). A mercaptan odorant is usually added so that people will be aware of leaks.

Before the construction of cross-country natural gas pipe lines, artificial gases were dis-
tributed through city pipe networks, but gas generators are now usually located adjacent to the
point of use.

673
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Figure 1 Hydrogen/carbon ratios of fossil and synthetic fuels. Source: Adapted from Ref. 1.

2.2 Environmental Impact

The environmental impact of natural gas combustion is generally less than that of liquid or
solid fuels. Pollutants from natural gas may be (1) particulates, if burners are poorly adjusted
or controlled (too rich, poor mixing, quenching), or (2) nitrogen oxides, in some cases with
intense combustion, preheated air, or oxygen enrichment.

2.3 Sources, Supply, and Storage

Natural gas is found with oil deposits (animal fossils) and coal deposits (plant fossils). As-yet
untapped supplies are known to exist (1) near the coast of the Gulf of Mexico in very deep geo-
pressured/geothermal aquifers and (2) in difficult-to-separate Appalachian shale formations.

Except for these hard-to-extract supplies, U.S. natural gas supplies have been variously
predicted to last 10–20 years, but such predictions are questionable because of the effects of
economic and regulatory variations on consumption, production, and exploration. Except for
transoceanic LNG vessels, distribution is by pipe line, using a small fraction of the fuel in
compressors to provide pumping power.

Storage facilities are maintained by many local gas utilities as a cushion for changing
demand. These may be low-pressure gas holders with floating bell-covers, old wells or mines
(medium pressure), or cryogenic vessels for high-pressure liquefied gas.

2.4 Types and Composition

Natural gases are classified as “sweet” or “sour,” depending on their content of sulfur com-
pounds. Most such compounds are removed before distribution. Odorants added (so that leaks
can be detected) are usually sulfur compounds, but the amount is so minute that it has no effect
on performance or pollution.

Various geographic sources yield natural gases that may be described as “high methane,”
“high Btu,” or “high inert.”

2.5 Properties

Properties that concern most users of natural gases relate to the heat available from their com-
bustion, flow characteristics, and burnability in a variety of burner types. Strangely, few people
pay attention to the properties of their gas until they are forced to substitute another fuel for it.
Some properties are listed in Tables 1a, 1b, and 1c.2
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Table 1a Analyses of Typical Gaseous Fuels2

Analysis in % by Volume

Type of Gas CH4 C2H6 C3H8 C4H10 CO H2 CO2 O2 N2

Acetylene, commercial
(97.1% C2H2,
2.5% C3H6O)

0.084 0.28

Blast furnace — — — — 27.5 1.0 11.5 — 60.0
Blue (water), bituminous 4.6 — — 0.7 28.2 32.5 5.5 0.9 27.6
Butane, commercial,

natural gas
— — 6.0 70.7 n-,

23.3
iso-

— — — — —

Butane, commercial,
refinery gas

— — 5.0 50.1 n-,
16.5
iso-

(28.3%
C4H6)

Carbureted blue, low
gravity

10.9 2.5 — 6.1 21.9 49.6 3.6 0.4 5.0

Carbureted blue, heavy oil 13.5 — — 8.2 26.8 32.2 6.0 0.9 12.4
Coke oven, by-product 32.3 — — 3.2 5.5 51.9 2.0 0.3 4.8
Mapp — — 15.0 10.0 (66.0% C3H4,

9.0% C3H6)
Natural, Alaska 99.6 — — — — — — — 0.4
Natural, Algerian LNG,

Canvey
87.20 8.61 2.74 1.07 — — — — 0.36

Natural, Gaz de Lacq 97.38 2.17 0.10 0.05 — — — — 0.30
Natural, Groningen,

Netherlands
81.20 2.90 0.36 0.14 — — 0.87 — 14.40

Natural, Libyan LNG 70.0 15.0 10.0 3.5 — — — — 0.90
Natural, North Sea, Bacton 93.63 3.25 0.69 0.27 — — 0.13 — 1.78
Natural, Birmingham, AL 90.0 5.0 — — — — — — 5.0
Natural, Cleveland, OH 82.9 11.9 0.3 — — 0.2 0.3 4.4
Natural, Kansas City, MO 84.1 6.7 — — — — 0.8 — 8.4
Natural, Pittsburgh, PA 83.4 15.8 — — — — — — 0.8
Producer, Koppers–Totzeka 0.09 — — — 55.1 33.7 9.8 — 1.3
Producer, Lurgib 5.0 — — — 16.0 25.0 14.0 — 40.0
Producer, W-G,

bituminousb
2.7 — — — 28.6 15.0 3.4 0 50.3

Producer, Winklerb 1 — — — 10 12 22 — 55
Propane, commercial,

natural gas
— 2.2 97.3 0.5 — — — — —

Propane, commercial,
refinery gas

— 2.0 72.9 0.8 (24.3%
C3H6)

Sasol, South Africa 28.0 — — — 22.0 48.9 ————1.0———
Sewage, Decatur 68.0 — — — — 2.0 22.0 — 6.0
SNG, no methanation 79.9 — — — 1.2 19.0 0.5 — —

aO2 blown.
bAir blown.

2.6 Calorific Value or Heating Value

The gross or higher heating value (HHV) is usually measured in a steady-state calorimeter,
which is a small fire-tube heat exchanger with a water-cooled surface area so large that it cools
the products of combustion to the temperature at which they entered as fuel and air (usually
60∘F). HHV can be calculated from a volumetric analysis and the calorific values of the pure
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Table 1b Properties of Typical Gaseous Fuels2

Calorific Value

Btu/ft3 kcal/m3

Type of Gas
Gas

Gravity Gross Net Gross Net

Gross Btu/ft3

of Standard
Air

Gross kcal/m3

of Standard
Air

Acetylene, commercial 0.94 1,410 1,360 12,548 12,105 115.4 1,027
Blast furnace 1.02 92 91 819 819 135.3 1,204
Blue (water), bituminous 0.70 260 239 2,314 2,127 126.2 1,121
Butane, commercial, natural gas 2.04 3,210 2,961 28,566 26,350 104.9 932.6
Butane, commercial, refinery gas 2.00 3,184 2,935 28,334 26,119 106.1 944.2
Carbureted blue, low gravity 0.54 536 461 4,770 4,102 106.1 944.2
Carbureted blue, heavy oil 0.66 530 451 4,716 4,013 101.7 905.0
Coke oven, by-product 0.40 569 509 5,064 4,530 105.0 934
Mapp 1.48 2,406 2,282 21,411 20,308 1,13.7 1,011.86
Natural, Alaska 0.55 998 906 8,879 8,063 104.8 932.6
Natural, Algerian LNG, Canvey 0.64 1,122 1,014 9,985 9,024 104.3 928.2
Natural, Gaz de Lacq 0.57 1,011 911 8,997 8,107 104.1 927.3
Natural, Groningen, Netherlands 0.64 875 789 7,787 7,021 104.4 927.3
Natural, Libyan LNG 0.79 1,345 1,223 11,969 10,883 106.1 928.2
Natural, North Sea, Bacton 0.59 1,023 922 9,104 8,205 105.0 934.4
Natural, Birmingham, AL 0.60 1,002 904 8,917 8,045 106.1 945.1
Natural, Cleveland, OH 0.635 1,059 959 9,424 8,534 106.2 942.4
Natural, Kansas City, MO 0.63 974 879 8,668 7,822 106.3 946.0
Natural, Pittsburgh, PA 0.61 1,129 1,021 10,047 9,086 106.3 945.1
Producer, Koppers–Totzeka 0.78 288 271 2,563 2,412 135.2 1,203
Producer, Lurgib 0.80 183 167 1,629 1,486 125.3 1,115
Producer, W-G, bituminousb 0.84 168 158 1,495 1,406 129.2 1,150
Producer, Winklerb 0.98 117 111 1,041 988 188.7 1,679
Propane, commercial, natural gas 1.55 2,558 2,358 22,764 20,984 107.5 956.6
Propane, commercial, refinery gas 1.77 2,504 2,316 22,283 20,610 108.0 961.1
Sasol, South Africa 0.55 500 448 4,450 3,986 114.9 1,022
Sewage, Decatur 0.79 690 621 6,140 5,526 105.3 936.2
SNG, no methanation 0.47 853 765 7,591 6,808 105.8 943.3

aO2 blown.
bAir blown.

compounds in the gas (Table 2). For example, for a natural gas having the analysis shown in
column 2 below, the tabulation shows how a weighted average method can be used to determine
the calorific value of the mixture:

Col. 1,
Constituent

Col. 2,
% Volume

Col. 3, HHV from
Table 2 (Btu/ft3)

Col. 4= (Col. 3×
Col. 2)/100

Methane, CH4 90 1013 912
Ethane, C2H6 6 1763 106
Nitrogen, N2 4 0 0
Total 100% 1018 Btu/ft3
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Table 1c Combustion Characteristics of Typical Gaseous Fuels2

Stoichiometric Products of Combustion

Total Vol.

Type of Gas
Wobbe
Index

Vol. Air.
Req’d per
Vol. Fuel

% CO2
Drya

% H2O
Wet

% N2
Wet

Vol.
Fuel

Flame
Temperature (∘F)b

Acetylene, commercial 1559 12.14 17.4 8.3 75.8 12.66 3966
Blast furnace 91.0 0.68 25.5 0.7 74.0 1.54 2559
Blue (water), bituminous 310.8 2.06 17.7 16.3 68.9 2.77 3399
Butane, commercial, natural gas 2287 30.6 14.0 14.9 73.2 33.10 3543
Butane, commercial, refinery gas 2261 30.0 14.3 14.4 73.4 32.34 3565
Carbureted blue, low gravity 729.4 5.05 14.0 18.9 69.8 5.79 3258
Carbureted blue, heavy oil 430.6 5.21 15.7 16.6 70.3 6.03 3116
Coke oven, by-product 961.2 5.44 10.8 21.4 70.1 6.20 3525
Mapp 1947 21.25 15.6 11.9 74.4 22.59 3722
Natural, Alaska 1352 9.52 11.7 18.9 71.6 10.52 3472
Natural, Algeria LNG, Canvey 1423 10.76 12.1 18.3 71.9 11.85 3483
Natural, Gaz de Lacq 1365 9.71 11.7 18.8 71.6 10.72 3474
Natural, Groningen, Netherlands 1107 8.38 11.7 18.4 72.0 9.40 3446
Natural, Kuwait, Burgan 1364 10.33 12.2 18.3 71.7 10.40 3476
Natural, Libya LNG 1520 12.68 12.5 17.4 72.2 13.90 3497
Natural, North Sea, Bacton 1345 9.74 11.8 18.7 71.7 10.77 3473
Natural, Birmingham, AL 1291 9.44 11.7 18.6 71.8 10.47 3468
Natural, East Ohio 1336 9.70 11.9 18.7 71.7 10.72 3472
Natural, Kansas City, MO 1222 9.16 11.8 18.5 71.9 10.19 3461
Natural, Pittsburgh, PA 1446 10.62 12.0 18.3 71.9 11.70 3474
Producer, BCR, W. Kentucky 444 3.23 23.3 14.7 66.0 3.88 3514
Producer, IGT, Lignite 562 4.43 18.7 17.5 67.0 5.24 3406
Producer, Koppers–Totzek 326.1 2.13 27.7 12.6 63.2 2.69 3615
Producer, Lurgi 204.6 1.46 18.4 15.5 68.9 2.25 3074
Producer, Lurgi, subbituminous 465 2.49 23.4 19.6 61.5 3.20 3347
Producer, W-G, bituminous 183.6 1.30 18.5 9.8 73.5 2.08 3167
Producer, Winkler 118.2 0.62 24.1 9.3 68.9 1.51 3016
Propane, commercial, natural gas 2029 23.8 13.7 15.5 73.0 25.77 3532
Propane, commercial, refinery gas 2008 23.2 14.0 14.9 73.2 25.10 3560
Sasol, South Africa 794.4 4.30 12.8 21.0 68.8 4.94 3584
Sewage, Decatur 791.5 6.55 14.7 18.4 69.7 7.52 3368
SNG, no methanation 1264 8.06 11.3 19.8 71.1 8.96 3485

aUltimate.
bTheoretical (calculated) flame temperatures, dissociation considered, with stoichiometrically correct air/fuel ratio. Although these temperatures
are lower than those reported in the literature, they are all computed on the same basis; so they offer a comparison of the relative flame temperatures
of various fuels.

It is a convenient coincidence that most solid fossil fuels release about 96–99 gross Btu/ft3

of standard air; liquid fossil fuels release about 101–104 Btu/ft3, gaseous fossil fuels about
104–108 Btu/ft3.

This would say that the natural gas in the example above should require about 1017 Btu/ft3

gas divided by 106 Btu/ft3 air = 9.6 ft3 air/ft3 gas. Precise stoichiometric calculations would
say 0.909(9.53) + 0.06(16.7) = 9.58 ft3 air/ft3 gas.
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Table 2 Calorific Properties of Some Compounds Found in Gaesous Fuels

Compound
Wobbe
Index

Gross Heating
Valued (Btu/ft3)

Net Heating
Value (Btu/ft3)

Pounds, Dry
pocaper std ft3

of Fuel

Pounds H2O
per std ft3

of Fuel

Air Volume
per Fuel
Volume

Methane, CH4 1360 1013 921 0.672 0.0950 9.56
Ethane, C2H6 1729 1763 1625 1.204 0.1425 16.7
Propane, C3H8 2034 2512 2328 1.437 0.1900 23.9
Butane, C4H10 2302 3264 3034 2.267 0.2375 31.1
Carbon monoxide, CO 328 323 323 0.255 0 2.39
Hydrogen, H2 1228 325 279 0 0.0474 2.39
Hydrogen sulfide, H2S 588 640 594 0.5855 0.0474 7.17
N2, O2, H2O, CO2, SO2 0 0 0 b c 0

apoc = products of combustion.
bWeight of N2, O2, CO2, and SO2 in fuel.
cWeight of H2O in fuel.
dHigher heating value (HHV).

2.7 Net Heating Value

Because a calorimeter cools the exit gases below their dew point, it retrieves the latent heat of
condensation of anywater vapor therein. But that latent heat is not recapturable inmost practical
heating equipment because of concern about corrosion; therefore, it is more realistic to subtract
the latent heat from HHV, yielding a net or lower heating value, LHV. This is approximately

LHV
unit of fuel

= HHV
unit of fuel

−
(
970 Btu
lb H2O

×
lb H2O

unit of fuel

)

Values for the latter term are listed in Table 2. (Note that available heat was discussed in
Chapter 6.)

2.8 Flame Stability

Flame stability is influenced by burner and combustion chamber configuration (aerodynamic
and heat transfer characteristics) and by the fuel properties tabulated in Table 3.

2.9 Gas Gravity

Gas gravity,G (Table 1), is the ratio of the actual gas density relative to the density of dry air at
standard temperature and pressure (0.0765 lb/ft3). This should not be confused with “specific
gravity,” which is the ratio of actual density relative to that of water. Gas gravity for natural
gases typically ranges from 0.58 to 0.64 and is used in determination of flow rates and pressure
drops through pipe lines, orifices, burners, and regulators:

Flow = Flow coefficient × Area(ft2) ×
√
2g(psf pressure drop)∕𝜌

where g = 32.2 ft/s2 and 𝜌 = gas gravity × 0.0765. Unless otherwise emphasized, gas gravity
is measured and specified at standard temperature and pressure (60∘F and 29.92 in Hg).

2.10 Wobbe Index

TheWobbe index orWobbe number (Table 2) is a convenient indicator of heat input considering
the flow resistance of a gas-handling system. The Wobbe index is equal to the gross heating
value divided by the square root of gas gravity;W = HHV∕

√
G.



2 Natural Gas 679

Table 3 Fuel Properties That Influence Flame Stability2,a

Fuel

Minimum
Ignition

Temperature,
∘F (∘C)

Calculated Flame
Temperature,

∘F (∘C)b

Flammability
Limits, % Fuel
Gas by Volumec

Laminar Flame
Velocity,
fps (m/s)

Percent
Theoretical
Air for

Maximum
Flame
VelocityIn Air In O2 Lower Upper In Air In O2

Acetylene, C2H2 581(305) 4770(2632) 5630(3110) 2.5 81.0 8.75(2.67) — 83
Blast furnace gas — 2650(1454) — 35.0 73.5 — — —
Butane, commercial 896(480) 3583(1973) — 1.86 8.41 2.85(0.87) — —
Butane, n-C4H10 761(405) 3583(1973) — 1.86 8.41 1.3(0.40) — 97
Carbon monoxide,

CO
1128(609) 3542(1950) — 12.5 74.2 1.7(0.52) — 55

Carbureted water gas — 3700(2038) 5050(2788) 6.4 37.7 2.15(0.66) — 90
Coke oven gas — 3610(1988) — 4.4 34.0 2.30(0.70) — 90
Ethane, C2H6 882(472) 3540(1949) — 3.0 12.5 1.56(0.48) — 98
Gasoline 536(280) — — 1.4 7.6 — — —
Hydrogen, H2 1062(572) 4010(2045) 5385(2974) 4.0 74.2 9.3(2.83) — 57
Hydrogen sulfide,

H2S
558(292) — — 4.3 45.5 — — —

Mapp gas, C3H4 850(455) — 5301(2927) 3.4 10.8 — 15.4(4.69) —
Methane, CH4 1170(632) 3484(1918) — 5.0 15.0 1.48(0.45) 14.76(4.50) 90
Methanol, CH3OH 725(385) 3460(1904) — 6.7 36.0 — 1.6(0.49) —
Natural gas — 3525(1941) 4790(2643) 4.3 15.0 1.00(0.30) 15.2(4.63) 100
Producer gas — 3010(1654) — 17.0 73.7 0.85(0.26) — 90
Propane, C3H8 871(466) 3573(1967) 5130(2832) 2.1 10.1 1.52(0.46) 12.2(3.72) 94
Propane, commercial 932(500) 3573(1967) — 2.37 9.50 2.78(0.85) — —
Propylene, C3H6 — — 5240(2893) — — — — —
Town gas (Br. coal) 700(370) 3710(2045) — 4.8 31.0 — — —

aFor combustion with air at standard temperature and pressure.
bFlame temperatures are theoretical—calculated for stoichiometric ratio, dissociation considered.
cIn a fuel–air mix. Example for methane: the lower flammability limit or lower explosive limit, LEL = 5% or 95 volumes air/5 volumes gas =
19.1 air/gas ratio. From Table 2, stoichiometric ratio is 9.56:1. Therefore excess air is 19 − 9.56 = 9.44 ft3 air/ft3 gas or 9.44/9.56 × 100 = 99.4%
excess air.

If air can be mixed with a substitute gas to give it the same Wobbe index as the previous
gas, the existing burner system will pass the same gross Btu/h input. This is often invoked when
propane–air mixtures are used as standby fuels during natural gas curtailments. To be precise,
the amount of air mixed with the propane should then be subtracted from the air supplied
through the burner.

The Wobbe index is also used to maintain a steady input despite changing calorific value
and gas gravity. Because most process-heating systems have automatic input control (temper-
ature control), maintaining steady input may not be as much of a problem as maintaining a
constant furnace atmosphere (oxygen or combustibles).

2.11 Flame Temperature

Flame temperature depends on burner mixing aerodynamics, fuel/air ratio, and heat loss to
surroundings. It is very difficult to measure with repeatability. Calculated adiabatic flame tem-
peratures, corrected for dissociation of CO2 and H2O, are listed in Tables 1a–c and 3 for 60∘F
air; in Chapter 15 it is listed for elevated air temperatures. Obviously, higher flame temperatures
produce better heat transfer rates from flame to load.
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2.12 Minimum Ignition Temperature

Minimum ignition temperature (Table 3) relates to safety in handling, ease of light-up, and ease
of continuous self-sustained ignition (without pilot or igniter, which is preferred). In mixtures
of gaseous compounds, such as natural gas, the minimum ignition temperature of the mixture
is that of the compound with the lowest ignition temperature.

2.13 Flammability Limits

Flammability limits (Table 3, formerly termed “limits of inflammability”) spell out the range
of air-to-fuel proportions that will burn with continuous self-sustained ignition. “Lower” and
“upper” flammability limits [also termed lower explosive limit (LEL) and upper explosive limit
(UEL)] are designated in percentage of gas in a gas–air mixture. For example, the flammability

Table 4a Physical Propertiesaof LP Gasesb,5

Propane Isobutane Butane

Molecular weight 44.09 58.12 58.12
Boiling point, ∘F −43.7 +10.9 +31.1
Boiling point, ∘C −42.1 −11.7 −0.5
Freezing point, ∘F −305.8 −255.0 −216.9
Density of liquid
Specific gravity, 60∘F/60∘F 0.508 0.563 0.584
Degrees, API 147.2 119.8 110.6
lb/gal 4.23 4.69 4.87
Density of vapor (ideal gas)
Specific gravity (air = 1) 1.522 2.006 2.006
ft3 gas/lb 8.607 6.53 6.53
ft3 gas/gal of liquid 36.45 30.65 31.8
lb gas/1000 ft3 116.2 153.1 153.1
Total heating value (after vaporization)
Btu/ft3 2,563 3,369 3,390
Btu/lb 21,663 21,258 21,308
Btu/gal of liquid 91,740 99,790 103,830
Critical constants
Pressure, psia 617.4 537.0 550.1
Temperature, ∘F 206.2 272.7 306.0
Specific heat, Btu/lb, ∘F
cp, vapor 0.388 0.387 0.397
cv, vapor 0.343 0.348 0.361
cp/cv 1.13 1.11 1.10
cp, liquid 60

∘F 0.58 0.56 0.55
Latent heat of vaporization at boiling

point, Btu/lb
183.3 157.5 165.6

Vapor pressure, psia
0∘F 37.8 11.5 7.3
70∘F 124.3 45.0 31.3
100∘F 188.7 71.8 51.6
100∘F (ASTM), psig max 210 70
130∘F 274.5 109.5 80.8

aProperties are for commercial products and vary with composition.
bAll values at 60∘F and 14.696 psia unless otherwise stated.
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limits of a natural gas are 4.3 and 15%. The 4.3% gas in a gas–air mixture means 95.7%must be
air; therefore, the “lean limit” or “lower limit” air/fuel ratio is 95.7/4.3 = 22.3:1, which means
that more than 22.3:1 (volume ratio) will be too lean to burn. Similarly, less than (100 − 15)/15
= 5.67:1 is too rich to burn.

For the flammability limits of fuel mixtures other than those listed in Table 3, the Le Chate-
lier equation3 and U.S. Bureau of Mines data4 can be used.

3 LIQUEFIED PETROLEUM GASES

LP gases (LPGs) are by-products of natural gas production and of refineries. They consist
mainly of propane (C3H8), with some butane, propylene, and butylene. They are stored and
shipped in liquefied form under high pressure; therefore, their flow rates are usually measured
in gallons per hour or pounds per hour. When expanded and evaporated, LPGs are heavier than
air. Workmen have been asphyxiated by LPG in pits beneath leaking LPG equipment.

The rate of LPG consumption is much less than that of natural gas or fuel oils. Practical
economics usually limit use to (a) small installations inaccessible to pipe lines, (b) transporta-
tion, or (c) standby for industrial processes where oil burning is difficult or impossible.

LPGs can usually be burned in existing natural gas burners, provided the air/gas ratio
is properly readjusted. On large multiple burner installations an automatic propane–air mix-
ing station is usually installed to facilitate quick changeover without changing air/gas ratios.

Table 4b Physical Propertiesaof LP Gasesb,5

Propane Isobutane Butane

Flash temperature, ∘F (calculated) −156 −117 −101
Ignition temperature, ∘F 932 950 896
Maximum flame temperature in air, ∘F
Observed 3497 3452 3443
Calculated 3573 3583 3583
Flammability limits, % gas in air
Lower 2.37 1.80 1.86
Higher 9.50 8.44 8.41
Maximum rate flame propagation in 1-in.

tube
in./s 32 33 33
Percentage gas in air 4.6–4.8 3.6–3.8 3.6–3.8
Required for complete combustion

(ideal gas)
Air, ft3/ft3 gas 23.9 31.1 31.1
lb/lb gas 15.7 15.5 15.5
Oxygen, ft3/ft3 gas 5.0 6.5 6.5
lb/lb gas 3.63 3.58 3.58
Products of combustion (ideal gas)
Carbon dioxide, ft3/ft3 gas 3.0 4.0 4.0
lb/lb gas 2.99 3.03 3.03
Water vapor, ft3/ft3 gas 4.0 5.0 5.0
lb/lb gas 1.63 1.55 1.55
Nitrogen, ft3/ft3 gas 18.9 24.6 24.6
lb/lb gas 12.0 11.8 11.8

aProperties are for commercial products and vary with composition.
bAll values at 60∘F and 14.696 psia unless otherwise stated.



682 Gaseous Fuels

(See the discussion of Wobbe index, Section 2.10.) Some fuel must be consumed to produce
steam or hot water to operate a vaporizer for most industrial installations.

Tables 4a and 4b list some properties of commercial LPG, but it is suggested that more
specific information be obtained from local suppliers.
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1 INTRODUCTION

The major source of liquid fuels is crude petroleum; other sources are shale and tar sands.
Synthetic hydrocarbon fuels—gasoline and methanol—can be made from coal and natural
gas. Ethanol, some of which is used as an automotive fuel, is derived from vegetable matter.

Crude petroleum and refined products are a mix of a wide variety of hydrocarbons—
aliphatics (straight- or branched-chained paraffins and olefins), aromatics (closed rings, six
carbons per ring with alternate double bonds joining the ring carbons, with or without aliphatic
side chains), and naphthenic or cycloparaffins (closed single-bonded carbon rings, five to six
carbons).

Very little crude petroleum is used in its natural state. Refining is required to yield mar-
ketable products that are separated by distillation into fractions including a specific boiling
range. Further processing (such as cracking, reforming, and alkylation) alters molecular struc-
ture of some of the hydrocarbons and enhances the yield and properties of the refined products.

Crude petroleum is the major source of liquid fuels in the United States now and for the
immediate future. Although the oil embargo of 1973–1974 intensified development of facilities
for extraction of oil from shale and of hydrocarbon liquids from coal, the economics do not
favor early commercialization of these processes. Their development has been slowed by an
apparently adequate supply of crude oil. Tar sands are being processed in small amounts in
Canada, but no commercial facility exists in the United States. (See Table 1.)

Except for commercial propane and butane, fuels for heating and power generation are
generally heavier and less volatile than fuels used in transportation. The higher the “flash point,”
the less hazardous is handling of the fuel. (Flash point is the minimum temperature at which
the fuel oil will catch fire if exposed to naked flame. Minimum flash points are stipulated by
law for safe storage and handling of various grades of oils.) (See Table 5 of Chapter 6.)

For most of the information in this chapter, the author is deeply indebted to John W.
Thomas, retired Chief Mechanical Engineer of the Standard Oil Company (Ohio).

Properties of fuels reflect the characteristics of the crude. Paraffinic crudes have a high
concentration of straight-chain hydrocarbons, which may leave a wax residue with distillation.
Aromatic and naphthenic crudes have concentrations of ring hydrocarbons. Asphaltic crudes
have a preponderance of heavier ring hydrocarbons and leave a residue after distillation. (See
Table 2.)

683
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Table 1 Principal Uses of Liquid Fuels

Heat and Power
Fuel oil Space heating (residential, commercial,

industrial)
Steam generation for electric power
Industrial process heating
Refinery and chemical feedstock

Kerosene Supplemental space heating
Turbine fuel Stationary power generation
Diesel fuel Stationary power generation
Liquid
propanea

Isolated residential space heating

Standby industrial process heating

Transportation
Jet fuel Aviation turbines
Diesel fuel Automotive engines

Marine engines
Truck engines

Gasoline Automotive
Aviation

Liquid propane
and butanea

Limited automotive use

aSee Chapter 8 on gaseous fossil fuels.

Table 2 Ultimate Chemical Analyses of Various Crudesa,1

% wt of
Crude Petroleum
Source C H N O S

Specific Gravity
(at temperature, ∘F) Base

Baku, USSR 86.5 12.0 1.5 0.897
California 86.4 11.7 1.14 0.60 0.951 (at 59∘F) Naphthene
Colombia, 85.62 11.91 0.54
South America
Kansas 85.6 12.4 0.37 0.912 Mixed
Mexico 83.0 11.0 ___1.7___ 4.30 0.97 (at 59∘F) Naphthene
Oklahoma 85.0 12.9 0.76 Mixed
Pennsylvania 85.5 14.2 0.862 (at 59∘F) Paraffin
Texas 85.7 11.0 ___2.61___ 0.70 0.91 Naphthene
West Virginia 83.6 12.9 3.6 0.897 (at 32∘F) Paraffin

aSee, also, Table 7.

2 FUEL OILS

Liquid fuels in common use are broadly classified as follows:

1. Distillate fuel oils derived directly or indirectly from crude petroleum

2. Residual fuel oils that result after crude petroleum is topped or viscous residua from
refining operations

3. Blended fuel oils, mixtures of the above
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Table 3 Some Properties of Liquid Fuels2

Property Gasoline Kerosene
Diesel
Fuel

Light
Fuel
Oil

Heavy
Fuel
Oil

Coal
Tar
Fuel

Bituminous
Coal (for

Comparison)

Analysis, % wt
C 85.5 86.3 86.3 86.2 86.2 90.0 80.0
H 14.4 13.6 12.7 12.3 11.8 6.0 5.5
N 1.2 1.5
O 2.5 7
S 0.1 0.1 1.0 1.5 2.0 0.4 1
Boiling range, ∘F 104–365 284–536 356 up 392 up 482 up 392 up
Flash point, ∘F −40 102 167 176 230 149
Gravity specific at 59∘F 0.73 0.79 0.87 0.89 0.95 1.1 1.25
Heat value, net
cal/g 10,450 10,400 10,300 10,100 9,900 9,000 7,750
Btu/lb 18,810 18,720 18,540 18,180 17,820 16,200 13,950
Btu/U.S. gal 114,929 131,108 129,800 131,215 141,325
Residue, % wt at 662∘F 15 50 60 60
Viscosity, kinematic
Centistokes at 59∘F 0.75 1.6 5.0 50 1,200 1,500
Centistokes at 212∘F 0.6 1.2 3.5 20 18

The distillate fuels have lower specific gravity and are less viscous than residual fuel oils.
Petroleum refiners burn a varying mix of crude residue and distilled oils in their process heaters.
The changing gravity and viscosity require maximum oil preheat for atomization good enough
to assure complete combustion. Tables 3–8 describe oils in current use. Some terms used in
those tables are defined below.

Aniline point is the lowest Fahrenheit temperature at which an oil is completely miscible
with an equal volume of freshly distilled aniline.

API gravity is a scale of specific gravity for hydrocarbon mixtures referred to in “degrees
API” (for American Petroleum Institute). The relationships between API gravity, specific grav-
ity, and density are

sp gr 60∕60∘F = 141.5
∘API + 131.5

where ∘API is measured at 60∘F (15.6∘C);

sp gr 60∕60∘F =
lb∕ft3

62.3
where lb/ft3 is measured at 60∘F (15.6∘C).

SSU (or SUS) is seconds, Saybolt Universal, a measure of kinematic viscosity determined
by measuring the time required for a specified quantity of the sample oil to flow by gravity
through a specified orifice at a specified temperature. For heavier, more viscous oils, a larger
(Furol) orifice is used, and the results are reported as SSF (seconds, Saybolt Furol):

kin visc in centistokes = 0.226 × SSU − 195∕SSU, for SSU 32 − 100

kin visc in centistokes = 0.220 × SSU − 135∕SSU, for SSU > 100

kin visc in centistokes = 2.24 × SSF − 184∕SSF, for SSF 25 − 40

kin visc in centistokes = 2.16 × SSF − 60∕SSF, for SSF > 40

1 centistoke (cSt) = 0.000001 m2∕ sec
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2 Fuel Oils 687

Table 5 Heating Requirements for Products Derived from Petroleum3

Btu/galb to Heat
from 32∘F (0∘C) to

Commercial
Fuels

Specific
Gravity
at 60∘F/
60∘F

(15.6∘C)

Distillation
Range,
∘F (∘C)

Vapor
Pressure,a

psia
(mm Hg)

Latent
Btu/
galb to

Vaporize
Pumping

Temperature
Atomizing
Temperature Vapor

No. 6 oil 0.965 600–1000
(300–500)

0.054 (2.8) 764 371 996 3619c

No. 5 oil 0.945 600–1000
(300–500)

0.004 (0.2) 749 133 635 3559c

No. 4 oil 0.902 325–1000
(150–500)

0.232 (12) 737 — 313 2725c

No. 2 oil 0.849 325–750
(150–400)

0.019 (1) 743 — — 2704c

Kerosene 0.780 256–481
(160–285)

0.039 (2) 750 — — 1303c

Gasoline 0.733 35– 300
(37–185)

0.135 (7) 772 — — 1215c

Methanol 0.796 148 (64) 4.62 (239) 3140 — — 3400d

Butane 0.582 31 (0) 31 (1604) 808 — — 976d

Propane 0.509 −44 (−42) 124 (6415) 785 — — 963d

aAt the atomizing temperature or 60∘F, whichever is lower. Based on a sample with the lowest boiling point from column 3.
bTo convert Btu/U.S. gal to kcal/L, multiply by 0.666. To convert Btu/U.S. gal to Btu/lb, divide by 8.335 × sp gr, from
column 2. To convert Btu/U.S. gal to kcal/kg, divide by 15.00 × sp gr, from column 2.
cCalculated for boiling at midpoint of distillation range, from column 3.
dIncludes latent heat plus sensible heat of the vapor heated from boiling point to 60∘F (15.6∘C).

Unlike distillates, residual oils contain noticeable amounts of inorganic matter, ash con-
tent ranging from 0.01 to 0.1%. Ash often contains vanadium, which causes serious corro-
sion in boilers and heaters. (A common specification for refinery process heaters requires
50% nickel–50% chromium alloy for tube supports and hangers when the vanadium exceeds
150 ppm.) The V2O5 also lowers the eutectic of many refractories, causing rapid disintegration.
Crudes that often contain high vanadium are

Venezuela,Bachaqoro 350ppm

Iran 350 − 440ppm

Alaska,North Slope 80ppm

2.1 Kerosene

Kerosene is a refined petroleum distillate consisting of a homogeneous mixture of hydrocar-
bons. It is used mainly in wick-fed illuminating lamps and kerosene burners. Oil for illumi-
nation and for domestic stoves must be high in paraffins to give low smoke. The presence of
naphthenic and especially aromatic hydrocarbons increases the smoking tendency. A “smoke
point” specification is a measure of flame height at which the tip becomes smoky. The smoke
point is about 73mm for paraffins, 34mm for naphthalenes, and 7.5mm for aromatics and
mixtures.
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Table 8 Application of ASTM Fuel Oil Grades as
Described by One Burner Manufacturer

Fuel Oil Description

No. 1 Distillate oil for vaporizing-type burners
No. 2 Distillate oil for general-purpose use and

for burners not requiring No. 1 fuel oil
No. 4 Blended oil intended for use without

preheating
No. 5 Blended residual oil for use with

preheating; usual preheat temperature is
120–220∘F

No. 6 Residual oil for use with preheaters
permitting a high-viscosity fuel; usual
preheat temperature is 180–260∘F

Bunker C Heavy residual oil, originally intended for
oceangoing ships

Table 9 ASTM Chemical and Physical
Requirements for Kerosene5

Property Limit

Distillation temperature
10% recovered 401 ∘F (205∘C)
Final boiling point 572∘F (300∘C)
Flash point 100∘F (38∘C)
Freezing point −22∘F (−30∘C)
Sulfur, % weight
No. 1 K 0.04 maximum
No. 2 K 0.30 maximum
Viscosity, kinematic at 104∘F 1.0min/1.9 max
(40∘C), centistokes

Low sulfur content is necessary in kerosenes because:

1. Sulfur forms a bloom on glass lamp chimneys and promotes carbon formation onwicks.

2. Sulfur forms oxides in heating stoves. These swell and are corrosive and toxic, creating
a health hazard, particularly in nonvented stoves.

Kerosene grades5 (see Table 9) in the United States are:

No. 1 K: A special low-sulfur grade kerosene suitable for critical kerosene burner appli-
cations

No. 2 K: A regular-grade kerosene suitable for use in flue-connected burner applications
and for use in wick-fed illuminating lamps
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2.2 Aviation Turbine Fuels

The most important requirements of aircraft jet fuel relate to freezing point, distillation range,
and level of aromatics. Fluidity at low temperature is important to ensure atomization. A typical
upper viscosity limit is 7–10 cSt at 0∘F, with the freezing point as low as −60∘F.

Aromatics are objectionable because (1) coking deposits from the flame are most pro-
nounced with aromatics of high C/H ratio and less pronounced with short-chain compounds
and (2) they must be controlled to keep the combustor liner at an acceptable temperature.

Jet fuels for civil aviation are identified as jets A and A1 (high-flash-point, kerosene-type
distillates) and jet B (a relatively wide boiling range, volatile distillate).

Jet fuels for military aviation are identified as JP4 and JP5. The JP4 has a low flash point
and a wide boiling range. The JP5 has a high flash point and a narrow boiling range. (See
Table 10.)

Table 10 ASTM Specifications6 and Typical Properties7 of Aviation Turbine Fuels

Typical, 1979

Specifications 26 7 60

Property Jet A Jet A1 Jet B
Samples
JP4

Samples
JP5

Samples
Jet A

Aromatics, % vol 20 20 20 13.0 16.4 17.9
Boiling point, final, ∘F 572 572 — — — —
Distillation, max

temperature, ∘F
For 10% recovered 400 400 — 208 387 375
For 20% recovered — — 290 — — —
For 50% recovered — — 370 293 423 416
For 90% recovered — — 470 388 470 473
Flash point, min, ∘F 100 100 — — — —
Freezing point, max, ∘F −40 −53 −58 −110 −71 −56
Gravity, API, max 51 51 57 53.5 41.2 42.7
Gravity, API, min 37 37 45 — — —
Gravity, specific

60∘F min
0.7753 0.7753 0.7507 0.765 0.819 0.812

Gravity, specific
60∘F max

0.8398 0.8398 0.8017 — — —

Heating value, gross
Btu/lb

— — — 18,700 18,530 18,598

Heating value, gross
Btu/lb min

18,400 18,400 18,400 — — —

Mercaptan, % wt 0.003 0.003 0.003 0.0004 0.0003 0.0008
Sulfur, max % wt 0.3 0.3 0.3 0.030 0.044 0.050
Vapor pressure,

Reid, psi
— — 3 2.5 — 0.2

Viscosity, max SSU
At −4∘F 52 — — — — —
At −30∘F — — — 34–37 60.5 54.8
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Table 11 Nonaviation Gas Turbine Fuel Grades per ASTM8

Grade Description

No. 0-GT A naphtha or low-flash-point hydrocarbon liquid
No. 1-GT A distillate for gas turbines requiring cleaner burning than No. 2-GT
No. 2-GT A distillate fuel of low ash suitable for gas turbines not requiring No. 1-GT
No. 3-GT A low ash fuel that may contain residual components
No. 4-GT A fuel containing residual components and having higher vanadium content than No. 3-GT

Table 12 ASTM Specifications8 for Nonaviation Gas Turbine Fuels

Specifications

Property 0-GT 1-GT 2-GT 3-GT 4-GT

Ash, max % wt 0.01 0.01 0.01 0.03 —
Carbon residue, max % wt 0.15 0.15 0.35 — —
Distillation, 90% point, max ∘F — (550)a (640) — —
Distillation, 90% point, min ∘F — — (540) — —
Flash point, min ∘F — (100) (100) (130) (150)
Gravity, API min — (35) (30) — —
Gravity, spec 60∘F max — 0.850 0.876 — —
Pour point, max ∘F — (0) (20) — —
Viscosity, kinematic
Min SSU at 100∘F — — (32.6) (45) (45)
Max SSU at 100∘F — (34.4) (40.2) — —
Max SSF at 122∘F — — — (300) (300)
Water and sediment, max % vol 0.05 0.05 0.05 1.0 1.0

aValues in parentheses are approximate.

Gas turbine fuel oils for other than use in aircraft must be free of inorganic acid and low in
solid or fibrous materials. (See Tables 11 and 12.) All such oils must be homogeneous mixtures
that do not separate by gravity into light and heavy components.

2.3 Diesel Fuels

Diesel engines, developed by Rudolf Diesel, rely on the heat of compression to achieve igni-
tion of the fuel. Fuel is injected into the combustion chamber in an atomized spray at the end of
the compression stroke, after air has been compressed to 450–650 psi and has reached a tem-
perature, due to compression, of at least 932∘F (500∘C). This temperature ignites the fuel and
initiates the piston’s power stroke. The fuel is injected at about 2000 psi to ensure good mixing.

Diesels are extensively used in truck transport, rail trains, and marine engines. They are
being used more in automobiles. In addition, they are employed in industrial and commercial
stationary power plants.

Fuels for diesels vary from kerosene to medium residual oils. The choice is dictated by
engine characteristics, namely, cylinder diameter, engine speed, and combustion wall temper-
ature. High-speed small engines require lighter fuels and are more sensitive to fuel quality
variations. Slow-speed, larger industrial andmarine engines use heavier grades of diesel fuel oil.

Ignition qualities and viscosity are important characteristics that determine performance.
The ignition qualities of diesel fuels may be assessed in terms of their cetane numbers or diesel
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indices. Although the diesel index is a useful indication of ignition quality, it is not as reliable
as the cetane number, which is based on an engine test:

Diesel index = (Aniline point, ∘F) × (API gravity∕100)
The diesel index is an arbitrary figure having a significance similar to cetane number but with
a value 1–5 numbers higher.

The cetane number is the percentage by volume of cetane in a mixture of cetane with an
ethylnaphthalene that has the same ignition characteristics as the fuel. The comparison is made
in a diesel engine equipped either with means for measuring the delay period between injection
and ignition or with a surge chamber, separated from the engine intake port by a throttle in
which the critical measure below which ignition does not occur can be measured. Secondary
reference fuels with specific cetane numbers are available. The cetane number is a measure of
ignition quality and influences combustion roughness.

The use of a fuel with a too low cetane number results in accumulation of fuel in the
cylinder before combustion, causing “diesel knock.” A too high cetane number will cause rapid
ignition and high fuel consumption.

The higher the engine speed, the higher the required fuel cetane number. Suggested rpm
values for various fuel cetane numbers are shown in Table 13.9 Engine size and operating con-
ditions are important factors in establishing approximate ignition qualities of a fuel.

Too viscous an oil will cause large spray droplets and incomplete combustion. Too low a
viscosity may cause fuel leakage from high-pressure pumps and injection needle valves. Pre-
heating permits use of higher viscosity oils.

To minimize injection system wear, fuels are filtered to remove grit. Fine-gauge filters
are considered adequate for engines up to 8Hz, but high-speed engines usually have fabric
or felt filters. It is possible for wax to crystallize from diesel fuels in cold weather; therefore,
preheating before filtering is essential.

To minimize engine corrosion from combustion products, control of fuel sulfur level is
required. (See Tables 14, 15a, and 15b.)

Table 13 ASTM Fuel Cetane Numbers
for Various Engine Speeds9

Engine Speed (rpm) Cetane Number

Above 1500 50–60
500–1500 45–55
400–800 35–50
200–400 30–45
100–200 15–40
Below 200 15–30

Table 14 ASTM Diesel Fuel Descriptions10

Grade Description

No. 1D A volatile distillate fuel oil for engines in service requiring frequent speed and load changes
No. 2D Distillate fuel oil of lower volatility for engines in industrial and heavy mobile service
No. 4D A fuel oil for low and medium speed diesel engines
Type CB For buses, essentially 1D
Type TT For trucks, essentially 2D
Type RR For railroads, essentially 2D
Type SM For stationary and marine use, essentially 2D or heavier
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2.4 Summary

Aviation jet fuels, gas turbine fuels, kerosenes, and diesel fuels are very similar. The following
note from Table 1 of Ref. 8 highlights this:

No. 0-GT includes naphtha, Jet B fuel, and other volatile hydrocarbon liquids. No. 1-GT corre-
sponds in general to Spec D396 Grade No. 1 fuel and Classification D975 Grade No. 1-D Diesel
fuel in physical properties. No. 2-GT corresponds in general to Spec D396 Grade No. 2 fuel and
Classification D975 Grade No. 2 Diesel fuel in physical properties. No. 3-GT and No. 4-GT viscos-
ity range brackets Spec D396 and Grade No. 4, No. 5 (light), No. 5 (heavy), No. 6, and Classification
D975 Grade No. 4-D Diesel fuel in physical properties.

3 SHALE OILS

As this is written, there are no plants in the United States producing commercial shale oil.
Predictions are that the output products will be close in characteristics and performance to
those made from petroleum crudes.

Table 16 lists properties of a residual fuel oil (DMF) from one shale pilot operation and of
a shale crude oil.11 Table 17 lists ultimate analyses of oils derived from shales from a number
of locations.12 Properties will vary with the process used for extraction from the shale. The
objective of all such processes is only to provide feedstock for refineries. In turn, the refineries’
subsequent processing will also affect the properties.

If petroleum shortages occur, they will probably provide the economic impetus for com-
pletion of developments already begun for the mining, processing, and refining of oils from
shale.

Table 16 Properties of Shale Oils11

Property DMF Residual Crude

Ultimate analysis
Carbon, % wt 86.18 84.6
Hydrogen, % wt 13.00 11.3
Nitrogen, % wt 0.24 2.08
Sulfur, % wt 0.51 0.63
Ash, % wt 0.003 0.026
Oxygen, % wt by difference 1.07 1.36
Conradson carbon residue, % 4.1 2.9
Asphaltene, % 0.036 1.33
Calcium, ppm 0.13 1.5
Iron, ppm 6.3 47.9
Manganese, ppm 0.06 0.17
Magnesium, ppm — 5.40
Nickel, ppm 0.43 5.00
Sodium, ppm 0.09 11.71
Vanadium, ppm 0.1 0.3
Flash point, ∘F 182 250
Pour point, ∘F 40 80
API gravity at 60∘F 33.1 20.3
Viscosity, SSU at 140∘F 36.1 97
SSU at 210∘F 30.7 44.1
Gross heating value, Btu/lb 19, 430 18, 290
Net heating value, Btu/lb 18, 240 17, 260
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Table 17 Elemental Content of Shale Oils, % wt12

Carbon, C Hydrogen, H Nitrogen, N Sulfur, S Oxygen, O

Source Min Avg Max Min Avg Max Min Avg Max Min Avg Max Min Avg Max

Colorado 83.5 84.2 84.9 10.9 11.3 11.7 1.6 1.8 1.9 0.7 1.2 1.7 1.3 1.7 2.1
Utah 84.1 84.7 85.2 10.9 11.5 12.0 1.6 1.8 2.0 0.5 0.7 0.8 1.2 1.6 2.0
Wyoming 81.3 83.1 84.4 11.2 11.7 12.2 1.4 1.8 2.2 0.4 1.0 1.5 1.7 2.0 2.3
Kentucky 83.6 84.4 85.2 9.6 10.2 10.7 1.0 1.3 1.6 1.4 1.9 2.4 1.8 2.3 2.7
Queensland 80.0 82.2 85.5 10.0 11.1 12.8 1.0 1.2 1.6 0.3 1.9 6.0 1.1 3.0 6.6
Australia (four

locations)
Brazil 85.3 11.2 0.9 1.1 1.5
Karak, Jordan 77.6 78.3 79.0 9.4 9.7 9.9 0.5 0.7 0.8 9.3 10.0 10.6 0.9 1.4 1.9
Timahdit

Morocco
79.5 80.0 80.4 9.7 9.8 9.9 1.2 1.4 1.6 6.7 7.1 7.4 1.8 2.0 2.2

Sweden 86.5 86.5 86.5 9.0 9.4 9.8 0.6 0.7 0.7 1.7 1.9 2.1 1.4 1.6 1.7

Table 18 Chemical and Physical Properties of Several Tar Sand Bitumens13

Uinta
Basin,
Utah

Southeast
Utah

Athabasca,
Alberta

Trapper
Canyon,
WYa

South
TX

Santa
Rosa,
NMa

Big
Clifty,
KY

Bellamy,
MO

Carbon, % wt 85.3 84.3 82.5 82.4 — 85.6 82.4 86.7
Hydrogen, % wt 11.2 10.2 10.6 10.3 — 10.1 10.8 10.3
Nitrogen, % wt 0.96 0.51 0.44 0.54 0.36 0.22 0.64 0.10
Sulfur, % wt 0.49 4.46 4.86 5.52 ∼10 2.30 1.55 0.75
H/C ratio 1.56 1.44 1.53 1.49 1.34 1.41 1.56 1.42
Vanadium, ppm 23 151 196 91 85 25 198 —
Nickel, ppm 96 62 82 53 24 23 80 —
Carbon residue,

% wt
10.9 19.6 13.7 14.8 24.5 22.1 16.7 —

Pour point, ∘F 125 95 75 125 180 — 85 —
API gravity 11.6 9.2 9.5 5.4 −2.0 5 8.7 10
Viscosities range from 50,000 to 600,000 SSF (100,000 to 1,300,000 cSt).

aOutcrop samples.

4 OILS FROM TAR SANDS

At the time that this is written, the only commercially practical operation for extracting oil from
tar sands is at Athabaska, Alberta, Canada, using surface mining techniques. When petroleum
supplies become short, economic impetus therefrom will push completion of developments
already well under way for mining, processing, and refining of oils from tar sands.

Table 18 lists chemical and physical properties of several tar sand bitumens.13 Further
refining will be necessary because of the high density, viscosity, and sulfur content of these oils.

Extensive deposits of tar sands are to be found around the globe, but most will have to be
recovered by some in situ technique, fireflooding, or steam flooding. Yields tend to be small
and properties vary with the recovery method, as illustrated in Table 19.13
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Table 19 Elemental Composition of Bitumen and Oils Recovered from Tar Sands by Methods C
and Sa,13

Bitumen
Light
Oil Cb

Heavy Oil
C 1–4 Mo.

Heavy Oil
C 5–6 Mo.

Product
Oil C

Product
Oil Sc

Carbon, % wt 86.0 86.7 86.1 86.7 86.6 85.9
Hydrogen, % wt 11.2 12.2 11.8 11.3 11.6 11.3
Nitrogen, % wt 0.93 0.16 0.82 0.66 0.82 1.17
Sulfur, % wt 0.45 0.30 0.39 0.33 0.43 0.42
Oxygen, % wt 1.42 0.64 0.89 1.01 0.55 1.21

aThese percentages are site and project specific.
bC = reverse-forward combustion.
cS = steam flood.

Table 20 Orimulsion Fuel Characteristics

Density 63 lb/ft3

Apparent viscosity 41F/20 sec-1—700mPa
86F/20 sec-1—450mPa
158F/100 sec-1—105mPa

Flash point 266∘F
Pour point 32∘F
Higher heating value 12,683 Btu/lb
Lower heating value 11,694 Btu/lb
Weight analysis Carbon 60%

Hydrogen 7.5%
Sulfur 2.7%
Nitrogen 0.5%
Oxygen 0.2%
Ash 0.25%
Water 30%
Vanadium 300 ppm
Sodium 70 ppm
Magnesium 350 ppm

5 OIL–WATER EMULSIONS

Emulsions of oil have offered some promise of low fuel cost and alternate fuel supply for
some time. The following excerpts from Ref. 14 provide introductory information on a water
emulsion with an oil from the vicinity of the Orinoco River in Venezuela. It is being marketed
as “Orimulsion” by Petroleos de Veneauels SA and Bitor America Corp of Boca Raton, Florida.
It is a natural bitumen, like a liquid coal that has been emulsified with water to make it possible
to extract it from the earth and to transport it.

Table 20 shows some of its properties and contents. Although its original sulfur content
is high, the ash is low. A low C/H ratio promises less CO2 emission. Because of handleability
concerns, it will probably find use mostly in large steam generators.
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1 INTRODUCTION

1.1 Nature

Coal is a dark brown to black sedimentary rock derived primarily from the unoxidized remains
of carbon-bearing plant tissues. It is a complex, combustible mixture of organic, chemical,
and mineral materials found in strata, or “seams,” in the earth, consisting of a wide variety of
physical and chemical properties.

The principal types of coal, in order of metamorphic development, are lignite, subbitu-
minous, bituminous, and anthracite. While not generally considered a coal, peat is the first
development stage in the “coalification” process, in which there is a gradual increase in the
carbon content of the fossil organic material and a concomitant reduction in oxygen.

Coal substance is composed primarily of carbon, hydrogen, and oxygen, with minor
amounts of nitrogen and sulfur and varying amounts of moisture and mineral impurities.

1.2 Reserves—Worldwide and United States

According to the World Coal Study (see Ref. 1), the total geological resources of the world in
“millions of tons of coal equivalent” (mtce) is 10,750,212, of which 662,932, or 6%, is submit-
ted as “Technically and Economically Recoverable Resources.” Millions of tons of coal equiv-
alent is based on the metric ton (2205 lb) with a heat content of 12,600 Btu/lb (7000 kcal/kg).

A summary of the percentage of technically and economically recoverable reserves and
the percentage of total recoverable by country is shown in Table 1. As indicated in Table 1,
the United States possesses over a quarter of the total recoverable reserves despite the low
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Table 1 Geological Resources of Major Countries

Percentage of
Recoverableaof
Geological
Resources

Percentage of
Total

Recoverable
Reserves

Australia 5.5 4.9
Canada 1.3 0.6
Peoples Republic of China 6.8 14.9
Federal Republic of Germany 13.9 5.2
India 15.3 1.9
Poland 42.6 9.0
Republic of South Africa 59.7 6.5
United Kingdom 23.7 6.8
United States 6.5 25.2
Soviet Union 2.2 16.6
Other countries 24.3 8.4

100.0

aTechnically and economically recoverable reserves. Percentage indicated is based on
total geological resources reported by country.
Source: From Ref. 1.

percentage of recovery compared to other countries. The interpretation of “technical and eco-
nomic” recovery is subject to considerable variation and also to modification, as technical
development and changing economic conditions dictate. Also, there are significant differences
in density and heating values in various coals, and, therefore, the mtce definition should be kept
in perspective.

In 1977, the world coal production was approximately 2450 mtce,1 or about 1∕270 th of
the recoverable reserves. According to the U.S. Geological Survey, the remaining U.S. coal
reserves total almost 4000 billion tons,2 with overburden to 6000 ft in seams of 14 in. or more
for bituminous and anthracite and in seams of 21∕2 ft or more for subbituminous coal and lignite.
The U.S. Bureau of Mines (USBM) and U.S. Geological Survey (USGS) have further defined
“reserve base” to provide a better indication of the technically and economically minable
reserves, where a higher degree of identification and engineering evaluation is available.

A summary of the reserve base of U.S. coal is provided in Table 2.3

1.3 Classifications

Coals are classified by “rank,” according to their degree of metamorphism, or progressive alter-
ation, in the natural series from lignite to anthracite. Perhaps the most widely accepted standard
for classification of coals is the American Society for Testing and Materials (ASTM) standard
D388, which ranks coals according to fixed carbon and calorific value (expressed in Btu/lb)
calculated to the mineral-matter-free basis. Higher rank coals are classified according to fixed
carbon on the dry basis; the lower rank coals are classed according to calorific value on the
moist basis. Agglomerating character is used to differentiate between certain adjacent groups.
Table 3 shows the classification requirements.

Agglomerating character is determined by examination of the residue left after the volatile
determination. If the residue supports a 500-g weight without pulverizing or shows a swelling
or cell structure, it is said to be “agglomerating.”

The mineral-matter-free basis is used for ASTM rankings, and formulas to convert
Btu, fixed carbon, and volatile matter from “as-received” bases are provided. The Parr
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Table 2 Demonstrated Reserve Baseaof Coal in the United States in January 1980 by Rank (Millions of
Short Tons)

Stateb Anthracite Bituminous Subbituminous Lignite Totalc

Alabamad — 3,916.8 — 1,083.0 4,999.8
Alaska — 697.5 5,443.0 14.0 6,154.5
Arizona — 410.0 — — 410.0
Arkansas 96.4 288.7 — 25.7 410.7
Coloradod 25.5 9,086.1 3,979.9 4,189.9 17,281.3
Georgia — 3.6 — — 3.6
Idaho — 4.4 — — 4.4
Illinoisd — 67,606.0 — — 67,606.0
Indiana — 10,586.1 — — 10,586.1
Iowa — 2,197.1 — — 2,197.7
Kansas — 993.8 — — 993.8
Kentucky

Easternd — 12,927.5 — — 12,927.5
Western — 21,074.4 — — 21,074.4

Maryland — 822.4 — — 822.4
Michigand — 127.7 — — 127.7
Missouri — 6,069.1 — — 6,069.1
Montana — 1,385.4 103,277.4 15,765.2 120,428.0
New Mexicod 2.3 1,835.7 2,683.4 — 4,521.4
North Carolina — 10.7 — — 10.7
North Dakota — — — 9,952.3 9,952.3
Ohiod — 19,056.1 — — 19,056.1
Oklahoma — 1,637.8 — — 1,637.8
Oregon — — 17.5 — 17.5
Pennsylvania 7,092.0 23,188.8 — — 30,280.8
South Dakota — — — 366.1 366.1
Tennesseed — 983.7 — — 983.7
Texasd — — — 12,659.7 12,659.7
Utahd — 6,476.5 1.1 — 6,477.6
Virginia 125.5 3,345.9 — — 3,471.4
Washingtond — 303.7 1,169.4 8.1 1,481.3
West Virginia — 39,776.2 — — 39,776.2
Wyomingd — 4,460.5 65,463.5 — 69,924.0
Totalc 7,341.7 239,272.9 182,035.0 44,063.9 472,713.6

aIncludes measured and indicated resource categories defined by USBM and USGS and represents 100% of the coal in
place.
bSome coal-bearing states where data are not sufficiently detailed or where reserves are not currently economically recov-
erable.
cData may not add to totals due to rounding.
dData not completely reconciled with demonstrated reserve base data.

equations 1–3 are appropriate in case of litigation, and the approximation equations 4–6 are
otherwise acceptable:

Parr formulas

Dry, MM-Free FC = FC − 0.15S
100 − (M + 1.08A + 0.55S)

× 100 (1)

Dry, MM-Free VM = 100 − Dry, MM-Free FC (2)

Moist, MM-Free Btu = Btu − 50S
100 − (1.08A + 0.55S)

× 100 (3)
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Approximation formulas

Dry, MM-Free FC = FC
100 − (M + 1.1A + 0.1S)

× 100 (4)

Dry, MM-Free VM = 100 − Dry, MM-Free FC (5)

Moist, MM-Free Btu = Btu
100 − (1.1A + 0.1S)

× 100 (6)

where MM = mineral matter
Btu = British thermal unit
FC = percentage of fixed carbon
VM = percentage of volatile matter

A = percentage of ash
S = percentage of sulfur

Other classifications of coal include the International Classification of Hard Coals, the
International Classification of Brown Coals, the “Lord” value based on heating value with ash,
sulfur, and moisture removed, and the Perch and Russell Ratio, based on the ratio of moist,
MM-free Btu to dry, MM-free VM.

2 CURRENT USES—HEAT, POWER, STEELMAKING, OTHER

According to statistics compiled for the 1996Keystone Coal Industry Manual,2 the primary use
of coals produced in the United States in recent years has been for electric utilities, comprising
almost 90% of the 926 million tons consumed in the United States in 1993. Industry accounted
for about 8% of the consumption during that year in a variety of Standard Industrial Classifi-
cation (SIC) Codes, replacing the manufacturing of coke (now about 3%) as the second largest
coal market from the recent past. Industrial users typically consume coal for making process
steam as well as in open-fired applications, such as in kilns and process heaters.

It should be noted that the demand for coal for coking purposes was greater than the
demand for coal for utility use in the 1950s and has steadily declined owing to more efficient
steelmaking, greater use of scrap metal, increased use of substitute fuels in blast furnaces, and
other factors. The production of coke from coal is accomplished by heating certain coals in
the absence of air to drive off volatile matter and moisture. To provide a suitable by-product
coke, the parent coal must possess quality parameters of low ash content, low sulfur content,
low coking pressure, and high coke strength. By-product coking ovens, the most predominant,
are so named for their ability to recapture otherwise wasted by-products driven off by heating
the coal, such as coke oven gas, coal-tar, ammonia, oil, and useful chemicals. Beehive ovens,
named for their shape and configuration, are also used, albeit much less extensively, in the
production of coke.

3 TYPES

Anthracite is the least abundant of U.S. coal forms. Sometimes referred to as “hard” coal, it
is shiny black or dark silver-gray and relatively compact. Inasmuch as it is the most advanced
form in the coalification process, it is sometimes found deeper in the earth than bituminous. As
indicated earlier, the ASTM definition puts upper and lower bounds of dry, mineral-matter-free
fixed carbon percent at 98 and 86%, respectively, which limits volatile matter to not more than
14%. Combustion in turn is characterized by higher ignition temperatures and longer burnout
times than bituminous coals.
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Excepting some semianthracites that have a granular appearance, they have a consolidated
appearance, unlike the layers seen in many bituminous coals. Typical Hardgrove grindability
index ranges from 20 to 60 and specific gravity typically ranges 1.55 ± 0.10.

Anthracite coals can be found in Arkansas, Colorado, Pennsylvania, Massachusetts, New
Mexico, Rhode Island, Virginia, and Washington, although by far the most abundant reserves
are found in Pennsylvania.

Bituminous coal is by far the most plentiful and utilized coal form and within the ASTM
definitions includes low-, medium-, and high-volatile subgroups. Sometimes referred to as
“soft” coal, it is named after the word bitumen, based on its general tendency to form a sticky
mass on heating.

At a lower stage of development in the coalification process, carbon content is less than
the anthracites, from a maximum of 86% to less than 69% on a dry, mineral-matter-free basis.
Volatile matter, at a minimum of 14% on this basis, is greater than the anthracites, and, as a
result, combustion in pulverized form is somewhat easier for bituminous coals. Production of
gas is also enhanced by their higher volatility.

The tendency of bituminous coals to produce a cohesive mass on heating lends them to
coke applications. Dry, mineral-matter-free oxygen content generally ranges from 5 to 10%,
compared to a value as low as 1% for anthracite. They are commonly banded with layers dif-
fering in luster.

The low-volatile bituminous coals are grainier and more subject to size reduction in han-
dling. The medium-volatile bituminous coals are sometimes distinctly layered and sometimes
only faintly layered and appearing homogeneous. Handling may or may not have a significant
impact on size reduction. The high-volatile coals (A, B, and C) are relatively hard and less
sensitive to size reduction from handling than low- or medium-volatile bituminous.

Subbituminous coals, like anthracite and lignite, are generally noncaking. “Caking” refers
to fusion of coal particles after heating in a furnace, as opposed to “coking,” which refers to
the ability of a coal to make a good coke, suitable for metallurgical purposes.

Oxygen content, on a dry, mineral-matter-free basis, is typically 10–20%.
Brownish black to black in color, this type coal is typically smooth in appearance with an

absence of layers.
Although high in inherent moisture, these fuels are often dusty in handling and appear

much like drying mud as they disintegrate on sufficiently long exposure to air.
The Healy coal bed in Wyoming has the thickest seam of coal in the United States at

220 ft. It is subbituminous, with an average heating value of 7884 Btu/lb, 28.5%moisture, 30%
volatile matter, 33.9% fixed carbon, and 0.6% sulfur. Reported strippable reserves of this seam
are approximately 11 billion tons.2

Lignites, sometimes referred to as “brown coal,” often retain a woodlike or laminar struc-
ture in which wood fiber remnants may be visible. Like subbituminous coals, they are high in
seam moisture, up to 50% or more, and also disintegrate on sufficiently long exposure to air.

Both subbituminous coals and lignites are more susceptible than higher rank coals to stor-
age, shipping, and handling problems, owing to their tendency for slacking (disintegration) and
spontaneous ignition. During the slacking, a higher rate of moisture loss at the surface than at
the interior may cause higher rates and stresses at the outside of the particles, and cracks may
occur with an audible noise.

Peat is decaying vegetable matter formed in wetlands; it is the first stage of metamorphosis
in the coalification process. Development can be generally described as anaerobic, often in
poorly drained flatlands or former lake beds. In the seam, peat moisture may be 90% or higher,
and, therefore, the peat is typically “mined” and stacked for drainage or otherwise dewatered
prior to consideration as a fuel. Because of its low bulk density at about 15 lb/ft3 and low heating
value at about 6000 Btu/lb (both values at 35%moisture), transportation distances must be short
to make peat an attractive energy option.
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In addition, it can be a very difficult material to handle, as it can arch in bins, forming
internal friction angles in excess of 70∘.

Chemically, peat is very reactive and ignites easily. It may be easily ground, and uncon-
solidated peat may create dusting problems.

4 PHYSICAL AND CHEMICAL PROPERTIES—DESCRIPTION AND
TABLES OF SELECTED VALUES

There are a number of tests, qualitative and quantitative, used to provide information on coals;
these tests will be of help to the user and/or equipment designer. Among the more common
tests are the following, with reference to the applicable ASTM test procedure.

A “Proximate” analysis (D3172) includes moisture, “volatile matter,” “fixed carbon,” and
ash as its components.

Percent moisture (D3173) is determined bymeasuring the weight loss of a prepared sample
(D2013) when heated to between 219∘F (104∘C) and 230∘F (110∘C) under rigidly controlled
conditions. The results of this test can be used to calculate other analytical results to a dry
basis. The moisture is referred to as “residual” and must be added to moisture losses incurred
in sample preparation, called “air-dry losses” in order to calculate other analytical results
to an “as-received” basis. The method which combines both residual and air-dry moisture
is D3302.

Percent volatile matter (D3175) is determined by establishing the weight loss of a prepared
sample (D2013) resulting from heating to 1740∘F (950∘C) in the absence of air under controlled
conditions. This weight loss is corrected for residual moisture and is used for an indication of
burning properties, coke yield, and classification by rank.

Percent ash (D3174) is determined by weighing the residue remaining after burning a
prepared sample under rigidly controlled conditions. Combustion is in an oxidizing atmosphere
and is completed for coal samples at 1290–1380∘F (700–750∘C).

Fixed carbon is a calculated valuemaking up the fourth and final component of a proximate
analysis. It is determined by subtracting the volatile, moisture, and ash percentages from 100.

Also generally included with a proximate analysis are calorific value and sulfur
determinations.

B Calorific value, Btu/lb (J/g, cal/g), is most commonly determined (D2015) in an “adia-
batic bomb calorimeter” but is also covered by another method (D3286), which uses an
“isothermal jacket bomb calorimeter.” The values determined by this method are called
gross or high heating values and include the latent heat of water vapor in the products
of combustion.

C Sulfur is determined by one of threemethods provided byASTM, all covered byD3177:
the Eschka method, the bomb washing method, and a high-temperature combustion
method.

The Eschka method requires that a sample be ignited with an “Eschka mixture” and sulfur
be precipitated from the resulting solution as BaSO4 and filtered, ashed, and weighed.

The bomb wash method requires use of the oxygen-bomb calorimeter residue, and sulfur
is precipitated as BaSO4 and processed as in the Eschka method.

The high-temperature combustionmethod produces sulfur oxides from burning of a sample
at 2460∘F (1350∘C) which are absorbed in a hydrogen peroxide solution for analysis. This is
the most rapid of the three types of analysis.
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D Sulfur forms include sulfate, organic, apyritic, and, rarely, elemental sulfur. A method
used to quantify sulfate, pyritic sulfur, and organic sulfur is D2492. The resulting data
are sometimes used to provide a first indication of themaximum amount of sulfur poten-
tially removable by mechanical cleaning.

E Ultimate analysis (D3176) includes total carbon, hydrogen, nitrogen, oxygen, sulfur,
and ash. These data are commonly used to perform combustion calculations to estimate
combustion air requirements, products of combustion, and heat losses such as incurred
by formation of water vapor by hydrogen in the coal.

Chlorine (D2361) and phosphorus (D2795) are sometimes requested with ultimate analy-
ses but are not technically a part of D3176.

F Ash mineral analysis (D2795) includes the oxides of silica (SiO2), alumina (Al2O3),
iron (Fe2O3), titanium (TiO2), phosphorus (P2O5), calcium (CaO), magnesium (MgO),
sodium (Na2O), and potassium (K2O).

These data are used to provide several indications concerning ash slagging or fouling
tendencies, abrasion potential, electrostatic precipitator operation, and sulfur absorption poten-
tiation.

See Section 8 for further details.

G Grindability (D409) is determinedmost commonly by theHardgrovemethod to provide
an indication of the relative ease of pulverization or grindability, compared to “stan-
dard” coals having grindability indexes of 40, 60, 80, and 110. As the index increases,
pulverization becomes easier, that is, an index of 40 indicates a relatively hard coal; an
index of 100 indicates a relatively soft coal.

Standard coals may be obtained from the USBM.
A word of caution is given: Grindability may change with ash content, moisture content,

temperature, and other properties.

H Free swelling index (D720), also referred to as a “coke-button” test, provides a rela-
tive index (1–9) of the swelling properties of a coal. A sample is burned in a covered
crucible, and the resulting index increases as the swelling increases, determined by
comparison of the button formed with standard profiles.

I Ash fusion temperatures (D1857) are determined from triangular-core-shaped ash sam-
ples in a reducing atmosphere and/or in an oxidizing atmosphere. Visual observations
are recorded of temperatures at which the core begins to deform, called “initial defor-
mation”; where height equals width, called “softening”; where height equals one-half
width, called “hemispherical”; and where the ash is fluid.

The hemispherical temperature is often referred to as the “ash fusion temperature.”
While not definitive, these tests provide a rough indication of the slagging tendency of

coal ash.
Analysis of petrographic constituents in coals has been used to some extent in qualitative

and semiquantitative analysis of some coals, most importantly in the coking coal industry. It
is the application of macroscopic and microscopic techniques to identify maceral components
related to the plant origins of the coal. The macerals of interest are vitrinite, exinite, resinite,
micrinite, semifusinite, and fusinite. A technique to measure reflectance of a prepared sample
of coal and calculate the volume percentages of macerals is included in ASTM standard D2799.

Table 4 shows selected analyses of coal seams for reference.
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Table 4 Selected Values—Coal and Peat Quality

Florida Peat,
Sumter
County

Parameter

East Kentucky,
Skyline Seam
(Washed)

Pennsylvania,
Pittsburgh 8

Seam (Washed)

Illinois,
Harrisburg 5
(Washed)

Wyoming,
Powder River
Basin (Raw) In situ Dry

Moisture % (total) 8.00 6.5 13.2 25.92 86.70 —
Ash % 6.48 6.5 7.1 6.00 0.54 4.08
Sulfur % 0.82 1.62 1.28 0.25 0.10 0.77
Volatile % 36.69 34.40 30.6 31.27 8.74 65.73
Grindability (HGI) 45 55 54 57 36 69a

Calorific value
(Btu/lb, as
received)

12,500 13,100 11,700 8,500 1,503 11,297

Fixed carbon 48.83 52.60 49.1 37.23 4.02 30.19
Ash minerals

SiO2 50.87 50.10 48.90 32.02 58.29
Al2O2 33.10 24.60 25.50 15.88 19.50
TiO2 2.56 1.20 1.10 1.13 1.05
CaO 2.57 2.2 2.90 23.80 1.95
K2O 1.60 1.59 3.13 0.45 1.11
MgO 0.80 0.70 1.60 5.73 0.94
Na2O 0.53 0.35 1.02 1.27 0.40
P2O5 0.53 0.38 0.67 1.41 0.09
Fe2O3 5.18 16.20 12.20 5.84 14.32
SO3 1.42 1.31 1.96 11.35 2.19
Undetermined 0.84 1.37 1.02 1.12 0.16

Ash 7.04 7.0 8.23 7.53 4.08
Hydrogen 5.31 5.03 4.95 4.80 4.59
Carbon 75.38 78.40 76.57 69.11 69.26
Nitrogen 1.38 1.39 1.35 0.97 1.67
Sulfur 0.89 1.73 1.47 0.34 0.77
Oxygen (by

difference)
9.95 6.35 7.03 17.24 19.33

Chlorine 0.05 0.10 0.40 0.01 0.30
Ash Fusion

Temperatures (∘F)
Initial deformation

(reducing)
2800+ 2350 2240 2204 1950

Softening (H =W)
(reducing)

2800+ 2460 2450 2226 2010

Hemispherical
(H = 1

2
W)

(reducing)

2800+ 2520 2500 2250 2060

Fluid (reducing) 2800+ 2580 2700+ 2302 2100

aAt 9% H2O.

5 BURNING CHARACTERISTICS

The ultimate analysis, described in the previous section, provides the data required to con-
duct fundamental studies of the air required for stoichiometric combustion, the volumetric and
weight amounts of combustion gases produced, and the theoretical boiler efficiencies. These
data assist the designer in such matters as furnace and auxiliary equipment sizing. Among
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the items of concern are draft equipment for supplying combustion air requirements, drying
and transporting coal to the burners and exhausting the products of combustion, mass flow and
velocity in convection passes for heat transfer and erosion considerations, and pollution control
equipment sizing.

The addition of excess air must be considered for complete combustion and perhaps min-
imization of ash slagging in some cases. It is not uncommon to apply 25% excess air or more
to allow operational flexibility.

As rank decreases, there is generally an increase in oxygen content in the fuel, which will
provide a significant portion of the combustion air requirements.

The theoretical weight, in pounds, of combustion air required per pound of fuel for a stoi-
chiometric condition is given by

11.53C + 34.34
(
H2 −

1
8
O2

)
+ 4.29S (7)

where C, H2, O2, and S are percentage weight constituents in the ultimate analysis.
The resulting products of combustion, again at a stoichiometric condition and complete

combustion, are

CO2 = 3.66C (8)

H2O = 8.94H2 + H2O (wt% H2O in fuel) (9)

SO2 = 2.00S (10)

N2 = 8.86C + 26.41
(
H2 −

1
8
O2

)
+ 3.29S +N2(wt% nitrogen in fuel) (11)

The combustion characteristics of various ranks of coal can be seen in Fig. 1, showing
“burning profiles” obtained by thermal gravimetric analysis. As is apparent from this figure,
ignition of lower rank coals occurs at a lower temperature and combustion proceeds at a more
rapid rate than higher rank coals. This information is, of course, highly useful to the design
engineer in determination of the size and configuration of combustion equipment.

The predominant firing technique for combustion of coal is in a pulverized form. To
enhance ignition, promote complete combustion, and, in some cases, mitigate the effects of
large particles on slagging and particulate capture, guidelines are generally given by the boiler
manufacturer for pulverizer output (burner input).

Typical guidelines are as follows:

Coal Class/
Group

Percentage
Passing a

200-mesh Sieve

Percentage
Retained on a

x 50-mesh Sieve

Allowable
Coal/Air

Temperature (∘F)

Anthracite 80 2.0 200
Low-volatile bituminous 70–75 2.0 180
High-volatile bituminous A 70–75 2.0 170
High-volatile bituminous C 65–72 2.0 150–160
Lignite 60–70 2.0 110–140

These guidelines may vary for different manufacturers, ash contents, and equipment appli-
cations and, of course, the manufacturer should be consulted for fineness and temperature
recommendations.

The sieve designations of 200 and 50 refer to U.S. standard sieves. The 200-mesh sieve
has 200 openings per linear inch, or 40,000 per square inch. The ASTM designations for these
sieves are 75 and 300 μm, respectively.
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Figure 1 Comparison of burning profiles for coals of different rank. Courtesy of The Babcock andWilcox
Company.

Finally, agglomerating character may also have an influence on the fineness requirements,
since this property might inhibit complete combustion.

6 ASH CHARACTERISTICS

Ash is an inert residue remaining after the combustion of coal and can result in significant
challenges for designers and operators of the combustion, ash handling, and pollution control
equipment. The quantity of ash in the coal varies widely from as little as 6% or less to more
than 30% by weight. Additionally, diverse physical and chemical properties of ashes can pose
substantial problems, with slagging, abrasion, and fouling of boilers. Electrostatic precipitators,
used for pollution control, can experience material changes in collection efficiency depending
on the mineral constituents of the ash.

“Slagging” is a term that generally refers to the formation of high-temperature fused ash
deposits on furnace walls and other surfaces primarily exposed to radiant heat.

“Fouling” generally refers to high-temperature bonded ash deposits forming on convection
tube banks, particularly superheat and reheat tubes.

Indication of ash-slagging tendencies can be measured by tests such as viscosity–
temperature tests or by ash-softening tests. In addition, there are many empirical equations
that are used to provide information as to the likelihood of slagging and fouling problems.
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ASTM standard D1857 is the most common test used for slagging indication. In this test,
ash samples are prepared as triangular cones and then are heated at a specified rate. Observations
are then made and recorded of temperatures at prescribed stages of ash deformation, called
initial deformation, softening temperature, hemispherical temperature, and fluid temperature.
These tests are conducted in reducing and/or oxidizing atmospheres.

Another method used, although far more costly, involves measurement of the torque
required to rotate a platinum bob suspended in molten slag. A viscosity–temperature relation-
ship is established as a result of this test, which is also conducted in reducing and/or oxidizing
atmospheres. A slag is generally considered liquid when its viscosity is below 250 poise,
although tapping from a boiler may require a viscosity of 50–100 poise. It is plastic when its
viscosity is between 250 and 10,000 poise. It is in this region where removal of the slag is
most troublesome.

Ash mineral analyses are used to calculate empirical indicators of slagging problems. In
these analyses are included metals reported as equivalent oxide weight percentages of silica,
alumina, iron, calcium, magnesium, sodium, potassium, titania, phosphorus, and sulfur, as fol-
lows:

SiO2 + Al2O3 + Fe2O3 + CaO +MgO + Na2O + K2O + TiO2 + P2O5 + SO3 = 100%

Some ratios calculated using these data are as follows:

Base: Acid Ratio, B/A

B
A

= Base
Acid

=
Fe2O3 + CaO +MgO + Na2O + K2O

SiO2 + Al2O3 + TiO2

It has been reported4 that a base/acid ratio in the range of 0.4–0.7 results typically in
low ash fusibility temperatures and, hence, more slagging problems.

Slagging Factor, Rs
Rs = B∕A × %sulfur, dry coal basis

It has been reported5 that coals with bituminous-type ashes exhibit a high slagging
potential with a slagging factor above 2 and severe slagging potential with a slagging
factor of more than 2.6. Bituminous-type ash refers to those ashes where iron oxide
percentage is greater than calcium plus magnesium oxide.

Silica/Alumina Ratio
Silica

Alumina
=

SiO2

Al2O3

It has been reported4 that the silica in ash is more likely to form lower melting point
compounds than is alumina and, for two coals having the same base/acid ratio, the
coal with a higher silica/alumina ratio should result in lower fusibility temperatures.
However, it has also been reported6 that for low base/acid ratios the opposite is true.

Iron/Calcium Ratio
Iron

Dolomite
=

Fe2O3

CaO +MgO

This ratio and its use are essentially the same as the iron/calcium ratio.

Silica Percentage (SP)

SP =
SiO2 × 100

SiO2 + Fe2O3 + CaO +MgO

This parameter has been correlated with ash viscosity. As silica ratio increases, the
viscosity of slag increases. Graphical methods6 are used in conjunction with this
parameter to estimate the T250 temperature—the temperature where the ash would
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have a viscosity of 250 poise. Where the acidic content is less than 60% and the ash
is lignitic, the dolomite percentage (DP) is used in preference to the silica percentage
along with graphs to estimate the T250:

DP =
(CaO +MgO) × 100

Fe2O3 + CaO +MgO + Na2O + K2O

where the sum of the basic and acidic components are adjusted, if necessary, to equal
100%. For bituminous ash or lignitic-type ash having acidic content above 60%, the
base/acid ratio is used in conjunction with yet another graph.

Fouling Factor (RF)
RF = Acid base × %Na2 (bituminous ash)

or
RF = % Na2O (lignitic ash)

For bituminous ash, the fouling factor7 is “low” for values less than 0.1, “medium”
for values between 0.1 and 0.25, “high” for values between 0.25 and 0.7, and “severe”
for values above 0.7. For lignitic-type ash, the percentage of sodium is used, and low,
medium, and high values are <3.0, 3.0–6.0, and >6.0, respectively.

The basis for these factors is that sodium is the most important single factor in ash fouling,
volatilizing in the furnace and subsequently condensing and sintering ash deposits in cooler
sections.

Chlorine has also been used as an indicator of fouling tendency of eastern-type coals. If
chlorine, from the ultimate analysis, is less than 0.15%, the fouling potential is low; if between
0.15 and 0.3, it has a medium fouling potential; and if above 0.3, its fouling potential is high.4

Ash resistivity can be predicted from ash mineral and coal ultimate analyses, according to
a method described by Bickelhaupt.8 Electrostatic precipitator sizing and/or performance can
be estimated using the calculated resistivity. For further information, the reader is referred to
Ref. 8.

7 SAMPLING

Coals are by nature heterogeneous and, as a result, obtaining a representative sample can be
a formidable task. Its quality parameters such as ash, moisture, and calorific value can vary
considerably from seam to seam and even within the same seam. Acquisition of accurate data
to define the nature and ranges of these values adequately is further compounded by the effects
of size gradation, sample preparation, and analysis accuracy.

Inasmuch as these data are used for such purposes as pricing, control of the operations in
mines, and preparation plants, determination of power plant efficiency, estimation of material
handling and storage requirements for the coal and its by-products, and in some cases for deter-
mination of compliance with environmental limitations, it is important that samples be taken,
prepared, and analyzed in accordance with good practice.

To attempt to minimize significant errors in sampling, ASTM D2234 was developed as
a standard method for the collection of a gross sample of coal and D2013 for preparation of
the samples collected for analysis. It applies to lot sizes up to 10,000 tons (9080mg) per gross
sample and is intended to provide an accuracy of ±1∕10th of the average ash content in 95 of
100 determinations.

The number and weight of increments of sample comprising the gross sample to represent
the lot, or consignment, are specified for nominal top sizes of 5∕8 in. (16mm), 2 in. (50mm),
and 6 in. (150mm) for raw coal or mechanically cleaned coal. Conditions of collection include
samples taken from a stopped conveyor belt (the most desirable), full and partial stream cuts
from moving coal consignments, and stationary samples.
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One recommendation made in this procedure and worth special emphasis is that the sam-
ples be collected under the direct supervision of a person qualified by training and experience
for this responsibility.

This method does not apply to the sampling of reserves in the ground, which is done by
core drilling methods or channel sampling along outcrops as recommended by a geologist or
mining engineer. It also does not apply to the sampling of coal slurries.

A special method (D197) was developed for the collection of samples of pulverized coals
to measure size consistency or fineness, which are controlled to maintain proper combustion
efficiency.

Sieve analyses using this method may be conducted on No. 16 (1.18mm) through No.
200 (750mm) sieves, although the sieves most often referred to for pulverizer and classifier
performance are the No. 50, the No. 100, and the No. 200 sieves. The number refers to the
quantity of openings per linear inch.

Results of these tests should plot as a straight line on a sieve distribution chart. A typical
fineness objective, depending primarily on the combustion characteristics, might be for 70% of
the fines to pass through a 200-mesh sieve and not more than 2% to be retained on the 50-mesh
sieve.

D2013 covers the preparation of coal samples for analysis or, more specifically, the reduc-
tion and division of samples collected in accordance with D2234. A “referee” method and a
“nonreferee” method are delineated, although the nonreferee method is the most commonly
used. The referee method is used to evaluate equipment and the nonreferee method.

Depending on the amount of moisture and, therefore, the ability of the coal to pass freely
through reduction equipment, samples are either predried in air drying ovens or on drying floors
or are processed directly by reduction, air drying, and division. Weight losses are computed for
each stage of air drying to provide data for determination of total moisture, in combination with
D3173 or 3302 (see Section 6).

Samples must ultimately pass the No. 60 (250mm) sieve (D3173) or the No. 8 (2.36mm)
sieve (D3302) prior to total moisture determination.

Care must be taken to adhere to this procedure, including the avoidance of moisture
losses while awaiting preparation, excessive time in air drying, proper use of riffling or
mechanical division equipment, and verification and maintenance of crushing equipment size
consistency.

8 COAL CLEANING

Partial removal of impurities in coal such as ash and pyritic sulfur has been conducted since
before 1900, although application and development have intensified during recent years owing
to a number of factors, including the tightening of emissions standards, increasing use of lower
quality seams, and increasing use of continuous mining machinery. Blending of two or more
fuels to meet tight emissions standards, or other reasons, often requires that each of the fuels is
of a consistent grade, which in turn may indicate some degree of coal cleaning.

Coal cleaning may be accomplished by physical or chemical means, although physical
coal cleaning is by far the most predominant.

Primarily, physical processes rely on differences between the specific gravity of the coal
and its impurities. Ash, clay, and pyritic sulfur have a higher specific gravity than that of coal.
For example, bituminous coal typically has a specific gravity in the range 1.12–1.35, while
pyrite’s specific gravity is between 4.8 and 5.2.

One physical process that does not benefit from specific gravity differences is froth flota-
tion. It is only used for cleaning coal size fractions smaller than 28mesh (1∕2 mm). Basically
the process requires coal fines to be agitated in a chamber with set amounts of air, water, and
chemical reagents, which creates a froth. The coal particles are selectively attached to the froth
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bubbles, which rise to the surface and are skimmed off, dewatered, and added to other clean
coal fractions.

A second stage of froth flotation has been tested successfully at the pilot scale for some
U.S. coals. This process returns the froth concentrate from the first stage to a bank of cells where
a depressant is used to sink the coal and a xanthate flotation collector is used to selectively float
pyrite.

The predominant commercial methods of coal cleaning use gravity separation by static
and/or dynamic means. The extent and cost of cleaning naturally depends on the degree of end
product quality desired, the controlling factors of which are primarily sulfur, heating value, and
ash content.

Although dry means may be used for gravity separation, wet means are by far the more
accepted and used techniques.

The first step in designing a preparation plant involves a careful study of the washability
of the coal. “Float and sink” tests are run in a laboratory to provide data to be used for judging
application and performance of cleaning equipment. In these tests the weight percentages and
composition of materials are determined after subjecting the test coal to liquid baths of different
specific gravities.

Pyritic sulfur and/or total sulfur percent, ash percent, and heating value are typically deter-
mined for both the float (called “yield”) and sink (called “reject”) fractions.

Commonly, the tests are conducted on three or more size meshes, such as 11∕2 in. × 0mesh,
3∕8 in. × 100mesh, and minus 14mesh, and at three or more gravities, such as 1.30, 1.40, and
1.60. Percentage recovery of weight and heating value are reported along with other data on a
cumulative basis for the float fractions. An example of this, taken from a USBM study9 of 455
coals is shown in Table 5.

Many coals have pyrite particles less than 1 μm in size (0.00004 in.), which cannot be
removed practically by mechanical means. Moreover, the cost of coal cleaning increases as
the particle size decreases, as a general rule, and drying and handling problems become more
difficult. Generally, coal is cleaned using particle sizes as large as practical to meet quality
requirements.

Table 5 Cumulative Washability Dataa

Sulfur (%)

Product
Recovery
Weight % Btu Btu/lb Ash % Pyritic Total

lb SO2/
MBtu

Sample Crushed to Pass 11∕2 in.
Float—1.30 55.8 58.8 14, 447 3.3 0.26 1.09 1.5
Float—1.40 90.3 93.8 14, 239 4.7 0.46 1.33 1.9
Float—1.60 94.3 97.3 14, 134 5.4 0.53 1.41 2.0
Total 100.0 100.0 13, 703 8.3 0.80 1.67 2.4
Sample Crushed to Pass 3∕8 in.
Float—1.30 58.9 63.0 14, 492 3.0 0.20 1.06 1.5
Float—1.40 88.6 93.2 14, 253 4.6 0.37 1.26 1.8
Float—1.60 92.8 96.8 14, 134 5.4 0.47 1.36 1.9
Total 100.0 100.0 13, 554 9.3 0.77 1.64 2.4
Sample Crushed to Pass 14Mesh
Float—1.30 60.9 65.1 14, 566 2.5 0.16 0.99 1.4
Float—1.40 88.7 93.1 14, 298 4.3 0.24 1.19 1.7
Float—1.60 93.7 97.1 14, 134 5.4 0.40 1.29 1.8
Total 100.0 100.0 13, 628 8.8 0.83 1.72 2.5

aState: Pennsylvania (bituminous); coal bed: Pittsburgh; county: Washington; raw coal moisture: 2.0%.
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It is interesting to note that a 50- μmpyrite particle (0.002 in.) inside a 14-mesh coal particle
(0.06 in.) does not materially affect the specific gravity of a pure coal particle of the same size.

Washability data are usually organized and plotted as a series of curves, including:

1. Cumulative float–ash, sulfur %

2. Cumulative sink ash %

3. Elementary ash % (not cumulative)

4. Percent recovery (weight) versus specific gravity

Types of gravity separation equipment include jigs, concentrating tables, water-only
cyclones, dense-media vessels, and dense-media cyclones.

In jigs, the coal enters the vessel in sizes to 8 in. and larger and stratification of the coal and
heavier particles occurs in a pulsating fluid. The bottom layer, primarily rock, ash, and pyrite,
is stripped from the mixture and rejected. Coal, the top layer, is saved. A middle layer may also
be collected and saved or rejected depending on quality.

Concentrating tables typically handle coals in the 3∕8 in. × 0 or 1∕4 in. × 0 range and use
water cascading over a vibrating table tilted such that heavier particles travel to one end of the
table while lighter particles, traveling more rapidly with the water, fall over the adjacent edge.

In “water-only” and dense-media cyclones, centrifugal force is used to separate the heavier
particles from the lighter particles.

In heavy-media vessels, the specific gravity of the media is controlled typically in the
range of 1.45–1.65. Particles floating are saved as clean coal, while those sinking are rejected.
Specific gravity of the media is generally maintained by the amount of finely ground magnetite
suspended in the water, as in heavy-media cyclones. Magnetite is recaptured in the preparation
plant circuitry by means of magnetic separators.

Drying of cleaned coals depends on size. The larger sizes, 1∕4 or 3∕8 in. and larger, typi-
cally require little drying and might only be passed over vibrating screens prior to stockpiling.
Smaller sizes, down to, say, 28mesh, are commonly dried on stationary screens followed by
centrifugal driers. Minus 28-mesh particles, the most difficult to dry, are processed in vibrating
centrifuges, high-speed centrifugal driers, high-speed screens, or vacuum filters.
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1 INTRODUCTION

Coal has consistently accounted for about 40% of the world’s total electricity generating capac-
ity since the early 1970s (Fig. 1), despite the steady growth of the total generation capacity.1

There is increased concern over global warming and emissions of sulfur dioxide, nitrogen
oxides, and mercury from coal, but the low cost of electricity from coal has made it a neces-
sary evil for many industries competing in the global marketplace. The world surely deserves
pollution-free cleaner energy, at a cost that society can bear. Oil and gas provide a cleaner and
more efficient means to generate electricity, but the cost is much higher. Geopolitical and eco-
nomic factors make the price of oil and gas high and volatile, forcing utilities to rely on coal
until other cleaner and more sustainable energy options mature and are available at competitive
prices for the consumer.

Oil and gas prices show no signs of coming down significantly, public opposition to nuclear
still remains strong, and renewable energies still remain a low-capacity option; electricity from
coal is expected to increase to meet the rapidly increasing world energy demands. Low-cost
electricity is crucial for the survival of some industries and is vital to the household expenditures
of average people. So, instead of concentrating on the environmental ills of coal, it is worthwhile
examining how clean we can make coal use while keeping the electricity price affordable.

719
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Figure 1 Worldwide energy production past and present. Source: Key World Energy Statistics, 2006,
p. 24. Copyright © OECD/IEA.

Table 1 Roadmap of Pollution Reduction from Coal-Fired Power Plants Referred to Best Available
Technology

Reference
(2003) 2010 2020

Pollution mitigation SO2, reduction 98% 99% >99%
NOx, (lb/10

6 Btu) 0.15 0.005 0.002
Mercury capture 0% 90% 95%
By-product utilization 30% 50% 100%

Plant efficiency (HHV) Based on HHV 40% 45–50% 50–60%
Capital cost, $/kW In 2003 dollar 1000–1300 900–1000 800–900
Electricity cost, c/kWh Based on coal $1.2/mBtu 3.5 3.0–3.2 <3.0

Source: From Ref. 4. Courtesy of U.S. Department of Energy/NTL Electric Power Research Institute, and the Coal Utiliza-
tion Research Council.

The term clean coal technology has drawn criticism from environmental groups as the use
of coal can never be entirely clean. A more appropriate term would be cleaner coal technology.
The ultimate goal of cleaner coal technology is to produce coal-fired electricity generating
plants with near-zero harmful emissions. This is the goal of the U.S. Department of Energy’s
FutureGen project2 and the Near Zero Emission fossil fuel power plant project of the European
Union.3 Table 1 shows how the United States plans to meet the goal of zero emissions.4

1.1 Coal

Coal is formed from plant remains that have been compacted, hardened, chemically altered, and
metamorphosed underground by heat and pressure overmillions of years. It generally originates
from swamp ecosystems. When plants die in a low-oxygen swamp environment, instead of
decaying by bacteria and oxidation, their organic matter is preserved. Due to tectonic events,
this organic material is buried by sedimentary loadings. Over time, heat and pressure remove



1 Introduction 721

the water and transform the matter into coal. Depending on the geological age, the organic
material will transform into the following members of the coal family:

1. Lignite. This contains considerable amount of water and volatiles and some mineral
matters. It is youngest in geological age.

2. Bituminous. Moderate amount of moisture, volatiles, and inorganic materials are in
bituminous coal.

3. Anthracite. This contains very little water or moisture but a large amount of carbon.
It is the oldest in geological age.

Figure 2 shows the full spectrum of these plant-based fuels arranged in order of their geo-
logical age. It shows progressive changes in oxygen, volatile matter, and fixed carbon from
wood to anthracite.

Nitrogen and sulfur appear in coal as organically bound pollutants that are oxidized
during combustion to form harmful airborne gases such as nitric oxides (NOx) and sulfur
dioxide (SO2).

Other impurities also become mixed with the coal during its formation:

• Ash—a quartz-based mineral and/or shale
• Pyretic sulfur (Fe2S)
• Heavy metals either in elemental form or in the form of heavy metal ores, such as
cinnabar (HgS), which releases mercury and sulfur upon heating
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1.2 Potential Pollutants from Coal

Coal conversion generates a number of gaseous and solid pollutants:

1. Nitrogen oxides

2. Sulfur oxides

3. Carbon dioxide

4. Fine particulates

5. Heavy metals

The following sections briefly describe the generation and effect of these pollutants.

Nitrogen Oxides
When exposed to high temperatures, nitrogen in the air and the fuel could oxidize, forming a
number of different compounds, such as NO, NO2, and N2O. Nitrogen oxides (NOx), which
represent nitric oxide (NO) and nitrogen dioxide (NO2), are responsible for the formation of
acid rain, photochemical smog, and ground-level ozone. It could also cause adverse health
effects for those with respiratory problems. Nitrous oxide (N2O) is a greenhouse gas and also
causes depletion of stratospheric ozone. The formation of NO and NO2 is favored at elevated
temperatures (∼1200∘C) as found in pulverized coal (PC) flames, while N2O is favored at lower
temperatures (∼800∘C) like those found in fluidized bed combustors. The nitrogen in fuel is
oxidized in all combustion temperatures, but that in air is oxidized generally above 1000∘C.

Coal-fired plants are responsible for only a small portion of the anthropogenic NOx emis-
sions with the bulk coming from automobile emissions (Fig. 3).5

Sulfur Dioxide (SO2)
Sulfur dioxide (SO2) is formed when the sulfur in coal, either in pyretic or organically bonded
form, is oxidized. SO2 is the leading contributor to acid rain formation and is an irritant to the
lungs. Coal combustion makes up the majority of SO2 emissions from utilities, which in turn
account for about a third of the total SO2 emissions from all sources (Fig. 3).

NOx
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vehicles

35%

Other
transportation

28%

Utilities
15%

Other processes
12%

Misc. area
sources

8%

Primary metals
2%

SO2

Smelters
42%

Utilities
27%

Area sources
10%

Refineries
10%

Other processes
7%

Primary metals
4%

Figure 3 Man-made sources of NOx and SO2 in Ontario, Canada. Source: Adapted from Ref. 5.
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Particulates
In a coal-burning plant a portion of the ash is released to the atmosphere through the stack, with
the very fine particulates having harmful health effects. Particulate matter smaller than about
10 μm can settle in the bronchial tubes and lungs; particles smaller than 2.5 μm can penetrate
directly into the lung; and particles smaller than 1 μm can penetrate into the alveolar region of
the lung and tend to be the most hazardous when inhaled. Fine particulates can have significant
harmful health effects if exposure occurs over extended periods.

Heavy Metals
Most heavy metals like lead, tin, and magnesium are collected in particulate control systems,
but due to its low vaporization point (356∘C),much of themercury found in coal escapes into the
environment, making coal combustion the primary source for mercury emissions. The mercury
concentration in coal is high compared to that in the rock surrounding it, because vegetation
growing in very wet conditions absorbs large amounts of mercury and coal deposits are formed
from such wet decaying vegetation (peat). Mercury vapor in the flue gas precipitates out into
the environment and bioaccumulates in organisms such as fish, where it is often transformed
into methylmercury, a highly toxic organic compound. Fish species that are high up on the
food chain contain high concentrations of mercury, because they eat many smaller fish that
have small amounts of mercury in them. The U.S. Food and Drug administration has an action
level for methyl mercury in commercial marine and freshwater fish that is 1.0 parts per million
(ppm),6 and in Canada the limit for the total of mercury content is 0.5 ppm.7

Carbon Dioxide
Carbon dioxide, a major greenhouse gas, is produced in all combustion processes involving
fossil fuels as well in other industrial processes such as cement production and sweetening
of natural gas. The absorption bands of CO2 have a considerable overlap with the long-wave
infrared region of radiation (Fig. 4). Thus, CO2 allows the shorter wave radiation from the
sun to pass through but traps the longer wavelength infrared radiation reflected from Earth’s
surface. This gives rise to the greenhouse-like warming of Earth, making CO2 a greenhouse
gas. Carbon dioxide stays in the atmosphere for hundreds of years, becoming a major threat
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to the biosphere, while water vapor, also having absorption bands in the infrared region, stays
only for a few hours in the atmosphere before it is condensed. Thus, it is not considered a
greenhouse gas.

The carbon content of coal is very high (50–89%) so it produces much larger amounts of
CO2 (carbon intensity) than produced by other fuels. Table 2 lists the amount of CO2 produced
per unit of energy released by different fossil fuels, with anthracite having the highest emission
factor and natural gas having the lowest. Coal-fired power plants burning millions of tonnes
of coal are therefore considered a major source of greenhouse gas. Since 1958, CO2 in the
atmosphere has seen a concentration increase of about 17% per year.

Despite divergent views on global warming, the scientific community largely accepts the
temperature model that shows a large increase in average global temperature over the past
century compared to that of the previous millennium. Either way, it would be prudent to reduce
anthropogenic CO2 emissions rather than wait for more conclusive proof before irreversible
damage has been done.

1.3 Motivation for Cleaner Energy from Coal

In December 1952, London became encased in a thick fog caused by a combination of par-
ticulate and gaseous emissions from coal-fired power plants and coal furnaces in homes; an
unusually cold month; and an unfortunate climatic condition that caused the air in London to
become stagnant. The fog caused the deaths of 4000 people and led to Great Britain’s Clean
Air Act of 1956, resulting in a huge reduction in particulate emissions from coal-fired power
plants. In 1963, the United States passed its own Clean Air Act.

As acid rain became an increasing problem in the eastern states and provinces, causing
lakes and rivers to become barren and destroying forests, the United States signed the Con-
vention on Long-Range Transboundary Air Pollution to help curb acid rain production. These
regulations have helped to reduce the emissions of acid rain causing pollutants from coal-fired
plants (Fig. 5).8 The major efforts came in the 1970s and 1980s with the creation of interna-
tional agreements such as Europe’s Long-Range Transboundary Air Pollution Treaty, signed
by 32 countries in 1979, that called for limits on emissions of harmful airborne pollutants.

In recent years, concern has grown about the levels of mercury found in the environment,
even in places that are thousands of miles from any coal-fired power plant. This concern has
caused the U.S. EPA (Environmental Protection Agency) to introduce the first ever mercury
emissions standards through the Clean Air Mercury Rule, which requires reduction of mercury
emissions by 70% (from 1999 levels) from coal-burning plants by 2015.

Table 2 Emission Factors or Carbon Intensity (CO2 Produced per Unit
Amount of Heat Released) for Some Fuels

Fuel
Higher Heating
Value (MJ/kg)

Emission
Factor (g CO2/MJ)

Anthracite coal 26.2 96.8
Bituminous coal 27.8 87.3
Subbituminous coal 19.9 90.3
Lignite 14.9 91.6
Wood (dry) 20.0 78.4
Distillate fuel oil (#1) 45.97 68.6
Residual fuel oil (#6) 42.33 73.9
Kerosene 37.62 67.8
Natural gas 37.30MJ/m3 50
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Figure 5 Improvements in emissions of acid rain causing pollutants from coal-fired power plants. Source:
Adapted from Ref. 8.

Government-regulated emission standards have been largely reactionary, as they are moti-
vated by public awareness brought about by the twentieth century environmental movement.
The driving force behind all research and development of cleaner coal technologies has likewise
been government regulations. As companies are driven by financial decisions, government reg-
ulations have turned the environment into a commodity and introduced a financial disincentive
for polluting instead of traditional punitive measures for polluting.

Most scientists now agree that the unprecedented levels of carbon dioxide concentration
in the atmosphere are contributing to global warming, though by how much and what the con-
sequences will be is still up for debate. Climate change affects the entire world, and as such, the
Kyoto Protocol to the United Nations Framework Convention on Climate Change was created
in 1997 to reduce the amount of carbon dioxide and other greenhouse gases entering the atmo-
sphere. Currently, 163 states have signed the agreement and set individual goals for reduction
of carbon dioxide. Incentive-based carbon dioxide reduction schemes may encourage power
generation companies to greatly reduce their CO2 emissions or turn to its sequestration.

1.4 Cleaner Energy from Coal

A number of technologies are available or under development to make the process of converting
coal into a transmittable form of energy a less polluting process. These technical options can
be broadly divided into the following three categories, based on which stage of the conversion
process the pollutant reduction takes place:

1. Preconversion technology

2. In situ control technology

3. Postconversion technologies
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Preconversion technologies look to reduce the impurities from the raw coal before they
are released in conversion and include physical, chemical, and biological cleaning. In situ
technologies help reduce the amount of noxious gases released from the conversion process.
Some of these technologies are low-NOx burners (LNBs), fluidized bed combustion (FBC),
supercritical boilers, gasification, and fuel cells. Postconversion technologies try to strip the
flue gas of the harmful gases not eliminated through preconversion and conversion techniques.
Some postconversion technologies are bag filters, electrostatic precipitators (ESPs), flue gas
desulfurization (FGD), selective or selective noncatalytic reduction (SCR and SNCR), and car-
bon dioxide control involving CO2 extraction and sequestration.

The purpose of this chapter is to present and explain the currently available cleaner coal
technologies.

2 PRECONVERSION

An existing coal-fired power plant can improve its emissions to some extent without expensive
modifications by using a cleaner variety of coal—that is, coal with a lower sulfur, ash, and
heavy metals content. An added benefit of using a coal with low ash content is the savings on
transportation cost of the raw coal to the plant and the ash to the disposal site. Cleaning the coal
could potentially improve its utilization efficiency by up to 5%.9

High-quality coals are not as abundant as they were when electricity generation from coal
first began. In addition, they are in high demand from the smelting industry. The end result is
that using a cleaner raw coal is becoming less and less economical. This has led to a growth in
coal cleaning or benefaction, a process that makes possible the removal of mineral impurities
that would otherwise be released in the conversion of the coal polluting the atmosphere.

Increased mechanization in coal mining and a shift from underground to open-pit mining
resulted in a higher ash content in the coal, making coal cleaning essential. As well, increasingly
stringent sulfur and mercury emissions standards have made the removal of these substances
a priority in the cleaning process. Coal cleaning mainly focuses on reducing sulfur, ash, and
heavy metal in the coal. It can be classified into three main types:

1. Physical (most widely used)

2. Chemical

3. Biological

2.1 Physical Cleaning

Gravity Separation
Gravity separation technologies rely on the differences in specific gravity between the coal and
the impurities it contains. The specific gravity of bituminous coal is in the range of 1.12–1.35,
whereas that for pyrite is between 4.8 and 5.2, and for ash it is around 2.3. Thus, denser ash
and pyretic sulfur can be separated from the lighter coal by static or dynamic means. Gravity
separation most often involves wet separation, although it can also be accomplished through
a dry process, thus reducing the energy required to later dry the cleaned coal, a necessity for
the pneumatic transportation of coal in PC-fired plants. Gravity separation is used to clean coal
particles larger than 0.5 in. (12mm), as smaller pyretic particles would not settle out. Four of
the more widely used gravity separation equipment are as follows:

1. Rotating drums

2. Concentrating tables

3. Cyclones

4. Dense-media vessels
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Figure 6 Rotating drum coal washing.

In rotating drums, water and raw coal travel down an incline, where less dense coal remains
near the surface while the more dense ash and pyrite particles settle to the bottom (Fig. 6). At
the exit, the top portion of the stream, containing mostly coal, is skimmed off and the rest is
discarded.

Concentrating tables use flowing water to settle out the discard and carry the lighter coal
particles across. The discard is periodically removed using moving riffles.

Cyclones using either water or a dense media separate the coal from the discard using
the centrifugal forces from the tangential inlet of the cyclone. The lighter coal particles escape
through the top of the cyclone, while the heavier discard is held to the walls by the tangential
forces and spirals down and out the bottom.

In dense-media vessels, the raw coal flows through a large vessel with a liquid that has
a specific gravity just higher than that of the coal (usually 1.45–1.65). The commonly used
medium is water with finely ground magnetite suspended in it. After the mixture has passed
through the vessel and the denser pyrite and ash have settled out, the magnetite is separated
from the coal–water mixture using magnetic separators and is then recycled.

Agglomeration
Agglomeration is used to clean coal fines (<100 μm) and can recover very small coal particles
<10 μm. The naturally hydrophobic coal fines are suspended in an aqueous solution, a light
oil is added, and the solution is agitated. The oil preferentially wets the coal, and the agitation
causes the fines to agglomerate into larger particles, 1–2mm in size. These larger particles are
then screened from the fine impurities.

The coal particles can be further agglomerated by pelletization with a binder such as
asphalt. Agglomeration is becoming increasingly costly because it uses a large amount of
expensive light oil to agglomerate the coal, which cannot be reused.

Froth Flotation
Froth flotation involves passing air up through an aqueous solution containing a frothing agent
and pulverized coal (Fig. 7). The hydrophobic coal particles attach to the air bubbles, rise to
the top, and are skimmed off with the froth, while the mainly hydrophilic impurities sink to
the bottom. In some flotation processes, a modifier (i.e., fuel oil) is needed to increase the
hydrophobicity of the coal. Froth flotation has three problems:

1. Entrainment of small ash particles by bubbles into the froth phase

2. Low probability of collision between small coal particles and air bubbles

3. Pyrites that have a natural hydrophobicity, causing them to attach to the bubbles
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Figure 7 Column froth flotation coal cleaning.

Column flotation increases the likelihood that small coal particles will come in contact
with air bubbles, lifting them to the surface, and that entrained ash particles will be dropped
out (Fig. 7). Also, new microbubbling techniques can increase the coal particle recovery by
increasing the odds that ultrafine coal particles will come into contact with air bubbles.

High Gradient Magnetic Separation (HGMS)
This process relies on the magnetic properties of pyrite (FeS2) to separate it from the coal.
A coal/liquid slurry is passed through high-intensity magnetic fields, where the magnetic impu-
rities are drawn to the sides and discarded. The particles in the slurry must have a size distri-
bution such that 70% are smaller than 76 μm to maximize the capture of mineral matter in the
coal.10 The magnetic properties of the impurities can be enhanced by chemical fragmentation
of the coal before going through the HGMS.11 Problems with this process include the large
capital investment required and its inability to remove the majority of ash particles that are
nonmagnetic.

2.2 Chemical Cleaning

Cleaning of coal through chemical means is mainly concerned with removing the organically
and inorganically (pyrite) bound sulfur from the coal prior to conversion. Some of the methods
of chemically removing the sulfur from the coal follow:

• Chlorination
• Direct oxidization
• Indirect oxidation
• Mild hydrogenation

The operating conditions of chemical cleaning processes are very severe, with high temper-
ature, long retention time, and high alkalinity leading to high-cost equipment and hazardous
working conditions. On the one hand, chemical cleaning does have the benefit of removing
organically bound sulfur, something physical cleaning cannot accomplish. On the other hand,
chemical cleaning alone is unlikely to meet the sulfur removal standards required, so it is rarely
used in commercial plants.
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2.3 Biological Cleaning

A number of microorganisms (mainly bacterial species) can eliminate the pyretic and/or organ-
ically bound sulfur. These bacteria fall into three categories, depending on the type of sulfur
they can remove:

1. Obligate autotrophs—oxidize pyretic sulfur only

2. Facultative autotrophs—oxidize pyretic sulfur and some organically bound sulfur com-
pounds

3. Heterotrophs—oxidize organic compounds only.

Research has focused on the obligate autotrophs, as the majority of the sulfur found in coal
is in the pyretic form. The reaction rates for sulfur removal are still too slow for commercial
applications, so instead of using the bacteria to dissolve the pyrite, the hydrophilic bacteria is
used to modify the surface chemistry of the pyrite in order to enhance the physical cleaning
processes. Biological cleaning is still at a bench-scale stage and requires further research to
assess its commercial viability for removing sulfur from coal.

3 COAL CONVERSION AND IN SITU POLLUTION CONTROL

As emission standards become more stringent, new and cleaner ways of converting coal to
usable forms of energy are being developed and implemented (see Table 3).12 Energy from
coal follows one of two conversion routes: the combustion of coal to produce heat energy,
which is used to drive a steam turbine, or the gasification of coal to produce a combustible gas
(syngas) that can be used to generate heat, electricity, or hydrogen gas for sale.

Pulverized coal (PC) combustion, introduced in 1910, dominated as the most advanced
coal-fired generating technology until fluidized bed combustion arrived on the scene in the
1980s. Advanced steam turbines with higher steam temperature greatly improved the overall
power generation efficiency of such plants, raising it from 15 to 39%.∗ Combined cycle power
plants, which use both steam and gas turbines, could increase this efficiency to 48% using an
integrated gasification combined cycle (IGCC)12 and has the potential of raising it above 50%
with a partial gasification system.13 Such higher efficiency plants cause less thermal as well

Table 3 Improvements in Emissions from Coal-Fired Power Plant

Plant
Technology Period of Use

Efficiency
(HHV)

SO2
(g/kWh)

NOx
(g/kWh)

CO2
(g/kWh)

Ash + Sorbent
(g/kWh)

Waste Heat
in Cooling

Water, MJ/kWh

PC 1950–70 30% 0.029 0.0034 1080 45 (ash only) 5.6
PC + FGD + SCR Present 41% 0.0104 0.00029 770 84 4.0
PFBC combined

cycle
Present 39% 0.0059 0.00058 815 99 3.6

IGCC Present 42% 0.00015 0.00029 745 40.7 3.2
Natural-gas-fired

combined cycle
Present without
SCR

52% 0 0.00031 2.3

Source: Adapted from Ref. 12.

∗ All efficiencies are expressed in terms of higher heating values (HHVs). Some efficiencies were con-
verted from lower heating values (LHVs) using conversion factor of 0.8675, using HHV = 28,000 kJ/kg
and [H]= 5%.
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as gaseous pollutants per unit energy produced (Table 3). As shown in Table 1, efforts toward
zero-emission power plants strive to reduce the emission and rejections to a near-zero level
using the gasification route.

To meet the environmental regulations of governments and the economic need of the con-
sumers, advanced power generation technologies strive to achieve two things:

1. Reduce the emission of harmful gases per kWh generated

2. Reduce the cost per kWh generated

These objectives are met either by increasing the energy conversion efficiency or by a con-
version process with less inherent generation of pollutants. Some of the advanced technologies
available for generation of cleaner energy conversion from coal are as follows:

• Rankine cycle plants operating on a supercritical steam cycle
• Integrated gasification or partial gasification combined cycle plants
• Pressurized fluidized bed combustion plants
• Fuel cells

Coal combustion is the high-temperature oxidation of carbon and hydrocarbon content of
the coal. The basic equation is as follows:

C + O2 = CO2 +Heat (1)

CnHm + O2 = H2O + CO2 + Heat (2)

These equations are the basis of mass balance or stoichiometric calculation needed to cal-
culate the amount of air required and the amount of product produced, but these alone do not
give the complete picture of the actual combustion process.

The combustion process requires transportation of the necessary amount of oxygen to the
fuel surface, removal of product gases, a favorable temperature for reactions to occur, and a
sufficient time for the reaction to complete. These three requirements led to the famous three T
requirements for combustion:

1. Turbulence for efficient transport of oxidant and products

2. Temperature for necessary rate of reaction

3. Time for completion of the reactions

The transport of oxygen from the air to the surface of fuel is a major factor governing
the combustion process. Coal being solid does not mix as easily with the oxygen as gaseous
or liquid fuels do. As a result, a good gas–solid contact is vital for coal combustion. The fur-
nace design also has to allow enough time for the coal particles to complete their combustion.
Detailed discussion of the combustion process, though an integral part of clean coal technology,
is beyond the scope of this chapter. Authors may be directed to Chapter 4 in Basu.14

Although coal combustion has been in use for centuries, it is only in the last few decades
that efforts have been made to lessen the harmful effects of this process. Research has gone into
developing advanced, more-efficient plants that produce less emissions. Figure 8 shows how
the CO2 emissions are reduced when the plant efficiency is increased above its 30% level of
the 1970s.15

In order to reduce the pollutants generated, six in-situ coal conversion systems are
available:

1. Pulverized coal boiler using a low-NOx burner (LNB)

2. Fluidized bed combustion

3. Supercritical boiler technology
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Figure 8 CO2 emissions reductions with increased efficiency (referenced to a 30% efficient plant).
Source: Adapted from Ref. 15.

4. Cyclone combustion

5. Magnetohydrodynamics

6. Gasification

Brief descriptions of these technology options are given in this section.

3.1 Pulverized Coal Combustion

In this type of combustion, finely ground (pulverized) coal is burnt in a furnace to generate
steam that either expands in a steam turbine to generate electricity (Carnot cycle) or provides
process heat. Pulverized coal combustion started in the 1910s and is still the workhorse of
coal-fired power plants around the world.

Energy conversion efficiency depends on the Carnot cycle efficiency, steam generation
efficiency that includes combustion efficiency of coal, and the turbine efficiency. In the simplest
form, the Carnot efficiency is written in terms of the highest (Tmax) and the lowest (Tmin) cycle
temperatures of the working fluid. For Rankine cycle steam plants these are the temperatures
of the steam at the inlet and exhaust of the turbine, respectively. In gas/steam turbine combined
cycles, Tmax is the gas temperature at the inlet of the gas turbine (shown later in Fig. 13):

𝜂carnot = 1 −
Tmin

Tmax
(3)

The condenser exhaust temperature (Tmin) is dependent on the condenser pressure and
cooling water temperature, while the turbine inlet temperature (Tmax) is dependent on the max-
imum steam temperature the boiler can deliver.

The efficiency of early (1900s) plants was low, in the range of 15%, and steam temperature
and pressure were modest, 180∘C/1.0MPa. The efficiency rose to about 29% steam temperature
as pressure rose to 538∘C/1.4MPa and reheating/feedwater heating was introduced. The plants
were still based on a very basic boiler arrangement without environment control systems.16

Up to the 1960s the primary design changes that led to increases in thermal efficiency
included increasing the steam pressure, the number of reheat cycles, and the amount of feed-
water heating using multiple extraction points.17 Subcritical pressure cycles (16.6MPa and
538∘C) with a single-stage reheat and feedwater heating pushed the efficiency to about 34.5%.
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The advent of supercritical boilers pushed the frontier further to 38.9% with 27.5MPa, 565∘C
steam. With further rise in steam pressures and temperatures (31.1MPa, 604∘C) and double
reheat, ultra-supercritical plants are poised to raise the plant efficiency above 41%.18

Huge advances in control systems for coal-fired plants have also contributed to the
increases in efficiency since the advent of the microprocessor in the 1970s.

The technology behind conventional pulverized coal-fired combustors is well developed,
inexpensive, and capable of very large generating capacities. These types of combustors are
likely to remain the dominant type of coal-fired furnace in the world for years to come. But,
because of the unacceptable environmental performance of its basic form, new technologies
have been developed to reduce the harmful emissions from PC boilers.

Pulverized coal-fired furnaces need high flame temperatures (∼1500∘C) for rapid combus-
tion of very fine (90%<76 μm) coal particles.19 This rapid combustion is needed to prevent coal
fines escaping the furnace unburnt, but its high flame temperatures cause the oxidation of nitro-
gen in the combustion air and in the fuel into NOx. Furthermore, the high flame temperature
does not allow for in situ sulfur capture through injection of limestone into the furnace.

Four means of mitigating the problem of NOx formation in a PC furnace are as follows:

1. Using low excess air (low amount of air above the stoichiometric requirement)

2. Reducing the peak flame temperature

3. Firing a mixture of O2 and recycled flue gas

4. Using low-NOx burners

Low-NOx Burners
Low-NOx burners are the most cost-effective method of reducing NOx emissions from an exist-
ing PC-fired power plant, but it can reduce NOx emissions only up to 50%. In a typical low-NOx
burner (Fig. 9) the NOx formation is reduced by two factors:

1. Staging the combustion air so that an inner fuel-rich zone is created, causing the fuel
nitrogen to be released as N2

2. Decreasing the temperature of the outer fuel-lean zone, reducing the formation of ther-
mal NOx

Outer secondary air

Inner secondary air

Pulverized coal
and

primary air

Oxygen lean devolitization

Recirculation of products

NOx reduction zone

High-temperature flame sheet

Controlled mixing of secondary

Burnout

Figure 9 Low-NOx burner.
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The reduction of the flame temperature is difficult to achieve without sacrificing the
combustion efficiency of char particles. Low excess air could reduce NOx formation and is
used in some boilers, but it also affects the combustion efficiency.

NO Reburning
For further NOx reduction in the furnaces of PC boilers, a secondary fuel (CH4, fuel oil, or
high-volatile coal) can be burnt downstream of the main combustion zone to reduce the NOx
already formed by converting it to N2. The NOx is reduced by the combustion of hydrocarbon
radicals in an oxygen-deficient environment:

2NO + 2CnHm + (2n +m∕2 − 2)O2 → N2 + 2nCO2 + mH2O (4)

Char can also react to reduce the NOx. The problem with reburning is that its
oxygen-deficient environment reduces the combustion efficiency and increases unburnt
hydrocarbons or char.

3.2 Fluidized Bed Combustion

Fluidized bed combustion is the second revolution in the art of coal combustion after PC com-
bustion. In a fluidized bed, air is passed through a grate supporting a mass of inert solids at a
velocity such that the solid mass behaves as a fluid, giving it the name fluidized bed. In fluidized
bed combustion, crushed coal burns in a suspension (bed) of highly agitated, hot, inert solids.
Fuels constitute only a small fraction (typically 1–3%) of the total solids in this bed. The intense
mixing, relatively uniform temperature, and large thermal inertia of the combustion zone allow
fluidized bed combustion to burn most types of fuels, good or bad. This flexibility allows the
generation of power from many inexpensive low-grade fuels such as petcoke, waste coal, and
lignite, which cannot be burnt efficiently in pulverized coal-fired boilers.

Besides fuel flexibility, fluidized bed combustion offers reduced NOx emission (due to the
near absence of thermal NOx formation) and the capability of sulfur capture in the furnace,
90% or more. Thus, a fluidized bed boiler can meet most of today’s environmental standards
without the postcombustion clean-up systems required by a PC boiler. These features are a
direct result of its low (800–900∘C) combustion temperature. However, this low temperature
leads to increased emissions of N2O, a greenhouse gas.

Thousands of subcritical fluidized bed boilers with capacities from a few hundred kilo-
watts up to 350MW are in operation worldwide, with a 485-MWe supercritical boiler to begin
operation in Lagisza, Poland.19

Fluidized bed boilers are of two principal types:

1. Bubbling fluidized bed (BFB)

2. Circulating fluidized bed (CFB)

Either type can be designed to operate at an elevated pressure, making it a pressurized fluidized
bed combustor (PFBC) that can run a combined cycle plant.

Bubbling Fluidized Bed
The mean gas velocity through a bubbling fluidized bed combustor is typically in the range
of 1.0–2.5m/s. Coal particles with diameters of upward of 6mm are fed into a fluidized bed
and heated by the hot inert solids making up the bed. The heat energy produced from the com-
bustion of the coal is absorbed by the inert solids and then transferred to tubes exposed to the
bed (Fig. 10). Flue gas leaves the bed at about 800–900∘C and passes through the relatively
empty space above it (freeboard) before leaving the furnace to enter the back-pass of convective
section of the boiler.

Some of the solids and fine char particles escape the bed and furnace as fly ash, but the
majority of the ash is drained from the bottom of the bed (80%, compared to PC at 20%),
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Figure 10 Bubbling fluidized bed combustor.

reducing the amount of particulates exiting the furnace. BFB boilers without heat absorption
tubes in the bed are particularly suitable for biomass and waste firing because of their ability
to sustain combustion of fuels of low calorific value.

Sulfur capture in the BFB furnace can be accomplished by using a sorbent such as lime-
stone (CaCO3) as the bed material. Limestone captures the sulfur dioxide generated from coal
combustion through the following reactions:

CaCO3 → CaO + CO2 (5)

CaO + SO2 +
1
2
O2 → CaSO4 (6)

These reactions progress best in the temperature range of 800–900∘C, which exists in
fluidized bed furnaces.

Rarely is calcium oxide converted completely into calcium sulfate, due to the plugging of
sorbent particle pores caused by the increased molar volume of the sulfated sorbent molecules
as the sulfur dioxide is captured, makingmost inner surface areas of the sorbent particle unavail-
able for sulfur capture (Fig. 11). Fine particles could increase the effective surface area for
sulfur capture, but the entrainment of fine particles prevents the use of sorbents any finer than
500 μm in a bubbling fluidized bed. Thus, to capture 1mol of sulfur a bubbling bed may need as
much as 2.5–3.5mol of CaO, meaning that 2.5–3.5 times the stoichiometric amount of sorbent
is required for effective capture of the sulfur. This calcium-to-sulfur molar (Ca/S) ratio is an
important parameter in fluidized bed sulfur capture.

From the reaction in equations (5) and (6), it is seen that for every mole of sulfur dioxide
captured, 1mol of carbon dioxide is released, but due to the plugging of pores, for every mole of
sulfur captured about 3mol of extra CO2 is produced in a BFB boiler. This extra CO2 emission
is also present in PC boilers with a FGD scrubber, although to a lesser extent.

An atmospheric BFB combustor requires a large footprint, owing to its relatively low grate
heat release rates of 1–2MW/m2.20 As well, in a BFB furnace, a large number of feed points
are required. For example, a 160-MWe unit requires 120 feed points.20 These two factors limit
the capacity of BFB boilers to small industrial applications as well as for combustion of waste
materials.
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Figure 11 Sulfur capture process for a single sorbent particle.

Circulating Fluidized Bed Boiler
The other member of the fluidized bed family is the CFB, which uses much higher gas velocities
(4–6m/s), compared to BFBs in the furnace, causing the bed of solids to be entrained out of the
furnace. The solids are then collected by a cyclone or other type of separator and recycled back
at a sufficiently high rate by means of a solid recycle valve such as a loop seal (Fig. 12). This
creates a special hydrodynamic condition known as a fast bed in the furnace, characterized by
intense internal as well as external recirculation of solids.

The combustion air is fed into the furnace in stages. Thus, the lower section of the furnace,
which operates in a substoichiometric condition, is refractory lined, while the enclosure of the
upper furnace that operates with about 20% excess air is made of heat-absorbing evaporator
tubes similar to that in PC boilers. Depending on the heat absorption requirements, additional
tube panels in the furnace or an external bubbling bed heat exchangermay be needed tomaintain
the furnace in the desired temperature range (800–900∘C) for a fluidized bed combustor.

The internal and external circulation of solids allows for long residence times even for
very fine (∼10-μm) coal and sorbent particles. Thus, a CFB boiler can use relatively fine
(∼200–300-μm) sorbent particles, increasing the effective surface area for capture and result-
ing in a reduced calcium to sulfur molar ratios of 1.5–2.014 and as a result it achieves reduced
CO2 emissions compared to that for BFB boilers.

The high residence time also leads to an increase in combustion efficiency (∼99%). Other
advantages of CFB combustors include a small footprint owing to its higher grate heat release
rate (3–5MW/m2), fewer feed points (four points for a 190-MWe plant), and greater fuel
flexibility.14 Furthermore, the staging of combustion air to provide favorable conditions for
reduction in NOx emission is possible in a CFB furnace.

FBC Repowering
One option for reducing the emissions from older PC-fired plants is to retrofit them for fluidized
bed firing. This is an alternative to the addition of a scrubber and LNB to an old PC boiler. There
are three main reasons for repowering an aging PC plant:

1. Deterioration of the fuel supply over time

2. Reducing the cost of expensive support fuel (oil/gas)

3. Reducing plant emissions to meet increasing standards
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Figure 12 Circulating fluidized bed combustor.

The volumetric and grate heat release rates of a PC boiler significantly overlap those of
a CFB boiler.13 As a result many old PC boilers can be adapted to CFB firing without major
modifications to the plant, or a new CFB boiler can be built in the footprint of the existing PC
boiler.21

The least invasive means of repowering would involve modification of the furnace to
include a compact separator (cyclone or impact separator) and a solid recycle system.22

In the other repowering option, the entire boiler is replaced with a new CFB boiler. Such a
procedure can extend the life of older plants by as much as 25 years. In addition, auxiliary fuel
consumption can be substantially reduced.23
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Repowering provides a PC plant with all the environmental and fuel flexibility benefits of
a CFB plant for less cost than is needed to build a new CFB plant. These benefits include a
reduction in NOx as well as in situ sulfur capture potential. This may prove in some cases less
expensive than adding a scrubber for environmental upgrade on an old PC plant.

Pressurized Fluidized Bed
In a PFBC the hot pressurized flue gas is filtered and enters the gas turbine at around 800∘C
for Brayton cycle power generation. The waste heat from the gas turbine and the combustion
heat in the PFBC boiler are used to generate steam that drives a steam turbine in a traditional
Rankine cycle. This combined cycle can attain efficiencies up to 40% with a subcritical boiler.
The high efficiency is due to the higher turbine inlet temperature (Tmax) of its working fluid
[equation (3)].

Fig. 13 illustrates how the combination of Rankine and Brayton cycles reduces the relative
losses to improve the cycle efficiency. It also illustrates how the addition of a reheater could
improve plant efficiency.

The furnace of a pressurized fluidized bed boiler is operated at an elevated pressure
such that the hot flue gas produced can be expanded in a gas turbine. Such a high-pressure
operation gives a grate heat release rate several times higher than that of an atmospheric FBC
and increased combustion efficiency.

Figure 13 Thermodynamic representation of the improved efficiency of combined Rankine and Brayton
cycles.
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The hot flue gases from the PFBC must be stripped of both particulate matter and sulfur
compounds to avoid erosion and corrosion, respectively, of the turbine blades. Currently, only
six PCFB units are in operation around the world.19 Availability of higher efficiency systems
such as IGCC or PGCC, which still use a fluidized bed for the coal conversion, reduced interest
in this technology.

3.3 Supercritical Boilers

Supercritical or ultra-supercritical boiler technology can be applied to conventional PC-fired
combustors as well as to fluidized bed combustors. Conventional boilers generate steam at
around 16MPa and 540∘C, but supercritical boilers generate steam at much higher pressures
(exceeding 22.1MPa) and temperature (>374∘C). Ultra-supercritical boilers operate with steam
pressures and temperatures as high as 35MPa and 760∘C.24 Owing to their high steam temper-
ature and pressure supercritical boilers give plant efficiencies well exceeding 40% (HHV basis)
compared to 35% for current subcritical units25 leading to a reduction in emissions per kWh
from the plant (Fig. 14).26 For example, a 300-MWe supercritical boiler reduces carbon dioxide
emissions by 137,000 tons/yr even with a very modest efficiency gain of 1.7%.19

Supercritical boilers use a once-through type of water/steam flow under forced circulation,
eliminating the need to use expensive steam drums, downcomers, and so on. This is the main
reason why supercritical boilers are within 3–5% of the cost of subcritical boilers, despite their
need for high-pressure equipment and high-pressure pumps.

PC supercritical boilers suffer from the problem of very high and uneven heat flux distri-
bution around the furnace. Uneven heating of steam/water in the evaporator panels could cause
evaporator tube failure if the heat flux to one section is too high compared to another. In a PC
boiler, this problem is overcome by several means, such as the use of the following threemeans:

1. An expensive spiral tube arrangement where the tubes wrap around the boiler, so that
each tube is exposed to the same sections of varying heat flux

2. Riffled tubes, which help to reduce the surface temperature of the tubes

3. A multipass system where all tubes go up one wall of the boiler, meet at a header at the
top, and go down another wall of the boiler.
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Figure 14 Steam condition and efficiency of a supercritical power plant. Source: Adapted from Ref. 2.
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Circulating fluidized bed boilers are relatively free from these problems as its lower (com-
pared to PC boiler) heat flux and relatively uniform distribution around the furnace periphery
eliminate the need for complex tube construction.

CFB firing of a supercritical boiler is relatively new. In 2006, more than 500 PC super-
critical plants were in operation around the world—most (46%) in the former Soviet Union.27

Large increases in the number of additional units are expected with India and China choosing
to adopt supercritical boilers as their standard for plants with generation above 800 MWe.9

Owing to their proven records, supercritical plants with postcombustion clean-up (for PC
firing) and in situ cleaning (for CFB firing) may be more attractive to the utility industries than
IGCC plants for generation of clean, reliable, and cost-effective power from coal. Unlike IGCC
such plants are suitable for both high- and low-rank fuels.

3.4 Cyclone Combustion

Cyclone combustion technology offers high heat generation per volume (18.5 GJ/h⋅cm3) and
a good retrofit option for existing oil- and gas-fired plants as prices continue to increase.11 It
is useful for coals with a low ash melting temperature, which is difficult to burn in PC boilers.
In a cyclone combustor, high-velocity air carrying coal particles is tangentially injected into a
horizontal cyclone producing spiraling of the combustion gas around the furnace (Fig. 15). Its
uncooled furnace generates high temperature (1650∘C) causing the ash to slag and allowing for
very high combustion efficiencies (>99%).11

Staged combustion can help to prevent the production of excessively high levels of NOx
in the high-temperature environment. The sulfur dioxide is removed only to a limited extent
by injection of sorbents into the furnace along with the coal air stream. High temperatures also
allow for removal of 70% of the ash, as liquid slag reducing the load on the particulate capture
system.

In 2006, more than 100 cyclone combustion units were in use; however, owing to its high
NOx emission, no new units are planned or under construction in the United States.

3.5 Magnetohydrodynamics

Magnetohydrodynamics (MHD) uses very hot (∼2500∘C) combustion gases seeded with a
compound that is easily ionized (K or Ce), passed at high velocities through a magnetic field
to generate the flow of electrons. If combined with a Rankine cycle downstream of the MHD,
efficiencies of 35–52% are expected.28 MHD is still in the research stage with a number of
hurdles to be overcome, such as the development of powerful superconductors, mitigation of
thermal NOx emissions, and the reduction of the high capital cost.

Primary air,
coal and
sorbent

Secondary air

Slag tap

Slag

Tertiary air

To boiler

Air-cooled ceramic liner

Figure 15 Cyclone combustor.
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3.6 Gasification

Gasification is essentially the process of converting the organic material of coal into a gaseous
form. This is accomplished by reacting coal in a gasifier operated in a substoichiometric or
oxygen-deficient environment. It has a special place in the world of cleaner coal technology, as
it is the centerpiece of near-zero-emission power plants and could provide valuable by-products
such as hydrogen from coal. The energy density of hydrogen is very high (121 MJ/kg), about
five times that of raw coal; therefore, it is suitable for many other applications such as trans-
portation and use in fuel cells.

The first stage of gasification, called pyrolysis, occurs from 400∘C and up in the absence
of oxygen. Here coal is converted into char and hydrogen-rich volatiles. In the second stage
(700∘C and up), air or oxygen is added to gasify the char, yielding a combustible gas and ash.
The key reactions involved in gasification are

Combustion ∶ C +O2 → CO2 + 393 kJ∕mol (7)

Boudouard reaction ∶ C + CO2 → 2CO − 172 kJ∕mol (8)

Carbon-steam reaction ∶ C + H2O ↔ CO + H2 − 131 kJ∕mol (9)

Shift reaction ∶ CO + H2O ↔ CO2 + H2 + 42 kJ∕mol (10)

Energy for the endothermic gasification reactions, shown in equations (8) and (9), is pro-
vided by a certain amount of combustion, shown in equation (7), also taking place in the gasifier.
Regulating the amount of oxygen fed into the gasification chamber controls this extent of
combustion. The shift reaction shown in equation (10) is encouraged if the desired product
of gasification is hydrogen.

The air—in which nitrogen remains in the product gas, reducing its heating value—
provides the oxygen for the reactions in equations (7)–(10). If gasification uses pure oxy-
gen instead of air, a syngas consisting of CO2, CO, and H2 is produced that has twice the
heating value obtained by air-blown gasification and about 20% the heating value of natural
gas. Oxygen-blown gasification has the added benefit of carbon dioxide capture, as its end
product is a high-pressure stream of water and carbon dioxide. A simple condensing out of
the water would leave a stream of CO2 for sale or sequestration. The thermal efficiency of
an oxygen-blown gasifier, including carbon dioxide capture and sequestration, is about 73%
[International Energy Agency (IEA29)]. A combined cycle using such a gasifier would have an
overall plant efficiency in the range of 43–52%.28

There are three generic types of gasification reactors:

1. Fixed bed

2. Fluidized bed

3. Entrained flow reactors

Themain difference between these types lies in the gas–solid contacting process employed
in the gasification chamber. Table 4 shows that the mode of contact has important influences
on the gasifier design and performance.30

On the one hand, the gas velocity in a fixed-bed gasifier is below that required for flu-
idization of the coal or ash particles in it. Bubbling and circulating fluidized bed gasifiers, on
the other hand, use gas velocities above the minimum fluidizing and terminal velocities of the
average coal or ash particles, respectively. Entrained flow gasifiers operate similar to the burn-
ers of a PC boiler. The gasification medium (oxygen, steam, or air) transports pulverized coal
particles through the gasifier at a velocity well above the transport velocity of the coal particles.
Since the particles are not recycled, their residence time in the reactor is low.
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Table 4 Important Characteristics of Generic Types of Gasifiers

Moving-Bed Gasifier Fluidized Bed Gasifier Entrained Flow

Dry Ash Slagging Dry Ash Agglomerating Slagging

Fuel characteristics
Fuel size limits

6–50mm 6–50mm <6mm <6mm 0.1mm

Preferred feedstock Lignite, reactive
bituminous coal,
anthracite,
wastes

Bituminous coal,
anthracite,
petcoke,
wastes

Lignite, reactive
bituminous coal,
anthracite,
wastes

Lignite,
bituminous,
anthracite,
cokes, biomass,
wastes

Lignite, reactive
bituminous coal,
anthracite,
petcokes

Ash content
limitations

None <25% None None <25%

Preferred ash melting
temperature (∘C)

>425 <650 >925 >925 <1035

Operating
characteristics

Exit gas temperature
(∘C)

425–650a 425–650 925–1035 925–1035 >1260

Gasification pressure
(MPa)

3.0+ 3.0+ 0.1 0.1–3.0 5.0

Oxidant requirement Low Low Moderate Moderate High
Steam requirement High Low Moderate Moderate Low
Unit capacities

(MWth)
10–350 10–350 100–700 20–150 Up to 700

Key distingushing
characteristics

Hydrocarbon liquids in raw gas Large char recycle High sensible heat
energy in raw
gas

Key technical issues
Utilization of fines and
hydrocarbon liquids

Carbon conversion Raw gas cooling

aMoving-bed gasifiers operating on low-rank fuels have temperatures lower than 425∘C
Source: Adapted from Ref. 30.

Fixed beds are less expensive but are suitable only for small-capacity units. Fluidized beds
are more expensive and are suitable for large- to medium-size units. Entrained bed gasifiers are
generally used for large-capacity units.

A gasification-based plant can produce energy in the form of steam, electricity, or syngas
for production of chemicals or hydrogen. It is especially important for the hydrogen economy
of the future. Figure 16 shows a flow chart of one energy conversion option for gasification.

Integrated Gasification Combined Cycle
An integrated gasification combined cycle (IGCC), as the name implies, would gasify coal into
fuel gas to fire a gas turbine and use the waste heat to generate steam to run a steam turbine. As
such, it enjoys the benefit of higher peakworking fluid temperature (Tmax) with higher efficiency
power generation of the Brayton and Rankine combined cycle [see equation (3) and Fig. 14].

In a typical IGCC plant (Fig. 16), prepared coal is fed into a gasifer which could be of
fluidized or entrained type. The coal is gasified into CO or H2. Due to the reducing condition
in the gasification chamber, the majority of the nitrogen and sulfur in the coal is not oxidized,
reducing the production of the atmospheric pollutants NOx and SO2. The majority of the nitro-
gen from the coal is released as N2 and NH3. The latter is removed from the syngas prior to
combustion to avoid corrosion of the gas turbine.
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Figure 16 Gasification-based energy conversion options.

Sulfur reacts with hydrogen in the gasification chamber to produce H2S, which is again
removed from the flue gas prior to combustion to prevent corrosion. This is accomplished
using amine scrubbers that generate organic sulfur or sulfuric acid, both of which are saleable
by-products.

The particulates are removed using hot gas filters or a water scrubber that requires the
temperature of the syngas to be greatly reduced. For sulfur removal the syngas must be cooled
to 240–400∘C. This is done by transferring the heat to a boiler. The cleaned gas expands in
a gas turbine and its residual heat is used in the boiler again. Steam from the boiler drives a
steam turbine.

Overall efficiency of an IGCC plant increases rapidly with an increase of cleaned syngas
temperature up to 350∘C31; however, sulfur capturing sorbents decrease in reactivity with tem-
perature, making the development of high-temperature (>300∘C) desulfurization techniques
important.

Hot gas clean-up is a major issue of IGCC plants. Currently, ceramics are the material
of choice for hot-gas filtration, as they can withstand high temperatures and maintain the
extremely high collection efficiency required to prevent erosion of the gas turbine blades.
However, ceramic filters are not ideal because they are brittle and susceptible to failure due to



3 Coal Conversion and In Situ Pollution Control 743

mechanical or thermal shock. Current hot-gas filter research is focused on the development
of sintered metal filters, which offer resistance to cracking. Preoxidized 2% chromium iron
aluminide porous metal media is the preferred choice.

Chemical industries have been using IGCC for decades. Out of about one hundred oper-
ating gasification plants, there are only five large-scale IGCC plants operating on coal in the
utility industry.32 Five major coal-fired IGCC plants are as follows:

1. Tampa Electric’s Polk Power Station in Florida (Chevron Texaco Gasification Process,
250MW)

2. PSI Energy’s Wabash River Generating Station in Indiana (Global Energy’s E-Gas Pro-
cess, 262MW)

3. NUON/Demkolec/Willem Alexander IGCC Plant in Buggenum, The Netherlands
(Shell Gasification Process, 253MW)

4. Elcogas/Puertollano IGCC Plant in Puertollano, Spain (Uhde’s Prenflo Process,
298MW)

5. NPRC in Negishi, Japan (342MW Texaco gasifier, Shell gas clean-up technology)

These plants are of similar design, all using oxygen-blown entrained gasifiers. The perfor-
mance of the five plants is detailed in Table 5.33,34

Low-grade coal IGCCs tend to have higher heat rates (or lower efficiencies) than supercriti-
cal or ultra-supercritical plants. Overall plant availability is also an issue with IGCCs, unless the
company takes the expensive route of buying a stand-by gasifier. Furthermore, gasifiers cannot
be turned on and off rapidly without impunity due to the heavy refractory in the gasifiers.32

Table 5 Operating Commercial Scale IGCC Plants Performance

Polk
Power (U.S.)

Wabash
River (U.S.)

NUON/Demkolee
(Netherlands)

ELCOGAS
(Spain)

NPRC
(Japan)

Gas turbine (MWe) 192 192 155 182 N/A
Steam turbine (MWe) 121 104 128 135 N/A
Net power output (MWe) 250 262 253 298 348
Efficiency (%, HHV) 37.5 39.7 41.4 41.5 36
Total operating hours >25,700

(09/2001)
21,991 (2001) >23,000

(through 2000)
>6700

(03/2001)
4584
(08/2003)i

Coal usage (tons/day) 2,200 2544 2200 2400 N/A
Gasifier availability (%) 84.2a 85b 50 68d 72.3i

Power block availability (%) 94.4a 89.9b (combined)c 84.6d 80.7i

Emissions
SO2 (lb/MWh) <1.35e 1.08f 0.44g 0.15g <2 ppm
NOx (lb/MWh) 0.86h 1.09f 0.7g 0.88g <2.6 ppm
Particulates (lb/MWh) <0.14e <0.10f 0.01g 0.044g <1.4mg/m3
Sulfur removal (%) >98 >97 >99 99.9 99.8

aYear 5 operation, ending September 2001.
bYear 5 operation in 2000.
cAverage plant availability in 2000 through September.
d2001 operating statistics thought 9/2001.
eReported emissions in 2000.
fAverage emissions in 2001.
gAverage emissions reported for 2001.
hAverage of 14 months of CEMS data.
iFrom gasifier first lit.
Source: Adapted from Ref. 33.
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IGCC, however, has an edge over others when hydrogen, sulfur, and other by-products of
gasification can be sold easily.

Partial Gasification Combined Cycle
Much the same as the IGCC, partial gasification combined cycle (PGCC) plants generate both
gas for use in a gas turbine and steam—the difference being in the gasification of the coal. A
partial gasifier uses air instead of oxygen to pyrolyze or partially gasify the coal into a lean
gas in a pressurized gasifier. The remaining char particles are then captured and fed into a
pressurized circulating fluidized bed boiler. The boiler produces steam at supercritical pressure
to drive a steam turbine as well as high-pressure hot flue gas containing excess oxygen that
helps burn the lean gas in the combustion chamber to drive a gas turbine.

This process is more efficient (>50%) than the IGCC because the steam turbine inlet tem-
perature is not limited by the exhaust gas temperature of the gas turbine, thus resulting in lower
emissions per kilowatts. The PGCC also has the potential to have a lower capital cost and higher
reliability than the IGCC due to the absence of an oxygen separation unit and complete gasi-
fier and increased simplicity of the system.35 However, the PGCC is not suitable for hydrogen
production and is less proven than the IGCC as there are no industrial-scale plants currently in
operation. It can work with a CO2 sequestration system.

Fuel Cells
Fuel cells are direct energy conversion systems with a very high conversion efficiency. The
gasification of coal to produce hydrogen for use in fuel cells offers an efficient means of elec-
tricity generation from coal. If a solid oxide fuel cell (SOFC) was run off the syngas produced
from coal gasification (Fig. 17) and the heat from the fuel cell (SOFCs operate between 850
and 1000∘C) recovered for use in a Brayton/Rankine combined cycle, then efficiencies of up
to 60% could be realized.27

Fuel cells are a viable option for future power generation but still need to overcome major
reliability obstacles and find ways to decrease the capital and operational costs.

Oxidant

Loade– e–

– +

Unused
oxidant

Cathode

Exhaust
(CO2, H2)

Fuel
(CO, H2)

ElectrolyteAnode

O2+

Figure 17 SOFC operation.
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4 POSTCONVERSION CLEAN-UP

Postconversion clean-up is necessary for all types of coal-fired plants to reduce their environ-
mental impact. Control technologies currently exist to remove particulates, NO2, SO2, N2O, and
CO2 from the flue gas. Technologies for the control of heavy-metal emissions are under devel-
opment. The following sections discuss control options for these pollutants, with the exception
of carbon dioxide, which is discussed separately in Section 5.

4.1 Particulates

Particulates in the flue gas include very fine ash and unburnt carbon particles released during
the combustion or conversion of coal. The amount of particulates depends on the firing method
and ash content of the coal fired. Typically, a PC-fired boiler, using very fine (75% below 75
μm) coal particles, will see 80% of the ash in the coal released as fly ash, with the other 20%
collected as slag or bed ash at the bottom of the boiler.36 For a fluidized bed combustor the ratio
could be reversed due to the much larger size (75% below 6000 μm) of coal particles fired in
these types of systems.

Two common types of control technologies are used in coal-fired plants to reduce partic-
ulate emissions:

1. Bag filters

2. Electrostatic precipitators

Cyclones are used to collect only large particles and will not be discussed here.

Bag Filter
A bag filter offers a porous barrier to the dust-laden flue gas, capturing the particulate matter
while allowing gases to pass through it (Fig. 18). Individual bag filters are arranged in rows in
bag houses, where cooled flue gas flows from high to low pressure (keeping the bags inflated)
trapping particulates, allowing only the flue gases through. There are two types of dust filtration
systems:

1. Depth filtration

2. Surface filtration

In depth filtration the mesh in the fabric bag is generally not fine enough to capture the
smallest particles, which pass through the pores in themesh. However, as particles pass through,
a cake of fly ash forms on the fibers of themesh, restricting the pore size, trapping finer particles,
and at the same time increasing the pressure drop across the bags (Fig. 19). Thus, the dust
particulates trapped in the filter media facilitate the actual filtering.

In contrast, surface filtration occurs mainly on the surface of the filter media, with little
penetration of dust onto the interstices of the filter media because the fabric has extremely
small pores. Gor-Tex® and P84 are examples of surface filtration materials.37 These filters can
tolerate higher air-to-cloth ratios and even a small amount of condensation, which would cause
normal bag filters to clog and cease operating. These types of microporous filter materials are
still in the testing stage, and wide-scale implementation has yet to take place.

The dust cake formed on either depth or surface filters must be shed through either of the
following two methods:

1. Periodical pulse cleaning of the bags when off-line

2. Back-flushing of each bag using high-pressure air
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Failure to do this will result in clogging and/or rupturing of the bag. The problem with
depth filters is the reduction in filtration efficiency immediately after the cleaning of the bags,
when no cake is present. Surface filtration medium such as Gor-Tex® could allow for collection
of finer particles without a drop in the collection efficiency immediately after cleaning.38

Bag houses have collection efficiencies of greater than 99% even for very small particles.
As well, they have the advantage of modular design, reducing costs. The disadvantages of
bag houses are that they occupy a great deal of space, as tens of thousands of bag filters are
required in large plants to handle the large volume of flue gas. Also, the bags can be harmed
by high-temperature or corrosive conditions; as such they cannot operate in humid conditions.
A large pressure drop resulting in higher auxiliary power consumption is another disadvantage
of the bag house. Despite this, bag houses still remain a strong technology of choice for
particulate collection.
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Figure 20 Operation of an electrostatic precipitator.

The air-to-cloth ratio (cm3/s per cm2) is an important design parameter for a bag filter. In
a typical coal-fired plant, it may range from 0.75 to 1.1 cm/s with reverse air cleaning and from
1.5 to 2.0 cm/s for pulsed jet cleaning bags.16

Electrostatic Precipitators
Electrostatic precipitators collect particulate matter by applying a static charge to the fly ash
particles and drawing them out of the flue gas stream with the opposite charge. As the flue gas
passes through a chamber containing anode plates or rods with a potential of 30–75 kV,11 the
particles in the flue gas pick up the charge and are collected downstream by positively charged
cathode collector plates (Fig. 20). Grounded plates or walls also attract the charged particles
and are often used for design simplicity. Although the collection efficiency does not decrease,
as particles build up on the plates, periodic mechanical wrapping is required to clean the plates
to prevent the impediment of the gas flow or the short circuiting of the electrodes through the
built-up ash.

The resistivity of the ash particles is a very important parameter influencing the collection
efficiency of ESPs. An ash of high resistivity will not take the charge from the anodes as easily
as a less-resistive ash will. If the resistivity is too low, the particles will lose their charge before
coming in contact with the collector plates. ESPs can attain efficiencies exceeding 99.5% for
ash resistivity in the range of 104 and 1011 Ω/cm. Resistivity of ash is highest around 200∘C and
drops sharply above or below this temperature, so the ESP is best operated near this tempera-
ture.16 Higher moisture, sulfur, sodium, and potassium in the coal are favorable for ash collec-
tion in an ESP due to their favorable resistivity. Higher calcium and magnesium content in the
coal and nonuniform gas distribution in the collector contribute to lower collection efficiencies.

The collection area of the plates also has a direct effect on the collection efficiency, as can
be seen in the Deutsch–Anderson equation:

𝜂 = 1 − e−𝜔A∕Q (11)

where 𝜂 = efficiency of the collector
A = collection area (m2)
𝜔 = particle migration velocity (determined from experiments, m/s)
Q = flue gas flow rate (m3/s)
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The main advantages of ESPs are their low operation and maintenance costs, the relatively
small footprint (versus bag houses) for large flue gas flows, minimal pressure drop, and con-
stant collection efficiency. A major disadvantage of an ESP is its low collection efficiency for
submicrometer particles that are of the greatest health concern as well its sensitivity to the flue
gas velocity distribution inside the collector and gas temperature. Even a well-designed ESP
can operate poorly if proper conditions are not maintained.

If slagging conditions are present in PC-fired plants, molten ash can vaporize and condense
in the backpass, forming submicrometer-size inorganic particles, which cannot be captured by
conventional particulate control technologies such as ESP or depth filtration bag houses.

Wet Scrubber
Scrubbers are used to clean the flue gas of gaseous pollutants as well as particulates. When
only particulate matter control is needed, water is used as the scrubbing solution. The water is
misted into the flue gas stream, coming into contact with the particulate matter, capturing the
particles and condensing out with the particulates.

Wet scrubbers also have high collection efficiencies, upward of 99%, but their major dis-
advantage is the large increase in possibly toxic wastewater produced.

There are a number of different types of wet scrubbers. All try to maximize the surface area
of the scrubber solution and increase the residence time of flue gas in the scrubber to improve
efficiency. Three types of scrubber are shown in Fig. 21.

4.2 Gaseous Emissions

The oldest method of reducing the harmful effects of gaseous emissions was to disperse
them over a wider area using a very tall stack, making the immediate surroundings less toxic
while doing nothing for the reduction in acid rain, smog, or ground-level ozone formation.
Regulatory authorities in some countries (e.g., India), for that reason, still relate SO2 capture
with stack height.

(a) (b) (c)

Figure 21 Various types of wet scrubbers: (a) typical wet scrubber, (b) fluidized bed scrubber, and (c)
venture scrubber. Courtesy Forbes—Plastic Tanks and Environmental Technologies.
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Advanced combustion technologies produce less amounts of harmful gases, yet some
plants might still need a certain amount of postconversion clean-up of the flue gas.

Sulfur Dioxide
The emission of SO2 can be reduced either by using fluidized bed combustion in a bed of lime-
stone (see Section 3.2) or by scrubbing the flue gas with sorbents for postcombustion removal.

For PC-fired plants, scrubbing is the accepted means for SO2 reduction. Flue gas desul-
furization removes the SO2 from the flue gas stream with a chemical absorbent before it is
released into the atmosphere. Sulfur capture is effected using alkaline sorbents such as NH4,
NaOH, or a lime [CaCO3, CaMg(CO3)2]. The ammonia species has the added benefit of cap-
turing NOx as well. NaOH is generally used as a sulfur carrier and regenerated using lime.
Equations (12)–(16) are the reactions involved with respective sorbents:

Sodium hydroxide:
2NaOH + SO2 → Na2SO3 +H2O (12)

Ammonium:
2NaSO3 + H2O → 2NaHSO (13)

Limestone:

2NH4 + SO2 +O2 → (NH4)2SO4 (14)

CaCO3 + SO2 → CaSO3 + CO2 (15)

Ca(OH)2 + SO2 → CaSO3 + H2O (16)

Additional limestone is added to the effluent holding tank for precipitation of CaSO3,
which can be subsequently oxidized and hydrated with the additional air and water, creating
gypsum (CaSO4⋅2H2O), as seen in equation (17):

CaSO3 +
1
2
O2 + 2H2O → CaSO4 ⋅ 2H2O (17)

Lime is the most efficient scrubbing agent. Therefore, the subsequent discussion will be
based on lime scrubbing, which can be either a wet or dry FGD process.

Wet FGD Process. Wet FGD involves spraying finely ground limestone in aqueous slurry, as
a mist into the flue gas stream. The water/calcium sulfite mixture produced is then collected
in an effluent holding tank and can be further oxidized and hydrated to form calcium sulfate
dehydrate (gypsum), which can be a saleable by-product if impurity levels are low enough
(Fig. 22). However, there is a limited market for low-quality gypsum and as such much of the
gypsum produced from FGD processes is simply land filled. However, if ammonia is used as
the scrubbing agent its by-product will be (NH4)2SO4, which can be used as a fertilizer.

One of the problems with using wet FGD is the formation of sulfuric acid from reac-
tions between the water and SO2, requiring the use of more expensive stainless steel or other
corrosion-resistant material. Energy consumption of the wet FGD process ranges from 1 to 4%
of the total plant-generating capacity.29 A benefit of using wet FGD is that it also functions as
a wet scrubber for particulate matter, as discussed in Section 4.1.3.

Dry Scrubbing. There are two different types of dry scrubbing:

1. Spray dry scrubbing using sorbent slurries

2. Dry sorbent injection

Spray drying FGD involves atomizing the sorbent slurry in the hot flue gas stream creating
a large sorbent-gas surface area for SO2 absorption (Fig. 23). Themixture is then dried in the hot
flue gas stream enabling the removal of spent sorbents as a dry powder by means of appropriate
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particulate control technologies. If a bag filter is used,then the flow of flue gases through caked
sorbents increases the removal of SO2 by roughly 10%, due to the increased contact time
between the sorbents and the flue gas. Spray drying sulfur removal rates are upward of 90%.29

A typical dry injection system injects pulverized lime directly into the hot flue gas stream
just after it exits the furnace. As in spray drying, the spent sorbent, along with fly ash, is col-
lected in the particulate control system. Electrostatic precipitators cannot be used here, as they
will not collect the sulfate product. The main drawbacks of dry FGD are the high temperatures
and high Ca:S ratios required for an adequate level of sulfur capture. Impurities in the fly ash,
such as chlorine, could bind to the calcium, lowering the melting temperature of the fly ash and
causing fouling problems due to the high temperatures immediately after the furnace.

Benefits of dry FGD over wet FGD include reduced pumping requirements (less water
use), elimination of flue gas reheating, reduced corrosion of equipment (little to no acid products
are produced), and ease of handling a dry product. However, it requires a relatively high Ca:S
ratio, which leads to high-alkalinity by-products that require special handling and disposal. The
Ca:S ratio could be reduced if unspent sorbents were recycled.

Nitrogen Oxides
During combustion the nitrogen in both fuel and combustion air could oxidize to form the
following three air pollutants:

1. NO (nitric oxide)

2. NO2 (nitrogen dioxide)

3. N2O (nitrous oxide)

These compounds cause a number of problems, such as:

1. Formation of ground level ozone (NO)

2. Production of photochemical smog (NO2)

3. Formation of acid rain (NO)

4. Destruction of stratospheric ozone (N2O)

5. Acting as a greenhouse gas (N2O)

The oxidation of nitrogen in air (thermal NOx ) below 1000∘C is generally very small.
For this reason, fluidized bed boilers operating at around 850∘C emit very low amounts of
NOx (Table 6).

42 Furthermore, a number of other reactions occur, especially in the circulating
fluidized bed furnace, to reduce the NOx generated from fuel nitrogen.

The emissions from tangential fired PC boilers (350–500 ppm∗) are lower than other types
of PC boilers, which can have NOx emissions as high as 1500 ppm.39 Table 6 shows how the
uncontrolled NOx emissions vary with the types of firing method adopted. The two postcom-
bustion NOx control technologies are:

1. Selective catalytic reduction (SCR)

2. Selective oncatalytic reduction (SNCR)

Both processes use ammonia (NH4) or urea ((NH2)2CO) to reduce NOx back to the stable
form of N2. The reaction is as follows:

NOx + NH4 ↔ N2 + H2O (18)

∗ ppm= parts per million



752 Clean Power Generation from Coal

Table 6 Uncontrolled NOx Emissions

Types of Boiler Fuel Types Firing Type
Emission Factor,
kg NOx/tonne Coal

Pulverized firing Anthracite All types 9
Bituminous Front 10.5

Tangential 7.5
Lignite Front 6.5

Tangential 4
Residual oil Vertical firing 12.6 kg/1000 L

Tangential firing 5 kg/1000 L
Natural gas All types 8.8 kg/1000m3

Fluidized bed Bituminous Circulating fluidized bed 100–200 ppm

Source: Adapted from Ref. 39.
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Figure 24 (a) Selective catalytic reduction (SCR) and (b) Selective noncatalytic reduction (SNCR).

Selective Catalytic Reduction. SCR occurs in a separate reactor (Fig. 24) at lower tempera-
tures (300–400∘C) in the presence of a catalyst (i.e., vanadium or a catalyst with zeolites in the
wash coat). To move the reaction forward activated carbon can also be used as a catalyst and it
can drive the reaction at even lower temperatures (150∘C) with the added benefit of absorbing
SO2.

40 On the downside, SCR has a high installation cost as well as high maintenance and oper-
ation costs due to the required periodic replacement of expensive catalysts. Another problem
with SCR is that the ammonia injected may not be entirely consumed. The emission of NH3
through the stack (referred to as ammonia slip) is a common problem for SCR and attention
must be paid to the reagent dosage and good mixing must be present in the reaction chamber.
A NOx reduction of 90% or more is achievable using a SCR process.28

Selective Noncatalytic Reduction.. In SNCR, the reducing agent is injected directly into the fur-
nace above the combustion zone in the temperature range of 900–1100∘C without any catalyst.
Sufficient residence time in this temperature range and uniform distribution and mixing of the
reagent are required for efficient NOx capture. The capital cost of SNCR is about half of that
of SCR due to the absence of catalysts and the separate reaction chamber needed for SCR.27
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One problem with SNCR is the production of ammonia sulfate [(NH4)2SO4], which can
corrode boiler tubes in the backpass. Tests done on direct ammonia injection (SNCR) in com-
bination with a calcium sorbent have shown reductions of emissions of 85% for NOx and 90%
for SO2.

27

Nitrous Oxide
Nitrous oxide (N2O) is a major greenhouse gas with a global warming potential 310 times
(100-yr basis) higher than that of carbon dioxide, but it cannot be captured using SCR or
SNCR. The intermediate combustion product hydrogen cyanide (HCN) plays an important role
in reducing NO into N2O, which can be reduced back to molecular nitrogen (N2) if hydrogen
radicals are present41:

HCN + O → NCO +H (19)

NCO + NO → CO +N2O (20)

N2O +H → N2 + OH (21)

The extent of the reduction of N2O into N2 as shown in equation (19) increases with
combustion temperature; therefore, a higher combustion temperature favors lowering the N2O
emissions. As such, the N2O emission from PC-fired boilers with combustion temperatures
∼1300∘C is in the range of 1–20 ppm, while that in fluidized bed boilers with combustion tem-
peratures ∼850∘C is in the range of 20–200 ppm.14 It may be noted that NO increases with the
combustion temperature, but N2O decreases with it.

Fossil fuels with a higher volatile content decrease N2O formation but increase NO for-
mation. Biomass fuels emit relatively low N2O.

42

4.3 Heavy Metals

A total of 11 heavy metals, classified as hazardous air pollutants (HAPs), have been detected
in the flue gases of coal-fired power plants. The majority are removed using conventional par-
ticulate and gaseous control technologies, with the exception of vaporous mercury.

In 2010 the United States will implement the first emissions controls on heavy metals
produced from coal-fired plants. The CleanAirMercury Rule (CAMR)will implementmercury
emissions trading and force a reduction of mercury emissions by 23% from 1999 levels and a
further reduction to 69% of 1999 levels by 2018.43 These regulations will force coal-fired plants
in the United States to either reduce mercury emissions or pay for producing them. This has
resulted in a great deal of research into mercury emissions reduction techniques in the United
States in recent years.

Mercury in coal appears in three different forms. Solid mercury compound (Hgp) is effec-
tively removed using existing particulate control technology, with ESPs being most effective
due the conductive properties of the compounds. Elemental mercury (Hg0) and ionic mercury
(Hg2+) are in the form of a vapor in the flue gas and represent 90% of the mercury emissions.
In coals with some chlorine the ionic mercury will be oxidized to produce mercury chloride
(HgCl2). Although HgCl2 can be captured by conventional means, it is a very toxic substance
and could pose a major waste-handling problem. Plants with wet scrubbers have shown a reduc-
tion in ionic mercury compounds but not elemental mercury, as it is insoluble in water. SCR
may allow a small reduction in the elemental mercury.

The best method to remove the remaining high concentrations of elemental mercury in
the flue gas stream is through the injection of a sorbent. One sorbent being investigated is
Na2CO3, which oxidizes the elemental mercury, making it easy to capture using a wet scrub-
ber.44 Activated carbon, injected either as powdered activated carbon (PAC) or as fixed-bed
granular activated carbon, is an effective absorber of mercury. It has been shown that even
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without activated carbon injection, 12% of the total mercury was absorbed on carbon-rich ash.44

Through the use of sulfur-impregnated active carbon, elemental mercury reductions of more
than 99%, with a relatively small mass loading, have been observed in laboratory testing.45

Testing on existing coal-fired plants has shown that changes to combustion, air preheater,
and ESP operation can reduce mercury emissions; however, a trade-off exists between emis-
sions of Hg and NOx.

4.4 Solid Waste

In Germany and Japan the by-products from coal combustion must be used in someway, as land
filling of viable products from coal combustion is illegal. In India, where 75% of electricity is
generated from fossil fuel combustion, 106 million tons of coal combustion residue is produced
annually and 73% of this is put into landfills, showing the need to make use of this waste.46

Solid wastes include fly ash, bottom ash, boiler slag, FGD waste, and SCR waste. Ash
produced from regular PC-fired boilers has use as an aggregate for concrete, road construction,
and general fill. Currently, the U.S. EPA does not classify this waste as a hazardous material,
even though it contains trace amounts of heavy metals, which could leach out of a landfill site
and cause environmental problems.

The solid residues from a fluidized bed boiler with sulfur capture are composed of spent
sorbent CaSO4, which can be hydrated to make gypsum (CaSO4⋅2H2O), but due to the presence
of ash from the coal, the quality of the gypsum is reduced and thus the main use for bed ash
would be as a low-grade cement or soil remediation. Boilers firing low-sulfur coal without
limestone feed produce ash particularly suitable for cement production.

FGD processes using a lime-based sorbent produces gypsum as a by-product, which can
be used in low-quality concrete or wall board manufacture. If the combustion efficiency of the
process is low and a large amount of carbon fines remain with the gypsum, then the product is
unusable unless the carbon can be removed. In addition, heavy metals and high alkalinity due
to unreacted CaO could make solid by-products toxic and difficult to use or handle. Dry FGD,
which uses a higher Ca:S ratio, is more prone to this problem than wet FGD is. If the material
has a high alkalinity, it could see alternate usage as a soil amendment to neutralize soil acidity.

The IGCC plants can capture sulfur as either sulfuric acid or elemental sulfur. Sulfuric acid
is an important commodity chemical. The major use (60% of total worldwide) for sulfuric acid
is in the production of phosphoric acid, used for manufacture of phosphate fertilizers, and as
trisodium phosphate for detergents. It also finds use in sulfate fertilizers, nylon, and lead-acid
battery manufacturing. Elemental sulfur has a large number of uses, a few being gunpowder,
vulcanized tires, and Epsom salts.

5 CARBON DIOXIDE

Coal produces more CO2 than any other fossil fuel, and as such, the concern over global warm-
ing is a major issue with coal-fired power plants. The easiest means for reducing CO2 emissions
from coal-fired plants is to increase the efficiency of the plant, thus emitting less CO2 for a given
amount of power produced. This alone may not be enough to curb the rising levels of CO2 in the
atmosphere. Emissions must be not only reduced but also eliminated to curb rising greenhouse
gas levels in the atmosphere. To do this an almost pure stream of CO2 must be produced and
transported to a proper disposal site for permanent storage, as is done for nuclear wastes.

Figure 25 outlines management plans for reducing CO2 emissions from coal-fired power
plants and its sequestration. Reduction in emissions through improved efficiency and cofiring of
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Figure 25 Means for reduction of CO2 emissions from coal-fired power plants and its sequestration.

carbon neutral biomass in coal-fired plants are not discussed here. Carbon dioxide management
has three steps:

1. Capture

2. Transportation

3. Disposal (sequestration)

5.1 CO2 Capture

The systems for CO2 capture can be grouped under three categories:

1. Precombustion

2. During combustion (oxygen-fired or chemical looping combustion)

3. Postcombustion

Precombustion
Precombustion capture of CO2 involves separation of carbon dioxide from the fuel before it is
burnt. Gasification is an example of a precombustion process. Here a synthesis gas is produced
in a gasifier through reaction of the coal with air, steam, or oxygen to produce a synthesis gas
composed of hydrogen and carbon monoxide.14 Refer to equations (7)–(10) for gasification
reactions.

The CO2 can be separated from the product gas by a suitable separation technique to pro-
duce a carbon-free hydrogen stream, carrying the energy from the fuel. This hydrogen can be
either used in fuel cells or gas turbine engines for energy production.

The flue gas from air-blown coal-fired plants is only 13–15% carbon dioxide, insufficient
for cost-effective transportation and sequestration. The simplest way to obtain an almost pure
stream of CO2 is to use a nitrogen-free combustion process, which results in a concentrated
stream of CO2 and water (Fig. 26). The CO2 could then be easily dehydrated, pressurized, and
pumped to the sequestration site.
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Figure 26 High-concentration carbon dioxide stream produced using oxygen fuel combustion.

Combustion
There are two main methods of separating CO2 during combustion:

1. Oxy-fuel combustion

2. Chemical looping combustion

Oxy-Fuel Combustion. Traditionally, oxygen in air is used as the oxidant for combustion.
This produces a flue gas containing large amounts of nitrogen, making it unsuitable for CO2
sequestration or for commercial use. The nitrogen content in the flue gas can be reduced by
adding oxygen to the combustion air47 or even eliminated by burning the fuel in pure oxygen.
In oxy-fuel combustion plants, oxygen is separated from air and used in the boiler instead of
air for combustion. Equations (22) and (23) illustrate the process:

Air combustion

X(0.21O2 + 0.78N2) + CnH2m = mH2O + nCO2 + (0.78X)N2 + Heat (22)

where 0.42X = m + 2n
Pure oxy-combustion

(m∕2 + n)O2 + CnH2m = mH2O + nCO2 +Heat (23)

In oxy-fuel combustion plants, oxygen is separated from air and used in the boiler instead
of air for combustion. Elimination of nitrogen in the oxidant brings with it a number of benefits,
including pure carbon dioxide in flue gas:

1. The flue gas is composed of CO2 and water vapor. After condensing out the water, the
flue gas available is pure carbon dioxide that is ready for transport and sequestration or
sale.

2. Thermal efficiency of the boiler is enhanced due to reduced flue gas volume and, hence,
lower dry flue gas loss.

3. A higher percentage of CO2 and/or H2O in the flue gas enhances the nonluminous radi-
ation from flue gas and results in a higher specific heat than that of nitrogen, the main
diluent of normal flue gas. This increases the heat transfer rates in the backpass and
reduces the required size of heat transfer surfaces.

4. High volumetric and grate heat release rates are obtained, and therefore the size of the
boiler furnace could be reduced.48
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Chemical Looping Combustion. In a chemical looping combustion process, the oxygen for
combustion is provided by a metal oxide which absorbs oxygen from air in a separate reactor.
Chemical looping combustion processes result in pure nitrogen in one reactor and pure carbon
dioxide, after combustion, in the other.

Figure 27 shows the principle of chemical looping combustion. In reactor A, the fuel, CnH2m
reacts with the oxygen carrier metal oxide, MyOx, to produce CO2 and H2O. This exothermic
reaction generates the combustion heat. In reactor B, the reduced oxygen carrier MyOx−1 reacts
with the oxygen in air, regenerating the oxygen-carrying metal oxide, MyOx.

50 The reaction is
expressed in equations (24) and (25):
Fuel reactor A

(2n +m)MyOx[oxygen carrier] + CnH2m[fuel]

→ (2n + m)MyOx−1 + mH2O + nCO2 + Heat (24)

Air reactor B
(2n +m)MyOx−1 + (n + m∕2)O2 → (2n +m)MyOx (25)

The major advantage of chemical looping combustion over the oxy-fuel option is that it
does not require the expensive oxygen separation plant. Furthermore, the extra power consump-
tion and hence extra CO2 generation for oxygen separation are avoided.

Metal oxides such as Fe2O3, Mn3O4, Cuo, and NiO impregnated on quartz, alumina, or
other inert materials act as the oxidant for combustion by transporting the O2.

51 Johansson
et al.50 studied the reactivity and crushing strengths of 58 different oxygen carriers in a
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circulating fluidized bed burning methane.52 Nickel-based particles were most active, followed
by copper, manganese, and iron.

Chemical looping combustion is in its early stage of development, and issues around solid
fuel combustion and burning in large furnaces are yet to be sorted out.

Postcombustion CO2 Extraction
Available processes for stripping CO2 from the flue gas can be classified into three groups:

1. Separation with sorbent/solvents

2. Membrane separation

3. Separation by cryogenic distillation

Separation with Sorbent/Solvents. Currently, the sorbent/solvent absorption method is more
advanced and closer to commercialization than other options. With this process, the separation
is achieved by passing the flue gas through a reaction chamber in intimate contact with a liquid
or solid sorbent that is capable of capturing the CO2. The sorbent with dissolved CO2 is then
transported to a different vessel where, due to changes in pressure, temperature, or other con-
ditions, it releases the CO2. The regenerated sorbent is sent back to the first vessel to capture
more CO2 in a cyclic process.

In some processes that use this type of separation, the solid sorbent does not circulate
between vessels; the sorption and regeneration are achieved by cyclic changes in pressure. This
process is called pressure swing adsorption (PSA). In PSA a high-pressure flue gas stream is
passed through a porous material, where the CO2 is preferentially adsorbed. When the pressure
is decreased, the CO2 is deadsorbed from the porous sorbent for sequestration. Three sorbents
recently studied for use in PSA were molecular sieve 13X, natural zeolite ZS500A, and acti-
vated carbon.52

In amine scrubbing, the flue gas is passed through a large vessel, usually an absorbing
tower, and mixed with an amine-based solvent (organic molecule with nitrogen at the core,
such as NH4, NCH5, etc.), which captures the CO2 (Fig. 28). The CO2 is then stripped off the
amine using large amounts of low-quality heat, producing a stream of concentrated CO2. This
heat is provided by low-temperature steam generated through the burning of extra fuel. The
CO2 must be compressed to 150 bars to facilitate transport and sequestration.53 The amine is
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CO2
to

compression

CO2
stripper

Coal

Air

Figure 28 CO2 capture using an amine scrubber.
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regenerated and fed back to the absorbing tower. One drawback to this would be the possible
capture of not only CO2 but also NOx and SO2. Although this is good for boiler emissions, it
contaminates the CO2 stream produced, preventing its commercial use.

Membrane Separation. Gas separation membranes, used commercially for separation of CO2
from natural gas, are being considered for flue gas separation. This method relies on differences
in physical or chemical interactions between the different substances in a gas mixture and a
membrane material that allow one gas to move through the membrane at a faster rate than
another. Such a membrane would allow carbon dioxide gas to pass through while excluding
the other parts of the flue gas emitted from industry or power plants. If a pressure differential
is set up on opposing sides of a membranelike polymeric film, gas transport across the film
(permeation) will occur. The CO2 will permeate through the membrane at a faster rate than
the nitrogen or other flue gas components, producing a CO2-rich stream. Polymers such as
cellulose acetate, hollow-fiber polymides,54 and polypropylene55 are also being considered as
membrane materials.

Separation by Cryogenic Distillation. Distillation is the separation of various gases through
the differences in their relative volatility or boiling points. The CO2-containing flue gas is com-
pressed and cooled below the boiling point of the CO2. The liquid carbon dioxide is distilled
out of the cooled flue gas and separated for storage or use. Carbon dioxide has a relatively high
boiling point (−78∘C at 1.0 atm) compared to other components of the flue gas, such as nitro-
gen (−196∘C at 1.0 atm). A second distillation of the carbon dioxide stream may be necessary
to remove other gases that also have lower boiling points, such as sulfur dioxide (−10∘C at
1.0 atm).

Cost of Separation
The oxy combustion process needs power for the oxygen separation, requiring additional fuel to
be burnt to produce this extra energy. On a fuel-equivalent basis, oxy combustion requires about
1.32 MWth (MW thermal) per tonne of CO2 avoided, compared to amine scrubbing, which
requires 2.8 MWth per tonne of CO2 avoided.

53 Taking into account an air infiltration (∼3%),
95% oxygen purity and extra CO2 produced for extra auxiliary power, the oxy combustion can
avoid about 66% of the original CO2 emission compared to 58% for amine scrubbing, both
with 90% capture.53

5.2 Transportation

For transportation of the captured CO2 two options are available:

1. Pipeline Transportation. This is suitable for transportation of large amounts of CO2
(>40 million tonnes/yr) over small distances (<2500 km).56

2. Use of Ships. This is suitable for small amounts of CO2 (<few million tonnes/yr) over
large distances (overseas).

In the United States, approximately 2500 km of CO2 pipeline already supplies several
million tons of CO2 per year to enhanced oil recovery (EOR) projects.57 Transportation of
carbon dioxide through pipelines is done in the gaseous phase to avoid problems associated
with two-phase flow as pressure drops in the pipeline. Due to similar chemical properties with
propane, transportation of liquid CO2 in trucks and ships is a readily available transportation
option. However, the large amounts of CO2 produced from coal-fired plantsmake thesemethods
inadequate, as they can transport only small quantities at a time.

There are a few health concerns with transportation of CO2 because it is toxic in concentra-
tions above 10% and is heavier than air, allowing it to accumulate in low-lying areas. Thismakes
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opposition to onshore CO2 pipelines high; however, offshore pipelines would require longer
transport distances as well as more complex and costly infrastructure.58

5.3 Sequestration and Utilization

Carbon dioxide sequestration is the process of keeping anthropogenic CO2 out of the atmo-
sphere by storing it deep underground. If the CO2 stream contains other gases, it will make
carbon sequestration more costly. These gaseous impurities also increase the minimum mis-
cibility pressure, meaning that the CO2 stream will have to be pumped to a higher pressure
for EOR applications, so a nearly pure stream of CO2 is required. The CO2 can be stored per-
manently either in deep onshore/offshore geological formations or at the bottom of the ocean.
Several options are available for sequestration of carbon dioxide, as discussed below. Carbon
sink management and industrial use are other CO2 reduction methods.

Underground Sequestration
There are a number of ways to sequester a high-pressure stream of carbon dioxide. For example,
it can be pumped deep (∼800m) into any of the following:

• Empty oil wells or other geological formations
• Saline aquifers, as done in the Sleipner and Snøhvit projects in Norway
• Active oil wells for EOR, as done in the Weyburn project in Canada
• Active gas fields, as in the In-Salah project in Algeria (Fig. 29)

Carbon dioxide can also be pumped to shallower depths into unrecoverable coal seams
where it is adsorbed on the coal surface. This also has the potential for enhanced coal bed
methane (ECBM) extraction.

Enhanced oil recovery is the preferred technology, as it has a value-added effect over
geological sequestration and is more proven than ECBM extraction, which does not have any
pilot-scale testing yet. EOR is being used at the Weyburm oil field in Saskatchewan, Canada,
with the pressurized carbon dioxide being pumped 400 km north from the Great Pains synfuel
plant in North Dakota at a rate of 5000 tons/day.

Power
station

Methane

Spent oil well

Carbon dioxide

Methane

CO2
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Figure 29 Carbon dioxide sequestration options.
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Undersea Sequestration
At atmospheric temperature and pressure, carbon dioxide remains in the gaseous state, but it
can be turned into a liquid by compression within the temperature range of−56.5 and+31.1∘C.
Above its critical temperature (31.1∘C), the gaseous CO2 can be compressed to a very high den-
sity, even exceeding that of water. Thus, CO2 can be stored under the ocean floor, where the
pressure is very high, without the risk of being released to the atmosphere above. Carbon diox-
ide is soluble in water, but its solubility (0.25 kg CO2/100 kg water at 20

∘C and 1 bar pressure)
decreases with temperature, pressure, and the salinity of water. At depths below 3000m, the
pressurized liquid CO2 is denser than water and will form an undersea lake and not rise to the
surface.

There is great concern over this type of CO2 storage, as there is a chance the CO2 will
dissolve into the surrounding water over the long term, acidifying the water and destroying
aquatic life.

Industrial Utilization
Industrial use of CO2 is the only disposal/sequestration option with direct revenues. With this
option, the captured CO2 is used as a feedstock in chemical processes. Pure CO2 finds use in the
industry as a coolant, to carbonate beverages, and in the pharmaceutical industry as a nontoxic
solvent. These uses can absorb only a fraction of the CO2 generated by even a medium-size
coal-fired plant, which generates about 8000 tons/day. About 100,000 tons of CO2 is used by
U.S. industry annually.58 Using CO2 for such purposes does not eliminate the CO2 emissions
as it is still released into the atmosphere in the end.

Carbon Sink Management
The Kyoto Protocol and Marrakesh Accords to the United Nations Framework Convention
on Climate Change recognize land use, land use change, and forestry activities—mainly
afforestation and reforestation—as a potential means to reduce carbon dioxide concentration
in the atmosphere and help developed countries to meet the reduction targets allocated through
Kyoto.59

5.4 Cost Implications

The additional energy required and the cost involved in CO2 separation and sequestration are
preventing immediate commercial implementation of carbon dioxide separation and its seques-
tration from coal-fired power plants. The National Energy and Technology Laboratory (NETL)
of the United States, along with other groups around the world, are currently studying this issue
in the hope of developing viable solutions to reduce the cost of CO2 separation and sequestra-
tion. For example, in a 400-MW net power plant, using oxy-fuel combustion of pulverized coal
with cryogenic oxygen separation, the base plant power consumption was 30MW, while that
for CO2 capture was 102MW (CO2 compression = 37MW, CO2 transport over 10 miles is
greater than 1MW, storage in an aquifer is 3MW).61 Ciferno and Plasynski61 compared differ-
ent technologies for CO2 capture and their costs (Table 7). It is noteworthy that the rise in cost
of electricity ranged from 37 and 66% for different CO2 capture technologies used. Another
study compared the CO2 capture cost for three technologies and found amine scrubbing to be
least expensive (Table 8).62

Richards and Stokes63 analyzed data from several countries ranging from India to the
United States for the cost of carbon sequestration through forestation, it being highly coun-
try and geography specific. In general, the cost is lower than that for sequestration under the
sea or ground.
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Table 7 Cost of Carbon Capture and Sequestrationa

Amine
Scrubbing

Aqueous
Ammonia CO2

Capture

Oxy-Fuel
PC Combustion
with Cryogenic

ASU

Oxy-Fuel
PC Combustion,
Membrane ASU

Units in Operation 1 4 6 7
Increase in COE, % 66 37 64 40
CO2 avoidance cost, $/tonne 42 24 42 25
Increase in capital cost, % 64.6 43.7 77.8 46.3
Efficiency,b% (HHV) 29 34 30 32
Auxiliary load, MW 85 78 172 125

aFor a double reheat supercritical plant with 400MW net power, 80% capacity factor firing bituminous #6 coal, 90% CO2
capture, compressed to 2200 psia, transported 10 miles and stored in a saline formation
bBase case efficiency and auxiliary load are 41% and 21MW, respectively
Source: Adapted from Ref. 61.

Table 8 Techno-Economic Comparison of CO2 Capture Technologies

Fuel Bituminous Subbituminous Lignite Lignite Lignite
Technology Gasification Gasification Gasification Amine

scrubbing
Oxy-fuel

combustion
COE,a $/MWh 107 97 131 116 152
CO2 emitted, tonnes/MWh 0.116 0.111 0.182 0.06 0.145
CO2 avoided, tonnes/MWh 0.65 0.74 0.71 0.82 0.74
Cost of CO2 avoided, $/Tonne 47 52 88 57 112
Capacity MW net 594 437 361 311 373
Net heat rate, kJ/kWh 11,410 13,810 13,240 12,530 14,880
Unit cost, $/kW net 3,000 3,400 4,400 4,400 6,200

aCost of electricity for 90% capacity factor.
Source: From Ref. 62.

The sequestration cost depends to a great extent on the pipeline length, sequestration site,
geological formation, amount of carbon dioxide sequestered, and so on. Cudnik64 predicted
a cost of $1–$70/tons CO2 for 100–3500Mt of CO2, but it went sharply up to about $700
when the requirement exceeded 3500Mt, as capacities were not available at the site. The Cana-
dian Clean Power Coalition (CCPC)62 studied three specific sites in Canada and predicted a
cost of $38/tons CO2 for enhanced oil recovery sequestration 200 km away, $10/tons CO2 for
sequestration for enhanced coal bed methane extraction 100 km away, and $4/tons CO2 for
geological sequestration 75 km away. Another study for a 500-MW plant in Ontario predicts a
cost $7.5–$11.5/tons CO2 for sequestration at 1000m depth in sea 150 km away.65 The seques-
tration cost was 10–30% of the total cost of CO2 capture and sequestration.

6 CONCLUSION

Coal currently supplies 38% of the world’s electricity needs, and this number is expected to
grow by 1.4% per year over the next 30 years.1 This growth in coal usage could occur in an
environmentally responsible way, because available cleaner coal technologies can meet even
the most stringent emission requirements with only a modest increase in the price of electricity.
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Utilities have made great improvements in the reduction of particulates, SO2, and NOx
emissions from coal-fired power plants, and this will likely continue to improve in the coming
decades. The improvements will be driven by the economic disincentives associated with pol-
luting brought about by government legislation. In the near term, supercritical plants with PC
or CFB firing will dominate coal-based power generation, followed by IGCC. More advanced
technologies like partial gasification combined cycle and fuel cell may take some time to come
to the mainstream utility market.

Reducing and eventually eliminating carbon dioxide emissions will be a very challenging,
although not impossible, task for the coal industry. The positive news is that the utility industry
has been able to meet every emission challenge in the past, and this new challenge should be no
different. The need to avoid potentially drastic, irreversible changes to our climate is imperative
and is reflected in the following quote: “There is broad agreement within the scientific commu-
nity that amplification of the Earth’s natural greenhouse effect by the build-up of various gases
introduced by human activity has the potential to produce dramatic changes in climate.”*

In 1990, the CO2 concentration in the atmosphere was 350 ppm.66 By 2006, the concentra-
tions rose to about 380 ppm, a dramatic 8.5% increase in 16 years. Technologies for separation
and disposal of the CO2 from coal-fired plants are available to arrest this dramatic rise in CO2
concentration within a reasonable cost. “Only by taking action now can we ensure that future
generations will not be put at risk.”∗
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1 INTRODUCTION

Why biofuels? Biofuels offer a responsible solution to potential crises in the near future. Fossil
fuels have been the dominant energy source since the Industrial Revolution because they are
inexpensive, energy dense, and easy to use. Biofuels are renewable and provide a means to
become independent from fossil fuels. Oil exploration is becoming more costly as more remote
locations must be explored to find oil. As oil prices increase, biofuels will become economically
competitive. The United States depends on foreign oil, so its oil supplies are not secure. There

767
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Figure 1 Considerations when selecting a biofuel.

is a growing consensus that carbon emissions from fossil fuels are a large contributor to global
warming. Biofuels are carbon neutral and, therefore, address global warming. Other benefits of
biofuels are improved emissions, healthier rural economies, and the potential to reduce waste.

The purpose of this chapter is to educate practicing engineers and students about biofu-
els for transportation. Biofuels are made from renewable materials such as plants and organic
waste. Conventional transportation fuels such as gasoline or diesel are made from petroleum.
Although biofuels are alternative fuels, not all alternative fuels are biofuels. For example, nat-
ural gas and propane are alternative fuels, but not biofuels.

In this chapter, ethanol, biodiesel, and hydrogen will be discussed in detail. A fourth section
is included to enumerate other biofuels that are less well known yet potentially valuable. Each of
the three central biofuels is reviewed objectively. Advantages and disadvantages are discussed
as well as engineering and research issues. Although some detailed information is provided,
our goal is for the reader to see the big picture.

Figure 1 illustrates the major considerations when selecting a biofuel. After reading this
chapter, you should have a firm understanding of the ins and outs of each biofuel described.

It is the view of the authors that no single biofuel is a silver bullet; however, alcohols and
vegetable oils have clear advantages. We believe the future of biofuels will be diverse, and each
fuel will be selected for specific applications.

2 ETHANOL

2.1 Introduction

In 1826, Samuel Morey of Oxford, New Hampshire, built the first prototype internal combus-
tion engine in the United States. He used alcohol biofuel in his experiments.1,2 In 1876, when
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Nikolaus Otto invented the four-stroke internal combustion engine, he designed it to run on
ethanol.2 Why? Because gasoline did not exist. Henry Ford promoted ethanol and built the
famous model-T to run on ethanol, gasoline, or any ratio of the two with manual adjustment to
the carburetor. Ford felt so strongly about ethanol fuel that he built an ethanol plant in the Mid-
west.1,2 Eventually, the plant was closed due to competition with petroleum. In modern times,
gasoline has been cheaper than alcohol, so it dominated; however, alcohols such as ethanol are
excellent motor fuels.3

Ethanol is typically blended with gasoline rather than used neat. Throughout this section,
blends such as E10 are mentioned. This nomenclature indicates that the blend is 10% ethanol
by volume. Likewise, E20 is 20% ethanol by volume, E85 is 85% ethanol, and so on.

2.2 Biomass Sources

Ethanol can be produced from any biodegradable source if the appropriate method for con-
version is used. At present, sucrose (e.g., from sugarcane) and starch (e.g., from corn) are the
main feedstock for fuel ethanol. Sucrose is squeezed or extracted from sucrose-bearing crops
and fermented into ethanol. Before starches can be fermented, they must be enzymatically sac-
charified, or converted into simple sugars. Both of these two sources directly compete with
food. Further, they have a relatively low productivity because only a portion of the crop is
converted to ethanol.

Sugar and corn alone cannot significantly impact the world energy economy. A more pro-
lific feedstock is needed, such as lignocellulose. The most abundant biological material, it is
composed of lignin, cellulose, and hemicellulose. The conversion of lignocellulose to ethanol
is the future of ethanol manufacturing, and many methods to achieve this conversion are being
investigated.

There are obvious advantages of being able to convert the entire plant, and not just the
easily digestible biomass (e.g., sucrose or starch) into liquid fuels. For example, on a dry basis,
sugarcane is roughly 40% sugars and 60% fiber (i.e., lignocellulose), including tops and leaves.
Using only sugars, the average ethanol yield is about 6370 L/(ha⋅yr) [680 gal/(acre⋅yr)] in
Brazil.4 Using the lignocellulose adds about 5930 L/(ha⋅yr) [630 gal/(acre⋅yr)], assuming 85%
of theoretical yield for bagasse,5 giving a total of 12,300 L/(ha⋅yr) [1310 gal/(acre⋅yr)]. Further-
more, other cane varieties, known as energy cane, are only 30% sugars and 70% lignocellulose
but yield about twice the biomass.6 With lignocellulose conversion technologies, ethanol yields
can be as high as 23,400 L/(ha⋅yr) [2500 gal/(acre⋅yr). In addition, energy crops tend to be eas-
ier to grow because they are more rugged, resisting drought and pests. They often have a much
lower environmental impact because they do not need as much herbicides, pesticides, and fer-
tilizer and cause less soil erosion. Other high-yield lignocellulosic crops under investigation
include sorghum, switchgrass, miscanthus, and hybrid poplar.7–10

2.3 Manufacturing Methods

The only established method for producing ethanol from biomass is yeast fermentation of
sugars. The sugar source may vary, but the fermentation is virtually identical in all practiced
processes. Figure 2 shows two common ways to obtain sugars:

1. Sugar Extraction from Sugar-Bearing Crops. The juice from sugarcane or sweet
sorghum can be fermented directly or from the molasses, after crystallized sugar has
been produced.

2. Starch Saccharification from Starch-Bearing Crops. Grains from corn, sorghum, rice,
or wheat are converted into sugars using enzymes (i.e., amylases).
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Squeeze Ferment

Sugar

Enzymes

Corn

Ethanol

Figure 2 Schematic of established methods for ethanol production.

Yeasts, such as Saccharomyces cerevisiae, convert sugars into ethanol and carbon dioxide.
The ethanol-rich fermentation broth, known as wine or beer, is then distilled to concentrate
the ethanol. The distillation yields an azeotrope, which is about 96% ethanol by volume. In
Brazil, this hydrated or hydrous ethanol is used in flexible fuel vehicles (FFVs) or ethanol-only
vehicles. However, water must be removed for blending with gasoline as a gasoline oxygenate
(e.g., 5, 10, 20% ethanol by volume). The most common method for producing anhydrous
ethanol is to use a molecular sieve, such as zeolites. Alternatively, azeotropic distillation or
extractive distillation may be employed. In the United States, the anhydrous ethanol must be
denatured with gasoline before it can be marketed.

Ethanol from corn is the most utilized method in United States,11 whereas ethanol from
sugarcane is the basis for Brazil’s ethanol industry. Ethanol production from corn differs
from sugarcane, because yeasts cannot metabolize starch. Corn starches must be saccharified
(hydrolyzed into sugars) using enzymes prior to fermentation. Additionally, the distillation
stillage from sugar-derived ethanol, known as vinasse, is commonly returned to the fields for
fertilization and irrigation. In contrast, the distillation stillage from starch-derived ethanol (i.e.,
distiller’s dry grain) is dried and sold as animal feed. Ethanol from corn is less energy efficient
than ethanol from sugarcane because the sugarcane process has leftover fiber (i.e., bagasse),
which is used to provide energy for the process.

2.4 Manufacturing Research and Development

Many lignocellulose-to-ethanol processes are under research and development. Some of these
processes saccharify lignocellulose into simple sugars using acids or enzymes, known as cel-
lulases.12,13 The sugars are then converted into ethanol. One process ferments the hydrolyzed
sugars into acetic acid, which is then hydrogenated into ethanol.14 This process produces higher
yields, because, unlike ethanol fermentation, mass is not lost as carbon dioxide. The hydrogen
can be obtained by gasifying undigested residue; this way, more biomass energy is contained in
liquid fuel. The MixAlco process is a similar method under development that produces ethanol.
Because it produces a mixture of alcohols, it is discussed in the “Other Fuels” section.15 Finally,
lignocellulose can be gasified to produce syngas (carbon monoxide and hydrogen), which can
be converted into mixed alcohols, mainly ethanol, using a catalyst.16,17 Alternatively, syngas
can be fermented to ethanol using selected microorganisms.18,19

2.5 Quality Standards

Ethanol is a well-developed automotive fuel. Table 1 shows the American Society for Testing
and Materials (ASTM) D 5798 standard specification for denatured fuel ethanol (E75–85) for
automotive spark ignition engines.20,21 Hydrocarbons used to denature fuel ethanol must meet
the requirements of ASTM D 4806.20,22

2.6 Vehicle Modifications and Use

Ethanol may be used in spark ignition engines as a pure fuel or blended with gasoline. However,
to take full advantage of ethanol’s unique properties, engines should be specifically designed
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Table 1 ASTM D 5798 Standard Specification for Denatured Fuel Ethanol (E75–E85) for Automotive Spark Ignition
Engines

Property Value for Class Test Method

ASTM volatility class 1 2 3 N/A
Ethanol, plus higher alcohols

(minimum, volume %)
79 74 70 ASTM D 5501

Hydrocarbons (including
denaturant)/(volume %)

17–21 17–26 17–30 ASTM D 4815

Vapor pressure at 37.8∘C
kPa 38–59 48–65 66–83 ASTM D 4953, D 5190,

D 5191
psi 5.5–8.5 7.0–9.5 9.5–12.0
Lead (maximum, mg/L) 2.6 2.6 3.9 ASTM D 5059
Phosphorus (maximum, mg/L) 0.3 0.3 0.4 ASTM D 3231
Sulfur (maximum, mg/kg) 210 260 300 ASTM D 3120, D 1266,

D 2622
Methanol (maximum, volume %) 0.5 N/A
Higher aliphatic alcohols, C3–C8

(maximum, volume %)
2 N/A

Water (maximum, mass %) 1 ASTM E 203
Acidity as acetic acid (maximum,

mg/kg)
50 ASTM D 1613

Inorganic chloride (maximum, mg/kg) 1 ASTM D 512, D7988
Total chlorine as chlorides (maximum,

mg/kg)
2 ASTM D 4929

Gum, unwashed (maximum,
mg/100 mL)

20 ASTM D 381

Gum, solvent washed (maximum,
mg/100 mL)

5 ASTM D 381

Copper (maximum, mg/L) 0.07 ASTM D 1688
Appearance Product shall be visibly

free of suspended or
precipitated
contaminants (shall be
clear and bright).

Apperance determined
at ambient
temperature or 21∘C
(70∘F), whichever is
higher.

Source: From Refs. 20–22.

for it.23 Vehicles manufactured after 1990 may use E10 or less without modification. Vehicles
manufactured before 1990 may require a new carburetor to operate with blends between E5
and E10.24 Ethanol has poor cold-start properties, so vehicles that run on blends greater than
E85 must have a gasoline reservoir for cold starts. Aftermarket conversion of gasoline-powered
vehicles to ethanol-fueled vehicles is possible but not recommended because of the necessary
changes in component materials, the high cost, and need for extensive engine recalibration.25

Table 2 shows component modifications required to operate vehicles manufactured after 1990
on blends higher than E10.

The FFVs available in the United States may run on gasoline and ethanol blends up to E85.
These vehicles use an electronic control unit (ECU) and several sensors to adjust the engine. In
Brazil, FFVs operate with E20, hydrous E100 (96% ethanol v/v, 4% v/v water) and any ratio
of the two. In the United States and Brazil, FFVs are different. The Brazilian ECU can tolerate
some water to accommodate use of hydrous ethanol.
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Figure 3 Gasoline/water/ethanol ternary phase diagram. Point 1—E85; Point 2—E85 contaminated with
water; Point 3—contaminated E85 blended with pure gasoline (phase separates). Source: From Ref. 26.

Water in gasoline/ethanol can be problematic. Large amounts of water will cause an engine
to run poorly or not at all. Additionally, water can cause blends to separate into two phases,
which will also cause poor engine operation. There is concern that high-ethanol blends could
be contaminated with water yet remain a single phase. If this contaminated E85 were added to
a half-full tank of gasoline in a FFV, it could phase separate depending on the percentage of
water. Figure 3 is a ternary phase diagram for gasoline/water/ethanol mixtures and illustrates
how phase separation might occur.26 The minimum blend in Brazil is E20, which may be mixed
with higher water content without phase separating. In the United States, anhydrous ethanol is
used for blending to avoid phase separation problems.

Ethanol is hydroscopic and can be corrosive to common metals used in fuel systems. Addi-
tionally, plastics and elastomers may deteriorate or soften in the presence of ethanol.23 Table 3
lists metallic and nonmetallic materials that are compatible and incompatible with high blends
of ethanol.

2.7 Performance

Ethanol (76,000 Btu/gal) contains less energy than gasoline (114,132 Btu/gal).27 It takes 1.5
gal of ethanol to equal the energy of 1 gal of gasoline. Because ethanol and ethanol blends have
a lower volumetric energy density than gasoline, fuel economy will be lower. For blends of E10
or less, the difference in fuel economy is generally not noticeable.28

Ethanol (E100) is an excellent fuel for internal combustion engines (ICEs).3 It has a higher
octane rating than gasoline, 113,29 which gives it excellent antiknock properties and allows
ethanol (E100) to be used in engines with higher compression ratios. Ethanol burns faster,
allows more efficient torque development, and gives a vehicle increased power (5% for pure
ethanol, 3–5% for E85).20,23

Compared to gasoline, ethanol has poor cold-start properties due to its high heat of vapor-
ization.30 Gasoline requires less heat to vaporize than ethanol and is blended with ethanol to
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Table 3 Incompatible and Compatible Materials with High-Ethanol Blends Like E85

Incompatible Acceptable Compatibility

Metallic
Zinc Unplated steel
Brass Stainless steel
Lead Black iron
Aluminum Bronze
Terne (lead–tin alloy) plated steel
Lead-based solder
Copper
Magnesium

Nonmetallic
Natural rubber Buna-N
Polyurethane Neoprene rubber
Cork gasket Polyethylene
Leather Nylon
Polyester-bonded figerglass Polypropylene
Polyvinylchloride (PVC) Nitrile
Polyamides Viton
Methyl-methacrylate plastics Flourosilicones
Fiberglass-reinforced plastic

laminate
Teflon

Source: From Refs. 20 and 32.

improve its cold-start properties.30 E85 has similar cold-start properties as 87 octane gasoline.20

In the winter months to improve cold starts, fuel that is sold as E85 is, in fact, 70% ethanol and
30% gasoline by volume.25

Ethanol has been tested and used in diesel engines; however, the physical and thermody-
namic characteristics of alcohols do not make them particularly suitable fuels for compression
ignition engines; therefore, we have limited our discussion to ethanol’s performance in spark
ignition engines.23

2.8 Emissions

The blend of gasoline affects emissions. Ethanol does not have sulfur; therefore, it does not
contribute to SOX. Emission trends that are typical of all ethanol/gasoline blends are decreased
CO, decreased particulate matter, decreased total hydrocarbon emissions, increased NOX, and
increased aldehydes.23,31,32 Ethanol has a higher vapor pressure than gasoline; therefore, evap-
orative emissions tend to increase with increasing percentages of ethanol.

2.9 Fuel Transportation and Distribution

Ethanol/gasoline blends cannot use existing petroleum pipeline systems because of possible
contamination by water and residues from other petroleum products or incompatibility with
the system due to the corrosive properties of alcohols.20 In the United States, ethanol is trans-
ported either by rail or truck. Generally, rail is used for transmission of anhydrous denatured
ethanol from the manufacturing facility to the distribution/blending stations. Trucks are used
for distribution to the fueling stations.

Blending occurs at the distribution center, although sometimes it may also occur at the
fueling stations. Transportation containers must be free of water and other contaminants. If
other fuels have been transported in the same container, it should be washed with solvent and
air dried.25
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The same technologies used for dispensing gasoline and diesel fuel may be employed with
ethanol and ethanol blends.25 However, care should be taken to ensure material compatibility
of ethanol and higher blends with containers and transferring equipment. Table 3 lists materials
that are incompatible and compatible with high blends of ethanol.

2.10 Fuel Storage

Ethanol is stored and handled in a similar fashion as gasoline. Above-ground and below-ground
storage systems are both viable. Larger storage volumes will be required to house the same
energy equivalent as gasoline.23 Materials used may be different due to compatibility issues.20

For example, metal-plated tanks should not be used. Fiberglass tanks maybe used, but must
be coated with a chemical-resistant rubber. Table 3 lists some materials that are incompatible
and compatible with high blends of ethanol like E85. Additionally, extra precautions may be
necessary to prevent contamination with water and evaporative emissions.

2.11 Safety

The safety standards for handling and storing ethanol and its gasoline blends are the same as
those for gasoline.20 Special attention should be given, however, to material compatibility.

2.12 Subsidy

Currently, ethanol and biodiesel are commercially being used to curb gasoline and diesel use,
respectively. According to the Energy Information Agency (EIA), 140 billion gallons of gaso-
line were used in the United States during 2006. The current U.S. capacity for ethanol pro-
duction is 5–6 billion gallons (3–4% of the gasoline market).29 For ethanol to be competitive,
government subsidy is required. The Volumetric Ethanol Excise Tax Credit (VEETC) provides
ethanol blenders/retailers with $0.51 per pure gallon of ethanol blended, or $0.0051 per percent-
age point of ethanol blended (i.e., E10 is eligible for $0.051/gal; E85 is eligible for $0.4335/gal).
The incentive is available until 2010.33

Skeptics criticize subsidies as a waste of tax money; however, biofuel subsidies return more
revenue to the U.S. Treasury than they cost.29 The benefit to taxpayers is that this tax credit is
usually passed on to the consumer as lower pump prices for high-octane, ethanol-enriched
fuel. According to the Consumer Federation of America, consumers who purchase gasoline
with 10% ethanol could be saving as much as $0.08 per gallon compared to straight gasoline.34

Biofuels stimulate the economy by creating jobs, which increases wages and taxes and reduces
unemployment benefits and farm program payments.29

Many argue that corn-derived ethanol is causing a food shortage because it competes with
corn grown for human consumption. According to iowacorn.org, only about 12% of the corn
grown in the United States is used for human consumption. Figure 4 shows the distribution of
corn usage in the United States for 2005/2006. Ethanol fuel comprises a significant portion of
U.S. corn production, but it is not creating a food shortage.

The Energy Policy Act of 2005 included a historic provision—the Renewable Fuels Stan-
dard (RFS). The RFS is a directive for the United States to increase its renewable fuel usage
each year. The schedule begins with 4 billion gallons per year in 2006, increasing annually to
7.5 billion gallons per year in 2012.35

2.13 Current Availability

Ethanol production has increased annually and will continue to grow to meet the Renewable
Fuels Standard. Figure 5 shows the annual U.S. production of ethanol. In 2006, 46% of
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Figure 4 Corn usage in the United States (2005/2006 statistics). Source: From Ref. 36.
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Figure 5 Annual ethanol production in the United States. Source: From Ref. 29.

America’s gasoline was blended with ethanol, and approximately one-third of all gasoline in
the United States is E10.25,35 All gasoline vehicles since 1990 are approved to use blends up to
10% ethanol (E10).28,35 As a result, fueling stations that dispense E10 blends may not label the
pumps. This rule varies, depending on the state. All E85 pumps are labeled with a bronze E85
pentagon.25 As of April 2007, the U.S. Department of Energy Office of Energy Efficiency and
Renewable Energy (DOE EERE) listed more than 1100 E85 fueling stations across 40 states
serving approximately 6 million FFVs.27,33 To find an E85 fueling station, the Alternative Fuels
Data Center has a station locator at www.eere.energy.gov/afdc/infrastructure/locator.html.
Additionally, the National Ethanol Vehicle Coalition provides a flexible fuel vehicle guide on
its website, e85fuel.com.

http://www.iowacorn.org/cornuse/cornuse_3.html
http://www.eere.energy.gov/afdc/infrastructure/locator.html
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2.14 Ethanol Links

National Ethanol Vehicle Coalition (NEVC) www.e85fuel.com
Renewable Fuels Association (RFA) www.ethanolrfa.org
Govenors’ Ethanol Coalition www.ethanol-gec.org
U.S. DOE EERE www.eere.energy.gov
Ethanol Promotion and Information Council (EPIC) www.drivingethanol.org/
American Coalition for Ethanol www.ethanol.org
Iowa Corn Growers Association www.iowacorn.org
Energy Information Administration www.eia.doe.gov

3 BIODIESEL AND VEGETABLE OIL

3.1 Introduction

Rudolf Diesel first developed his engine to run off peanut oil; however, petroleum became less
expensive and the use of vegetable oil as fuel was abandoned. More recently, petroleum reserves
are becoming more difficult to find, so exploration and drilling costs are increasing. Diesel was a
visionary and knew that vegetable oils, though not considered important in 1912, would “in the
course of time become as important as petroleum and coal tar products of the present time.”37

If Rudolf Diesel were alive today, he likely would run his diesel on pure biodiesel.
Biodiesel is an attractive biofuel, made from vegetable oils and fats. It may be used in

diesel engines without modification. In many ways, biodiesel is a wonder fuel. Compared to
petroleum-derived diesel, biodiesel extends the life of diesel engines, has lower emissions, is
biodegradable and nontoxic, and has a higher flash point (making it safer to transport). Veg-
etable oil (VO) can be run directly in a diesel engine but requires an additional fuel tank and
modification to the fuel system.

This section focuses on biodiesel because it is a more developed technology and more
practical than vegetable oil. Because these two fuels are very closely related, they are combined
into one section.

3.2 Biomass Source

Biodiesel can be made from virgin and waste vegetable oils and animal fats. There are hundreds
of species of oil-producing plants that may be used to produce biodiesel.37 Those with the
greatest yields per acre are preferred for fuel production. Increasing yield per acre is a dominamt
area in biodiesel research. Rapeseed (canola) and soybean oils are the two most common crops
used to produce biodiesel. Rapeseed is the primary oil crop used for biodiesel in Europe. In the
United States, soybean is the dominant oil crop. Table 4 lists 48 common oil-producing plants
with annual production averages.

3.3 Manufacturing Methods

According to the National Biodiesel Board, “Biodiesel is defined as the mono alkyl ester
of long-chain fatty acids derived from VOs or animal fats, for use in compression-ignition
(diesel) engines.”38 Oils are triglycerides; a glycerol molecule bonded to three long-chain
fatty acids. Transesterification chemically converts oil and alcohol into biodiesel. Fatty acids
are hydrolyzed from the triglyceride and transformed into esters (biodiesel).1,37,38 Figure 6
illustrates this chemical reaction. A strong acid or base may be used as a catalyst. Sodium
hydroxide (NaOH) is the most common catalyst because it is the least expensive. Typically,

http://www.e85fuel.com
http://www.ethanolrfa.org
http://www.ethanol-gec.org
http://www.eere.energy.gov
http://www.drivingethanol.org
http://www.ethanol.org
http://www.iowacorn.org
http://www.eia.doe.gov
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Table 4 Oil-Producing Plants with Average Production Yields

Plant Latin Name kg Oil/ha

1 Oil palm Elaeis guineensis 5000
2 Macauba palm Acrocomia aculeata 3775
3 Pequi Caryocar brasiliense 3142
4 Buriti palm Mauritia flexuosa 2743
5 Oiticia Licania rigida 2520
6 Coconut Cocos nucifera 2260
7 Avacado Persea americana 2217
8 Brazil nut Bertholletia excelsa 2010
9 Macadamia nut Macadamia terniflora 1887
10 Jatropha Jatropha curcas 1590
11 Babassua palm Orbignya martiana 1541
12 Jojoba Simmondsia chinensis 1528
13 Pecan Carya illinoensis 1505
14 Bacuri Platonia insignis 1197
15 Castor bean Ricinus communis 1188
16 Gopher plant Euphorbia lathyris 1119
17 Piassava Attalea funifera 1112
18 Olive tree Olea europaea 1019
19 Rapeseed Brassica napus 1000
20 Opium poppy Papaver somniferum 978
21 Peanut Arachis hypogea 890
22 Cocoa Theobroma cacao 863
23 Sunflower Helianthus annus 800
24 Tung oil tree Aleurites fordii 790
25 Rice Oriza sativa 696
26 Buffalo gourd Cucurbita foetidissima 665
27 Safflower Carthamus tinctorius 655
28 Crambe Crambe abyssinica 589
29 Sesame Seasmum indicum 585
30 Camelina Camelina sativa 490
31 Mustard Brassica alba 481
32 Coriander Coriandrum sativum 450
33 Pumkin seed Cucurbita pepo 449
34 Euphorbia Euphorbia lagascae 440
35 Hazelnut Corylus avellana 405
36 Linseed Linum usitatissimum 402
37 Coffee Coffea arabica 386
38 Soybean Glycine max 375
39 Hemp Cannabis Sativa 305
40 Cotton Gossypium hirsutum 273
41 Calendula Calendula officinalis 256
42 Kenaf Hibiscus cannabinus L. 230
43 Rubber seed Hevea brasiliensis 217
44 Lupine Lupinus albus 195
45 Palm Erythea salvaorensis 189
46 Oat Avena sativa 183
47 Cashew nut Anacardium occidentale 148
48 Corn Zea mays 145

Note: These figures are based on international averages and may vary with climate, region, and subspecies
grown. Those listed in bold are the 10 most common plants used.
From Ref. 37.
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R3–COO–Rʹ

R1–COO–Rʹ

R2–COO–Rʹ

CH2–OOC–R1 CH2–OH

catalyst
CH2–OOC–R2      +     3RʹOH + CH2–OH

CH2–OOC–R3 CH2–OH

GLYCERIDE ALCOHOL ESTERS GYLCEROL

Figure 6 Transesterification of triglycerides with alcohol. Source: Adapted from Ref. 3.

methanol is used due to cost and reaction performance; however, ethanol and higher alcohols
could be used.38

The result of transesterification is two separate liquid phases. The bottom phase is glycerol
and the top phase is alkyl esters (biodiesel). The biodiesel is separated from the glycerol and
then washed to remove remaining alcohol, catalyst, and soap that may have formed. Typically,
water washing is necessary to meet the ASTM standards.37

Other methods for using VO in diesel engines include direct use of VO, blends of VO
with diesel or kerosene, microemulsions of VO with various solvents, as well as other meth-
ods of transesterification.39 The details of these methods are not discussed as base-catalyzed
transesterification of VO to biodiesel is superior.

3.4 Quality Standards

Biodiesel is a well-developed biofuel. The ASTM approved quality standards for biodiesel
in December 2001 under the designation of D-6751.1,38 The ASTM standards are shown in
Table 5. Commercially sold biodiesel must meet this standard. BQ-9000 is a quality assurance
program analogous to systems established by the International Organization for Standardiza-
tion (ISO).40 Both producers and distributors of biodiesel are encouraged to participate in the
BQ-9000 program. The maintenance of quality fuel is essential for customer acceptance and
industrial growth. Advantages and disadvantages of biodiesel use are shown in Table 6.

3.5 Vehicle Modifications

Biodiesel can be run in any diesel engine without modification. If the engine is older than 1994,
engine gaskets and hoses may need replacement because biodiesel can deteriorate rubber hoses
and gaskets.1 Biodiesel helps maintain fuel systems by dissolving buildup. This may require
changing the fuel filter frequently until the system is clean.

For a diesel to run on VO, the kinematic viscosity must be below 20 centistokes (cSt).
To achieve this, a second fuel tank must be added and heated by routing the radiator cooling
lines through the VO fuel tank. These vehicles must be started with conventional diesel fuel.
Once the VO viscosity is below 20 cSt (160∘F), the fuel line is switched via a solenoid valve.
In a converse manner, the vehicle must be shut off using conventional diesel to ensure proper
startup.37

3.6 Performance

Pure biodiesel (B100) has 12% less energy per kilogram than conventional diesel (37 vs. 42
MJ/kg) but 7% higher combustion efficiency.37 As a result, performance and fuel efficiency
decrease by about 5%.37 In most cases, the difference is hardly noticeable. The power and
torque curve for B100 is shown in Fig. 7.

In the case of biodiesel blends, there have been reports that fuel efficiency increased. St.
Johns Schools in Michigan report that using B20 (20% biodiesel by volume) increased fuel
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Table 5 Specification for Biodiesela (B100)—ASTM D6751-07b (March 2007)

Propertyb ASTM Method Limits Units

Calcium and magnesium, combined EN 14538 5 max. ppm (μg/g)
Flash point (closed cup) D 93 93min ∘C
Alcohol control (one of the following

must be met)
1. Methanol content EN14110 0.2 max. % volume
2. Flash point D93 130 min ∘C
Water and sediment D 2709 0.05 max. % vol.
Kinematic viscosity, 40∘C D 445 1.9–6.0 mm2/s
Sulfated ash D 874 0.02 max. % mass
Sulfur
S 15 Grade D 5453 0.0015 max. (15) % mass (ppm)
S 500 Grade D 5453 0.05 max. (500) % mass (ppm)
Copper strip corrosion D 130 No. 3 max.
Cetane D 613 47 min
Cloud point D 2500 Report ∘C
Carbon residue 100% sample D 4530c 0.05 max. % mass
Acid number D 664 0.50 max. mg KOH/g
Free glycerin D 6584 0.020 max. % mass
Total glycerin D 6584 0.240 max. % mass
Phosphorus content D 4951 0.001 max. % mass
Distillation, T90 AET D 1160 360 max. ∘C
Sodium/potassium, combined EN 14538 5 max. ppm
Oxidation stability EN 14112 3min h
Workmanship Free of undissolved water, sediment, and suspended matter
aBiodiesel is defined as the mono alkyl esters of long-chain fatty acids derived from vegetable oils or animal fats, for use in
compression-ignition (diesel) engines. This specification is for pure (100%) biodiesel prior to use or blending with diesel
fuel. A considerable amount of experience exists in the United States with a 20% blend of biodiesel with 80% diesel fuel
(B20). Although biodiesel (B100) can be used, blends of over 20% biodiesel with diesel fuel should be evaluated on a
case-by-case basis until further experience is available.
bBoldface = BQ-9000 Critical Specification Testing Once Production Process Under Control.
cThe carbon residue shall be run on the 100% sample.

mileage from 8.1 to 8.8 miles per gallon.41 However, this is a singular report and may not be
true for all users of B20. The exact performance of biodiesel depends on the specific engine, its
condition, and the blend of biodiesel used. In any case, the performance of biodiesel is similar
to that of conventional diesel.

Biodiesel has a higher cloud point than conventional diesel, making it less tolerant to cold
temperatures (<32∘F). Below-freezing temperatures can be tolerated when using blends of B20
or less.42 Figure 8 shows how cloud point varies with blend percentage. Free fatty acids increase
the biodiesel cloud point; therefore, biodiesel made from waste vegetable oil will have a higher
cloud point than that made from virgin oil.37

3.7 Emissions

“Biodiesel is the first and only alternative fuel to have a complete evaluation of emission results
and potential health effects submitted to the U.S. Environmental Protection Agency under the
Clean Air Act Section 211(b).”38 Biodiesel contains about 10% oxygen by mass, which makes it
burn cleaner than conventional diesel. Biodiesel has lower hydrocarbon (HC), particulate matter
(PM), and carbon monoxide (CO) emissions. Biodiesel does not contain sulfur and does not
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Table 6 Advantages and Disadvantages of Biodiesel (B100) Usage

Advantages Disadvantages

• Nontoxic

• Higher flash point (less flammable)

• Biodegradable

• Extends engine life

• Cleans fuel system

• Easily made

• Small performance gaina

• Adds value to agriculture

• Safe to handle

• Compatible with engines made since
1994b

• Sulfur free

• Increased cetane number

• No offensive odor

• Lower hydrocarbon, particulate matter,
and CO emissions

• Improved lubricity

• Minimal change in infrastructure and dis-
tribution systems

• Slightly higher cost (2006)

• Higher cloud point

• Small performance lossa

• Increased NOX emissions

• Availability is not widespread

• Could invalidate warranty of
fuel systems

• Six-month shelf life

• May require hose and gasket
replacement

• Currently requires government
subsidy

aDepends fuel blend and engine used
bRefers to OEM gaskets and hoses
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Figure 8 Cloud point variation with biodiesel concentration. Source: From Ref. 7.

contribute to SOX emissions. Figure 9 shows the percent change in emissions from conventional
diesel as a function of blend percentage. These changes are not absolute and depend on the
feedstock and the specific engine.43,44 Figure 9 is only representative of heavy-duty highway
engines on soy biodiesel; however, the general trends are representative of biodiesel usage.43

The effect of biodiesel on NOX emissions is debated. Nitrogen oxides are formed when
nitrogen is oxidized. The use of oxygenated fuels increases the production of NOX emissions.
Several factors affect NOX emissions: blend percentage, degree of saturation, and engine tech-
nology/age.43,44 In 2006, the National Renewable Energy Laboratory (NREL) published a
report in which it had tested 43 heavy-duty engines running on B20 and concluded “that B20
has no net impact on NOX.”43 Some engines decrease NOX and others increase NOX, the differ-
ence being the technology of each vehicle. Unsaturated fatty acids increase NOX emissions.1,44

Therefore, feedstocks with more unsaturated fatty acids will produce more NOX emissions.
Most reports conclude that biodiesel increases NOX emissions by a small percentage and that
future engine technology can correct this increase.1,37,38,43,44

3.8 Fuel Transportation Issues

Because biodiesel has a higher flash point than conventional diesel [150∘C (300∘F) and 52∘C
(125∘F), respectively], it is easier and safer to transport. Regular shipping services such as
FedEx and UPS can transport biodiesel.1,37 Shipping methods used for conventional diesel
may also be used.

3.9 Storage Issues

Biodiesel can be handled and stored in the same containers and places as conventional diesel.37

Biodiesel has a shelf life ranging from about one year in warm climates to indefinitely in cold
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climates.37 Because biodiesel is derived from VO, it may serve as a carbon source for microor-
ganisms. To prevent microbial growth in warm humid climates, it is recommended to add a
biocide or biostat.37 Additionally, it is important to minimize biodiesel exposure to air and oxi-
dizing agents. Waste vegetable oil should not be stored for extended periods of time because it
may spoil.37

3.10 Current Availability

Biodiesel is sold just like conventional diesel. Biodiesel is typically blended with conventional
diesel and is labeled “B#.” The “B” indicates biodiesel and the number is the volume percentage
of biodiesel. Figure 10 shows a fueling station that sells biodiesel (B20) and ethanol (E85 and
E10).45 Various retailers carry one or more of the following blends: B2, B5, B10, B11, B50,
B98, B99, B100. To find a retailer near you, the National Biodiesel Board has a retailer locator
on its website, http://www.biodiesel.org/buyingbiodiesel/retailfuelingsites/.38.

The availability of vegetable oil for the end consumer is very limited. Food-grade oil may
be purchased in supermarkets at a premium price. Waste vegetable oil may be available from
a local restaurant. Otherwise, vegetable oil is not commercially available to the consumer for
use as fuel.

3.11 Production Capacity

Vegetable oil production capacity will limit the growth of the biodiesel industry. According
to the EIA, the United States uses 50–60 billion gallons of diesel fuel every year.46 In 2006,
The United States produced approximately 250 million gallons of biodiesel (∼0.5% of diesel
market).38 As of November 2006, the National Biodiesel Board reported that the capacity of
U.S. biodiesel plants is 582 million gallons (∼1% of biodiesel market). If the United States
were to use all its waste cooking oil and animal fats and fallow farm land were planted with
high-yield rapeseed to produce biodiesel, the result would displace about 24% of the annual

http://www.biodiesel.org/buyingbiodiesel/retailfuelingsites/.38


784 Biofuels for Transportation

Figure 10 Biofuel gas station. Source: From Ref. 10, with permission from Elsevier.

diesel fuel usage by the most generous estimates.37 For the biodiesel industry to grow past this
limit, breakthroughs must be made with a high-yield oil crop.

3.12 Subsidy

Energy Policy Act of 2005 Section 1344 extends the tax credit for biodiesel through 2008. A
subsidy of $1.00 per gallon is given for biodiesel made from virgin VO and $0.50 for biodiesel
from waste cooking oils.47

3.13 Safety

Comprehensively, biodiesel is the safest fuel available. It is “more biodegradable than sugar and
less toxic than salt.”1 It produces fewer carcinogens and has a higher flash point than conven-
tional diesel. Figure 11 compares biodiesel’s flash point to other conventional fuels. Because
biodiesel is very safe and environmentally friendly, it is excellent for use in marine environ-
ments and sensitive areas such as national parks and forests.37 Because biodiesel has lower
emissions, it is an attractive fuel for use in school buses.

3.14 Current Research and Future of Biodiesel

Biodiesel is well established and has been defined with standards. Most engine manufactures
have warmed up to biodiesel and have begun covering biodiesel under vehicle warranty. The
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main challenges for the future of biodiesel will be production volume, education of the public,
maintenance of fuel quality, improvement of government policy and incentives, and, most
importantly, economics.

Current biodiesel research is focused on increasing vegetable oil production. Algae show
great potential as a mass biooil producer and could provide enough oil to completely replace
conventional diesel.37 Currently, several engineering issues must be addressed before algae
can become an economical player as a feedstock for biodiesel. These include issues regard-
ing economy of scale, diffusion of CO2 into the growth solution, solar efficiency of algae, oil
yield along with economical extraction methods, and ecological implications of genetically
modified algae.

4 HYDROGEN

4.1 Introduction

On a mass basis, hydrogen has more energy than any other fuel. On a volume basis,
hydrogen has the least energy of any fuel. This comparison, in short, is the life story of
hydrogen.

Hydrogen is a mammoth. The advantages and prospects of realizing the hydrogen
economy are enormous. Likewise, the hurdles and engineering issues that must be overcome
to get there are equally great. From a theoretical viewpoint, it is easily argued that hydrogen is
the perfect fuel, which is why hydrogen research continues to draw entrepreneurs, investors,
government support, and environmentalists. From a practical viewpoint, hydrogen is far from
perfect. Many experts agree that realizing the hydrogen economy is many decades away by
the most optimistic estimates.

This section will only scratch the surface of information about hydrogen. We will only
mention that which pertains to hydrogen used as a transportation fuel. Furthermore, our focus
is on hydrogen produced in a “green” fashion.
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4.2 Manufacturing Methods

Hydrogen is an energy carrier rather than an energy source. Despite being the most abundant
element in the universe and the third most abundant element in Earth’s crust, pure hydrogen gas
is not readily available. Hydrogen is molecularly bound in many organic and inorganic com-
pounds. The primary resources for hydrogen production are water, biomass, and hydrocarbons.
To liberate hydrogen takes energy. Once made, the hydrogen is stored energy; thus, hydrogen
is an energy carrier.

There are many hydrogen sources and production methods. For hydrogen to be green, it
should be produced from water or biomass. Figure 12 illustrates the various pathways that may
be used to produce hydrogen from these resources. The following is a brief description of each
process.

Photolytic/Photoelectrolysis
Photoelectrolysis employs catalysts that absorb photons from sunlight to split water into hydro-
gen and oxygen.48,49 Photoelectrolysis is described as running a fuel cell in reverse.49 This
technology is still under research and is considered the Holy Grail of hydrogen production,
because it would directly convert sunlight into hydrogen.48

Electrolysis
Electrolysis is the decomposition of water using an electrical current. An anode and cathode are
placed in water with an electrolyte. When current is applied, hydrogen is formed at the cathode
and oxygen at the anode. Equation (1) describes the chemistry of electrolysis. Electrolysis is a

Fusion 
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Thermochemical
cycles

Solar power

Wind power
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Renewable electricity
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Figure 12 Green routes to hydrogen production. Fermentation may not require a heat source. Gasification and pyrolysis may
only require initial heat source. Source: From Refs. 1 and 4.
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well-known technology and produces very pure hydrogen. Of the renewable paths to hydrogen,
electrolysis is the only one commercially used.50,51

Electrolysis is very energy intensive. In principle, operating at high temperatures
(900–1000∘C) can reduced the energy requirement.52 Commercial electrolysis plants achieve
efficiencies of 70–75% (electrolyzers range from 75 to 90%).50,53 There are other variations
of electrolysis such as alkaline electrolysis, polymer electrolyte membrane electrolysis, and
high-temperature electrolysis. Regardless of the method, the net reaction is that described by
the equation52

H2O + electricity → H2 + 1
2

O2 (1)

Thermochemical Cycles
Thermochemical cycles produce hydrogen using high-temperature cycling of chemical reac-
tions that split water. Thermochemical cycles operating in conjunction with a high-temperature
reactor offer high-efficiency hydrogen generation comparable to high-temperature steam elec-
trolysis. This is well suited for use with nuclear power or future fusion power generation.55

Photosynthesis
Photosynthetic production of hydrogen uses modified green algae that produces hydrogenase
enzymes to strip hydrogen from water.53 This technology is still in the initial stages of research
but could prove to be a key player in the direct conversion of light to hydrogen.55

Fermentation
The fermentation path to hydrogen production would employ microorganisms that consume
biomass. This route to hydrogen is attractive because it does not require sterile conditions or
sunlight, and it may use a wide variety of feedstocks. The conversion of glucose to hydrogen
by anaerobic fermentation is shown by the equation53

C6H12O6 + 2H2O → 2CH3COOH + 2CO2 + 4H2 (2)

This technology is still under research. This route to hydrogen would have a low external
energy requirement because the microorganisms consume energy from the biomass.

Reforming of Biomethane
Steam reforming of natural gas accounts for 48% of the hydrogen produced in the United
States.51 High-temperature steam is used to strip the hydrogen from methane. This conven-
tional technology could be modified to use methane produced from manure or other biomass
resources. The primary hurdle is increasing methane production.

Gasification/Pyrolysis
Gasification is the thermal decomposition of organic material (biomass) in a low-oxygen
environment that employs 20–40% of the stiochiometric oxygen needed for combustion.52

The production gas (synthesis gas) contains hydrogen, carbon monoxide, carbon dioxide,
low-molecular-weight alkanes, as well as other compounds. Gasification temperature ranges
from about 700∘C with a catalyst, to about 900∘C without a catalyst.52 This production route
requires purification if high-purity hydrogen is required. Pyrolysis is similar to gasification,
except that the biomass is heated in the absence of oxygen.

“The cost of producing hydrogen… is one of the biggest barriers on the path toward a
hydrogen economy.”50 Furthermore, the cost of producing hydrogen in an environmentally
friendly way is an even larger hurdle. Currently, steam reforming of natural gas is the most
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economical route to hydrogen production. Steam reforming of fossil fuels, primarily methane
and naptha, accounts for 96% of all hydrogen produced.51 Breakthroughs must be made for
green hydrogen to compete with fossil fuel hydrogen.

4.3 Quality Standards

Fuel cells require high-purity hydrogen to prevent poisoning. Because hydrogen is not a con-
ventional fuel, new standards must be developed for storage, delivery, infrastructure, and end
use. Fuelcellstandards.com is a site “dedicated to assist the worldwide community working to
develop and interpret fuel cell codes and standards.”56 “The key players in this area are SAE,
ISO TC 22 SC 21, and ISO TC 197.”57 These organizations are actively forming committees
to develop and evaluate standards for all aspects of hydrogen. In 2004, ASTM formed a sub-
committee (D03) to develop standards on hydrogen and fuel cells.58 Standards are important to
the development of any commercialized product. In the case of hydrogen, standards are essen-
tial for public acceptance and safety. Links to hydrogen standards websites are listed in the
hydrogen links in Section 4.11.

4.4 Hydrogen Vehicles

Hydrogen is unique as a transportation fuel. Transportation during the Industrial Revolution was
powered by pistons. The steam locomotive, the model-T Ford, and the diesel engine all operate
via piston-driven engines. Hydrogen-powered vehicles can employ an ICE, too; however, the
fuel cell is the most efficient way to convert hydrogen to power. Fuel cells do not involve
direct combustion nor do they require high operating temperatures. A fuel cell extracts the
electrochemical potential from hydrogen to create electricity.

How much hydrogen is equal to a gallon of gasoline? Comparing heat of combustion,
1 lb (0.45 kg) of hydrogen has the equivalent energy of approximately 19.5 lb of gasoline (3.1
gal).59 Table 7 compares the fuel economy and fuel equivalents to a kilogram of hydrogen for
a proton exchange membrane fuel cell vehicle (PEMFCV), ICE gasoline vehicle, and a hybrid
electric vehicle (HEV) running on gasoline. For a better illustration, the hydrogen contained in
a gallon of water (0.92 lb, or 0.42 kg) will provide the same traveling capacity for a PEMFCV
as a gallon of gasoline in a typical car.50,60

Fuel Cells
Hydrogen used in vehicles is likely to employ a PEMFC. Fuel cells (FCs) produce electricity
through an electrochemical reaction rather than direct combustion in a heat engine. As shown
in Table 8 and Fig. 13, there are many types of FCs each classified by the electrolyte used; how-
ever, the PEMFC is currently the only practical FC for vehicular applications.50,61,62 Figure 14
illustrates the internals of a PEMFC. The DOE describes the PEMFC as follows:

When hydrogen is fed to a PEM fuel cell and encounters the first catalyst-coated electrode, called
the anode, the hydrogen molecules release electrons and protons. The protons migrate through the

Table 7 Fuel Economy and Fuel Equivalents for PEMFC, ICE, and HEV

PEMFCV ICE HEV

Fuel H2 Gasoline Gasoline
Fuel economy 55 mpg 24 mpg 34 mpg
Equivalence to 1 kg hydrogen 1.00 kg 2.29 gal 1.62 gal

Source: From Ref. 61.



Ta
bl
e
8

Fu
el

C
el

lT
ec

hn
ol

og
ie

s

Fu
el

C
el

lT
yp

e
Te

m
pe

ra
tu

re
R

an
ge

E
ffi

ci
en

cy
C

ap
ac

iti
es

Pr
im

ar
y

A
pp

lic
at

io
n

N
ot

es

Po
ly

m
er

el
ec

tr
ol

yt
e

or
pr

ot
on

ex
ch

an
ge

m
em

br
an

e

<
10

0∘
C

(<
21

2∘
F)

50
–6

0%
Po

ly
m

er
m

em
br

an
e

(t
hi

n
pl

as
tic

fil
m

)
10

0
W

to
25

0
kW

pe
r

ce
ll

T
ra

ns
po

rt
at

io
n,

st
at

io
na

ry
Fa

st
st

ar
tu

p,
hi

gh
po

w
er

de
ns

ity
,

ra
pi

d
re

sp
on

se
to

po
w

er
de

m
an

d,
re

la
tiv

el
y

ru
gg

ed

Ph
os

ph
or

ic
ac

id
16

0–
22

0∘
C

(3
20

–4
30
∘ F

)
37

–5
5%

;u
p

to
72

–8
0%

w
ith

he
at

re
co

ve
ry

C
on

ce
nt

ra
te

d
ph

os
ph

or
ic

ac
id

25
–2

50
kW

pe
r

ce
ll

St
at

io
na

ry
Fu

el
of

ch
oi

ce
is

na
tu

ra
lg

as

So
lid

ox
id

e
80

0–
10

00
∘ C

(1
50

0–
18

00
∘ F

)
45

–6
5%

;u
p

to
70

–8
5%

w
ith

he
at

re
co

ve
ry

So
lid

no
np

or
ou

s
ce

ra
m

ic
m

at
er

ia
ls

20
0

W
pe

r
ce

ll;
30

0
kW

–3
M

W
pe

r
m

od
ul

e

St
at

io
na

ry
,u

til
ity

Ty
pi

ca
lly

ap
pl

ie
d

in
st

ac
ks

of
hu

nd
re

ds
;a

pl
an

t
m

ig
ht

pr
od

uc
e

up
to

10
M

W

A
lk

al
in

e
23

–2
50

∘ C
(7

0–
48

2∘
F)

50
–6

0%
Po

ta
ss

iu
m

hy
dr

ox
id

e
so

lu
tio

n
(3

5–
50

%
K

O
H

)

2.
2

kW
Sp

ac
ec

ra
ft

B
ei

ng
de

ve
lo

pe
d

fo
r

ot
he

r
ap

pl
ic

at
io

ns

M
ol

te
n

ca
rb

on
at

e
65

0–
66

0∘
C

(1
20

0∘
F)

45
–6

0%
;7

0–
85

%
w

ith
he

at
re

co
ve

ry
M

el
te

d
ca

rb
on

at
e

sa
lt

m
ix

tu
re

25
0

kW
to

>
1

M
W

St
at

io
na

ry
,u

til
ity

C
or

ro
si

ve
el

ec
tr

ol
yt

e
lim

its
du

ra
bi

lit
y

a
W

ith
ou

tr
ec

ov
er

y
of

co
ge

ne
ra

te
d

he
at

,u
nl

es
s

ot
he

rw
is

e
no

te
d

So
ur
ce

:F
ro

m
R

ef
.5

0.

789



790 Biofuels for Transportation

OEM Honda GM Daimler Chrysler 

Model FCX Equinox  F-Cell A-type car

Year of manufacture 2006 2006 2002

Energy efficiency 60% ---- ----

FC power output (max) 134 hp 125 hp 92 hp

Motor power output (max) 127 hp 126 hp 87 hp

Motor torque 201 ft*lbf 236 ft*lbf ----

Range 270A - 350B miles 200 mi 93 miles

Fuel tank capacity 171 liters ---- ----

Gas pressure 5,100 psi 10,000 psi 5075 psi

Max speed 93 mph 100 87 mph

Acceleration 0–60 mph ---- 12 s 16 s

Operating range, low/high –22°F / –13°F / 113°F ----

Payload ---- 750 lbs ----

Seating 4 4 ----
 

A   Determined using EPA calculation method 

B   When driven in LC4 mode (calculated by Honda) 

Figure 13 Comparison of FC vehicle specifications.

Hydrogen
Oxygen

Figure 14 Illustration of how a proton exchange membrane (PEM) fuel cell works. Source: From Ref. 60.

electrolyte membrane to the second catalyst-coated electrode, called the cathode, where they react
with oxygen to form water. The electrons, however, can’t pass through the electrolyte membrane
to the cathode. Instead they must travel around it—this movement of electrons is an electrical
current.”61

Depending on the area, a single FC will produce an electric potential around 0.7 V.53 In
applications, many individual FCs are connected in a stack to produce the power necessary to
propel a vehicle. In Fig. 15, the FC stack produces 5 kW.

FC vehicles have been developed by GM, Honda, Ford, DaimlerChrsyler, Toyota, Nissan,
as well as others (see Ref. 50). Figure 13 compares three FC vehicles and their specifications.
Although hydrogen FC vehicle prototypes have been developed and successfully demonstrated,
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Figure 15 Fuel cell (5 kW) manufactured by plug power.

the cost is prohibitive. To put this in perspective, prototype FCs cost $2000–$3000/kW with
high-volume production FCs costing approximately $225/kW,61 whereas the ICE is on the order
of $25–$35/kW, an order of magnitude less. According to the DOE, FCs must approach $50/kW
to be competitive.61,62

Advantages of FCs

• Not limited by Carnot efficiency
• Low operating temperature (∼80∘C)60

• Most efficient way to use hydrogen (65–85%)48

• High power density
• Reliable power generation48

• No harmful emissions48,50

• Quiet48

• Can serve as remote electrical power55

Disadvantages of FCs

• Require high-purity gas; CO poisoning53

• Expensive61

• Material and component are not durable48

• Air, heat, and water management60



792 Biofuels for Transportation

Internal Combustion Engines
Although FCs are the cleanest, most efficient way to use hydrogen, ICEs offer the potential of
a less expensive route to hydrogen use.69 Hydrogen-powered ICEs have approximately 20%
greater efficiency than those running on gasoline.53 Even though hydrogen may increase effi-
ciency, power is lost due to the low volumetric energy density of hydrogen gas. To compensate
for the loss of power, engine displacement volumes must increase.52 ICEs must be redesigned to
accommodate the combustion properties of hydrogen, particularly its fast flame speed.70 Com-
bustion of hydrogen does produce NOX emissions; however, NOX emissions may be reduced
to levels less that gasoline engines using exhaust gas recirculation.69

The excellent paper by Karim lists the following advantages of hydrogen-powered ICEs71:

• Reduced cyclic variations which reduced emissions, improves efficiency, and allows
quieter and smoother operation.

• High-octane number
• Excellent cold-start characteristics
• High-speed engine operation
• Higher efficiency than other ICE fuels
• Lean-mixture operation
• Tolerates impure gas

Karim71 also describes the following disadvantages:

• Low-volumetric energy density, which leads to power loss–compressed hydrogen
(200 atm) has approximately 5% of the energy as the same volume of gasoline

• Potential problems with uncontrolled preignition and backfiring into the intake manifold
• Serious limitations to the application of cold exhaust gas recirculation for exhaust emis-

sions control
• Serious limitations to effective turbocharging
• Safety problems
• Material compatibility issues
• Ice formation from exhaust in extreme cold
• Potential durability issues
• A hydrogen-powered engine must be 40-60% larger in size than for gasoline-powered

engine with the same power output

4.5 Emissions

Hydrogen is the cleanest fuel on the plant. This hallmark quality motivates hydrogen research
and development. FCs have zero emissions producing only water and heat.60 Only when com-
busted does hydrogen produce NOX.50

Because hydrogen is an energy carrier, the hydrogen production method must be con-
sidered. Hydrogen produced from reformed fossil fuels produces carbon dioxide. Likewise,
hydrogen produced via electrolysis indirectly contributes to carbon dioxide emissions if the
electricity is produced from fossil fuels. For this reason, many environmentalists only favor
hydrogen produced from renewable sources (water and biomass) using renewable energies
(wind, solar, hydropower, etc.).

Emissions from a manufacturing plant are easier to remove than from a tail pipe. Carbon
sequestration methods could capture CO2. The most responsible technologies will avoid emis-
sion production. Interestingly, if all passenger vehicles in the United States ran on reformed
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hydrogen (without carbon sequestration) using FCs, 30–50% less CO2 would be emitted than
if the fossil fuel were burned in ICEs.50 This results from the high efficiency of FCs. Even
though hydrogen from fossil fuels is not completely clean or green, it is an improvement over
direct use of fossil fuels regarding emissions.

4.6 Fuel Transmission and Distribution

Currently, hydrogen is only used as a transportation fuel where municipalities, organizations, or
corporations have established pilot programs for research and/or demonstration.50,72 Distribu-
tion and storage are very costly due to the lack of infrastructure and hydrogen’s low volumetric
density. Hydrogen transportation is arguably the biggest economic hurdle facing the commer-
cialization of hydrogen vehicles. Figures 16, 17, and 18 show that transportation costs can add
$0.50–$3.50 to the cost of a kilogram of hydrogen. Compared to gasoline, this is enormous.
According to the EIA, “Distribution, marketing and retail dealer costs and profits combined
make up 9% ($0.204) of the cost of a gallon of gasoline ($2.27 in 2005).”73

Bulk hydrogen must be delivered from a production facility to a single point and then
distributed to many smaller refueling stations. Yang and Ogden evaluated transmission and
distribution costs by three modes: pipelines, compressed-gas trucks, and cryogenic liquid H2
trucks.74 Each mode has its own advantages and disadvantages. Determining which mode is
the most economical depends on two key parameters: transportation distance and flow rate.74

Figure 16 shows the minimum transmission cost as a function of flow rate and transport dis-
tance. From Fig. 16, pipelines are favored at high flow rates and trucking is favored at low flow
rates, compressed gas for short distances and liquefied hydrogen for long distances. Figures 17
and 18 show distribution costs as a function of the number of refueling stations and the city
radius for 1800- and 500-kg/day-capacity fueling stations, respectively. Distribution may con-
tribute $0.80–$1.80 per kilogram of hydrogen.

The models used by Yang and Ogden are based on idealized assumptions; their predic-
tions have not been compared to real scenarios because none exist.74 Nonetheless, their models

Figure 16 Minimum hydrogen transmission costs as a function of H2 flow and transport distance. Source:
From Ref. 27.
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Figure 17 Distribution cost for a network of fueling stations with 1800 kg/day capacity as a function of
number of refueling stations and city radius. Source: From Ref. 27.

provide valuable insights. For Figs. 17 and 18, note that the region of many refueling stations
within a small radius is very unlikely.74 In the future, advances in fuel storage (e.g., carbon
nanotubes, metal hydrides) may create more cost-efficient distribution modes.

Distributed manufacturing (on-site hydrogen production) is an alternative to hydro-
gen transport. Although the transmission and distribution are reduced, the generation cost
increases.52

4.7 Storage Issues

Hydrogen has a very low volumetric density. Increasing its density consumes energy, thus
reducing energy efficiency. This section focuses on hydrogen storage on board vehicles. The
fuel tank is central to any vehicle fuel system. Following is a list of key requirements for
on-board hydrogen storage systems:

• Refueling time less than 3 min54

• Range of 300 miles or greater (5–13 kg storage capacity)54,55

• Low volume; high density54

• Safety (fueling, accidents, etc.)54

• Hydrogen discharge temperatures below FC temperature54

• Operating temperatures range from −50 to 150∘C48

• Fast kinetics of hydrogen uptake and release48

There are many on-board storage schemes. Figure 19 compares the volumetric and gravi-
metric energy densities for hydrogen storage technologies, and Fig. 20 compares their cost.
The 2010 and 2015 target goals are listed in these figures. None of the current technolo-
gies have met the target goals. The following is a brief overview of each hydrogen storage
systems.
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Figure 18 Distribution cost for a network of fueling stations with 1800 kg/day capacity as a function of
number of refueling stations and city radius. Source: From Ref. 27.

Volumetric and Gravimetric Storage Energy Density
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Figure 19 Volumetric and gravimetric energy densities for hydrogen storage technologies. Source: From
Ref. 15.

Pressurized Hydrogen in Composite Tanks
A composite carbon fiber tank is used to store gaseous hydrogen at pressures of
5000–10,000 psi.54 Compression consumes 2–10% of the energy content of hydrogen
fuel, depending on the starting pressure and compression efficiency.50,55,74 This is the storage
system used in Honda’s FCX FC vehicle and is commercially available.64 According to the
International Energy Agency (IEA), composite pressurized tanks cost $500–$600/kg H2.54
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Storage Cost 
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Figure 20 Hydrogen storage costs. Source: From Ref. 15.

Glass Microspheres
Microscale glass spheres are filled with hydrogen at high pressure (5000–10,000 psi) and high
temperature (300∘C).54 Then, the spheres are cooled and transferred to a low-pressure fuel tank.
To release the hydrogen, the microspheres are heated to 200–300∘C. The main advantages of
this system are low operating pressure and conformable fuel tanks.54 The liberation temperature
is higher than the FC temperature; thus, additional heating is required, reducing fuel efficiency.
Additionally, there are challenges to prevent breakage while recharging the microspheres.54

Cryogenic Liquid Tanks
Liquid hydrogen is the highest energy density storage system (∼20% hydrogen of system
mass) and may be kept at low pressures.54 Liquid hydrogen is extremely cold (−253∘C, 20 K).
Liquefaction requires 30–40% of the energy content of hydrogen.48,50,54 Boil-off is another
problematic issue; 1–3% is lost per day.48,53

Chemical Cycling
Another way to store hydrogen as a liquid is to use a chemical cycling system. A few com-
mon chemical cycling systems are borohydride (NaBH4), rechargeable organic liquids, and
anhydrous ammonia (NH3). In each of these systems, a reversible chemical reaction releases
hydrogen. The key advantages of chemical cycling are medium-density storage and control.
Except for NH3, spent chemicals must be returned to a filling station for off-board regenera-
tion.54 Depending on the chemicals used, safety and toxicity may also be a concern.

On-Board Reforming
On-board reforming strips hydrogen-rich compounds (gasoline, methanol, ethanol, etc.) to form
hydrogen gas. The advantage is that a liquid fuel would be stored on board and hydrogen would
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be produced as needed. However, as the National Research Council (NRC) points out, “Signif-
icant technical barriers exist, such as size, weight, cost and long start-up times.”55

Solid-State Storage
Solid-state storage of hydrogen would be safe and efficient.54 These systems fall into two
subcategories: carbon nanostructures and metal hydride systems. These systems physically
or chemically absorb hydrogen into small structures or interstitial areas, where it is bound in
the solid medium. Hydrogen may be liberated for use at elevated temperatures (100–500∘C)
or by adding water (water-reactive metal hydrides).54 These systems are still in development.
The main challenges are to maximize storage density, lower liberation temperatures, increase
absorption kinetics, and increase durability.54

4.8 Current Availability

Hydrogen vehicles have been created for demonstrations by many developers.50,64–67 Various
hydrogen production schemes and fueling systems have also been created and tested success-
fully.50,54,55 However, in all scenarios, the primary limiting factor to commercial development
has been cost. A close second is practical engineering hurdles such as storage and distribution,
which also contribute high costs.

Hydrogen fueling stations are few and far between. Only a few key regions (e.g., Wash-
ington, D.C., California) have public hydrogen fueling stations. Busby includes a table of
worldwide hydrogen fueling stations.50 The DOE provides an excellent alternative fueling sta-
tion locator on its website, www.eere.energy.gov/afdc/infrastructure/locator.html.

Each year, the United States produces 90 million tons of hydrogen, and the vast major-
ity is used in refining and fertilizer production.75 Of the hydrogen produced, very little is
green. Steam reforming of natural gas is the least expensive route to hydrogen production and
accounts for 48% of the hydrogen market.51 The remainder is reformed coal and oil; only 4%
is from electrolysis. Furthermore, “to replace all the gasoline sold in the United States with
hydrogen from electrolysis would require more electricity than is sold in the United States at
the present time.”51

In some ways, a hydrogen economy would be similar to our current gasoline economy.
Consumers would purchase hydrogen at fueling stations, and outwardly vehicles will likely
look much the same as gasoline vehicles. However, much research, development, and cost
reduction must be accomplished for it to become a reality. “Of the three primary markets (trans-
portation, portable applications, and micropower generation) for fuel cells, transportation is
the furthest from mass production and widespread use, but hydrogen fuel-cell vehicles seem to
generate the most excitement, by virtue of their visibility and lavish publicity.”50

4.9 Safety

The public perceives hydrogen to be an extremely dangerous fuel; however, the literature gen-
erally accepts the hazards of hydrogen to be similar to gasoline.

“It is now reasonably well established that the hazards of hydrogen use in transportation would be
different from, but not necessarily worse than, the hazards of using petroleum fuels.”76

“In general, hydrogen is neither more nor less inherently hazardous than gasoline, propane or
methane.”77

“In general, however, hydrogen is neither more nor less inherently dangerous than conventional fuels.
Some of its properties make it safer, while others make it more dangerous. With proper handling and
controls, hydrogen can be as safe as other fuels in common use, or even safer.”50

http://www.eere.energy.gov/afdc/infrastructure/locator.html
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“Hydrogen is neither more nor less dangerous than most other energy carriers. In some respects,
hydrogen has qualities that make it safer than most. Hydrogen is not poisonous, it burns rapidly with
low radiation heat, and due to its low density compared to air, has the ability to spread rapidly in
open surroundings.”78

“It is possible to manufacture and utilize hydrogen just as safely as with today’s gasoline systems.”78

Because hydrogen is a gas, its safety issues are different than for liquid fuels. “The
approach to handling safety issues for hydrogen applications… requires consistent standards
in several areas from production to use and also requires a way of handling the unanticipated
safety-related events bound to occur in a technology that is significantly different from that
currently used.”52 Until hydrogen is a mainstream fuel and used by the public, hydrogen safety
will remain a debate. Below are safety advantages of hydrogen:

• Lighter than air, disperses easily76

• Burns rapidly with little radiant heat; therefore, risk of secondary fires is low76,77

• Nontoxic
• Nonpoisonous77

• Noncarcinogenic77

• Not an air or water pollutant77

• Proven safety track record in industry77

However, hydrogen also has the following safety disadvantages:

• Hard to detect—colorless, odorless, tasteless76,77

• Very hot clear flames76

• Large range of ignitability—4–74% hydrogen to air by volume76

• Requires little energy to ignite76

4.10 Current Research

For hydrogen to become mainstream fuel, it must be economical and practical. Hydrogen pro-
duction is a proven technology; it can be produced through various methods. Many companies
have developed fuel cells and have made hydrogen demonstration vehicles. Hydrogen fueling
stations have also been created and are available in a few locations. So why is hydrogen not
more prevalent? The reason is simple: cost. Every step of hydrogen, from well to wheel, is very
expensive. Hydrogen research is not about making it work; it is about making it practical. The
hydrogen economy will only become a reality when fuel prices have risen and hydrogen costs
have decreased.

4.11 Hydrogen Links

Fuel cell/Hydrogen Infrastructure Codes &
Standards

www.fuelcellstandards.com

U.S. Fuel Cell Council www.usfcc.com/
Fuel Cell Today http://fuelcelltoday.com/index/
National Renewable Energy Laboratory www.nrel.gov/
National Hydrogen Association www.hydrogenassociation.org/
Hydrogen Safety Report www.hydrogensafety.info/
Hydrogen.gov www.hydrogen.gov/index.html

http://www.fuelcellstandards.com
http://www.usfcc.com
http://fuelcelltoday.com/index
http://www.nrel.gov
http://www.hydrogenassociation.org
http://www.hydrogensafety.info
http://www.hydrogen.gov/index.html
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American Hydrogen Association www.clean-air.org/
International Electrotechnical Commission www.iec.ch/
U.S. DOE EERE www.eere.energy.gov
Union of Concerned Scientists www.ucsusa.org
American National Standards Institute www.hcsp.ansi.org
Wikipedia.org http://en.wikipedia.org/wiki/Hydrogen
Sandia Nat. Lab., Hydride Info. Center http://hydpark.ca.sandia.gov/

5 OTHER BIOFUELS

Ethanol, biodiesel, and hydrogen are the dominant biofuels; however, there are other potential
biofuels for transportation. Below, we briefly describe additional possibilities.

5.1 Methanol

Methanol, like ethanol, is an excellent automobile fuel.79 Because of its excellent combus-
tion properties (e.g., high octane rating), it is used as a racing fuel.79 Many characteristics of
methanol fuel are similar to ethanol. Methanol is synthesized from gasification or anerobic
digester gases.80 Some advantages of methanol are increased power, increased efficiency, and
reduced knock.79,80 Disadvantages include health hazards, such as blindness and acidosis, poor
cold-start properties, corrosion, low lubricity, and formaldehyde production.23,80

5.2 Butanol

Butanol is an alcohol that can be produced via fermentation. Historically, butanol was fer-
mented using Clostridium acetobutylicum in the acetone-butenol-ethanol (ABE) fermentation,
which produces acetone, butanol, and ethanol.81 Environmental Energy Inc. (EEI) has devel-
oped a patented process that produces only butanol and hydrogen.82 In both fermentations,
sugars and starches are feedstocks.81,82

Butanol may be blended with gasoline or used directly.82,83 Compared to ethanol, butanol
has more favorable physical properties, such as higher energy content and less susceptibility to
water contamination.

5.3 Mixed Alcohols

The MixAlco process anaerobically ferments any biodegradable material into mixed organic
acids, which are then chemically converted into mixed alcohols. The MixAlco process is very
robust; all process steps have been demonstrated on the laboratory scale and some at the pilot
scale. Because the MixAlco process does not require sterility, costs are very low.15 Another
route to mixed alcohols involves gasifying lignocellulose to syngas (carbon monoxide and
hydrogen), which can be converted into mixed alcohols using a catalyst.16,17

5.4 Petroleumlike Biofuels

Petroleumlike compounds may be extracted from hydrocarbon-producing plants and used as
fuel. For example, Euphorbiaceae and Asclepiadaceae have several species that produce these
compounds.84 Biocrude extracted from Euphorbiaceae lathyris “contained ethylene (10%),
propylene (10%), toluene (20%), xylene (15%), C5–C20 non-aromatics (21%), coke (5%),
C1–C4 alkenes (10%) and fuel oil (10%).”84 Biocrude will be processed much like petroleum
crude to produce fuel.

http://www.clean-air.org
http://www.iec.ch
http://www.eere.energy.gov
http://www.ucsusa.org
http://www.hcsp.ansi.org
http://en.wikipedia.org/wiki/Hydrogen
http://hydpark.ca.sandia.gov
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5.5 Synthesis Hydrocarbons

Fisher-Tropsch is a well-known synthesis process that converts syngas to gasoline, diesel, and
waxes.85 Unfortunately, Fisher-Tropsch is an expensive technology and is practiced only at
large scales where economies can be realized. Another gas-to-liquid (GTL) technology can
oligomerize methane or alcohols into gasoline, diesel, or jet fuel. SynFuels International Inc. is
developing the technology and estimates production costs of $25–$28 per barrel from low-cost
feedstocks.86

5.6 Methane

Anaerobic digesters are a common route to methane production. Typically, these systems do
not generate enough methane to run more than a small generator.87 Biomethane could be used
as a transportation fuel.

6 CLOSING REMARKS

Currently, none of the biofuels mentioned in this chapter significantly displace petroleum. Some
require subsidy, some are too expensive, and others are still under research and development.
Displacing petroleum will require parallel use of renewable energy and biofuels. Renewable
experts agree that there is no single silver bullet. In recent years, biofuels have gained momen-
tum and will continue to grow as long as the sun shines.
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1 INTRODUCTION

1.1 Radiation Measurement History

The Basra-born physicist Abu Ali al-Hasan ibn al-Hasan ibn al-Haytham was one of the first
scientists who made a systematic attempt at understanding the transmission of solar radiation
through terrestrial atmosphere. Al-Haythamwas born in the year 965 and in his treatise Balance
of Wisdom, he discusses the density of the atmosphere and the phenomenon of atmospheric
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refraction. He also attempted to measure the height of the atmosphere, which has now been
confirmed to be 99% accurate.1

The invention of the telescope by Galileo in the sixteenth century was probably when the
sun was investigated with any reported significance. Since then, first a great many discoveries
have been made and physical laws formulated and explained such as radiation electromagnetic
theory, color of sunlit sky, solar radiation absorption by water vapor, and the wave theory of
light.

The electrical compensation pyrheliometer invented by Knut Ångström in 1893 was
among the earliest radiation measurement instruments. This instrument is still used in many
countries as the standard for absolute radiant energy determination.2

The advancement of measurement instrument development started after World War
II when technology was furthered. The replacement of conventional resistance strips in
Ångström-type pyrheliometers with thermopile is one of the many examples. Furthermore,
the use of computerized data logging and data acquisition has replaced conventional manual,
time-consuming methods.

The World Meteorological Organization (WMO) has recommended a standard terminol-
ogy for various radiation fluxes and the classification of the associated instruments. The units
have been chosen on the basis of standard use and ease of physical interpretation. Some of the
relevant basic concepts are explained in the following sections.

1.2 Solid Angle

Refer to Fig. 1 where an elemental solid angle, d𝜔, is shown. The concept of solid angle can be
illustrated as a straight line through point 0moving in space and intersecting an arbitrary surface
located at some distance s from point 0. If the locus of the point of intersection forms a closed
path on the surface but does not intersect itself, then a unique area is defined on the surface.

r sin θ dϕ 

r sin θ

dω

r d θ

Figure 1 Illustration of solid angle and its interpretation in spherical coordinates.
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Assume the area is an elemental area, da, the surface normal of which makes an angle with the
direction to point 0.

For purpose of illustration, assume it is the surface of a sphere of radius r, as shown in
Fig. 1. For this case, the solid angle subtended at the center of the sphere by area dA on its surface
is d𝜔 = dA∕r2. For the special case of a unit sphere (r = 1), d𝜔 and dA have the same numerical
value if d𝜔 is expressed in steradians (sr) and dA and r are expressed in the same system of
units. Because the area of the surface of a sphere is 4𝜋r2, the total solid angle subtended at a
point by the entire surrounding sphere is 4𝜋r2∕r2 = 4𝜋 sr.

A hemispheric solid angle is 2𝜋 sr. As can be seen from Fig. 1, an elemental solid angle
is conveniently expressed in a spherical coordinate system as

d𝜔 = (r d𝜃)(r sin 𝜃 d𝜙)
r2

(1)

1.3 Intensity and Flux

Consider a line of radiation crossing the elemental area d𝜎 of Fig. 2 and confined to the elemen-
tal angle d𝜔, which is oriented at some angle 𝜃 to the normal of d𝜎. The energy dEv contained
in the frequency interval dv, which crosses d𝜎 in the time increment dt, is given by

dEv = Iv dv dt d𝜔 d𝜎 cos 𝜃 (2)

This relation defines the monochromatic specific intensity in the most general way as

Iv =
dEv

dvdtd𝜔d𝜎 cos 𝜃
(3)

Thus, the definition of specific intensity implies directionality. The term flux, however, is
flow of energy, and it may or may not have an implied direction. For instance, the monochro-
matic flux of energy across d𝜎 is given by the integration of the normal component of Iv, over
the entire spherical solid angle Ω. Thus,

Fv = dv dt d𝜎
∫Ω

Iv(𝜔) cos 𝜃 d𝜔 (4)

or, in terms of spherical coordinates,

Fv = dv dt d𝜎
∫

2𝜋

0 ∫

𝜋

0
Iv(𝜃, 𝜙) sin 𝜃 cos 𝜃 d𝜃𝜙 (5)

Terminology in Radiation Instruments
Considerable confusion in the terminology applied to various types of solar radiation
instruments has built up over the years. For instance, an instrument measuring the total

dω

dσ

Figure 2 Beam of radiation passing through an elemental area.
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hemispherical flux of solar radiation has been variously called pyrheliometer, pyranometer,
solarimeter, actinograph, and sunshine recorder.

To standardize terminology, the WMO, through its Commission for Instruments and
Method of Observation, has recommended the following classification of radiation instruments:

Pyrheliometer: An instrument for measuring “the intensity of direct solar radiation at normal
incidence.”

Pyranometer: An instrument for measuring “the solar radiation received from the whole hemi-
sphere. It is suitable for the measurement of the global or sky radiation.” A pyranometer for
measuring the radiation on a spherical surface is a “spherical pyranometer.”

Pyrgeometer: An instrument for measuring “the net atmospheric radiation on a horizontal
upward-facing black surface at ambient air temperature.”

Pyrradiometer: An instrument for measuring “both the solar and terrestrial radiation (total radi-
ation).”

Net Pyrradiometer: An instrument for measuring “the net flux downward and upward total
(solar, terrestrial, surface, and atmospheric) radiation through a horizontal surface.” A net
radiometer is sometimes termed a balance pyrradiometer or radiation balance meter.

1.4 Radiation Units

The principal units of radiation are given in Table 1.

1.5 Radiation Laws

1. Planck’s Law. Max Planck showed that the spectral density emitted by a blackbody at
temperature T is given by the Planck function to the following, the first being expressed on the
basis of frequency v and the second on the basis of wavelength 𝜆 of the radiation:

Bv(T) =
2hv3

c2(ehv∕kt − 1)
(6)

B𝜆(T) =
C1𝜆

−5

(ec2∕𝜆T − 1)
(7)

Table 1 Principal Units of Radiation

Quantities Units

Wavelength Micrometer (𝜇m) or Ångstrom (Å)
Frequency (𝜈) s−1

Wave number cm−1

Specific intensity: spectral W∕cm2∕sr∕cm
Specific intensity: total W∕cm2∕sr
Radian flux: spectral W∕cm2∕𝜇m
Radian flux: total W∕cm2
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where h = Planck’s constant = 6.6256 × 10−27erg s
k = Boltzmann’s constants = 1.3805 × 10−16 erg deg−1

c = speed of light in vacuo = 2.998 × 1010cm s−1

C1 = first radiation constant = 2hc2 = 3.74150 × 10−5erg cm2s−1

C2 = second radiation constant = hc/k = 1.43879 cm deg

2. Kirchhoff’s Law. Gustav Kirchhoff stated that for a medium in thermodynamic equi-
librium, the ratio between the mass emission coefficient and mass absorption coefficient has a
value, which is independent of the nature of the material and is dependent only on wavelength
of the radiation and temperature of the medium.

A note on the limits of applicability of Kirchhoff’s law to the terrestrial radiation field of the
atmosphere is appropriate. The law requires thermodynamic equilibrium, one characteristic
of which is that the radiation field be isotropic. Obviously, the radiation field for the atmo-
sphere as a whole is not isotropic. On the other hand, the field in the localized volume of the
troposphere or stratosphere is approximately isotropic, and it is in the context of this local
thermodynamic equilibrium that Kirchhoff’s law is applicable to the atmosphere. A second
characteristic of local thermodynamic equilibrium is that the populations of atomic and molec-
ular states be those of their equilibrium distribution. In such a case, the energy transitions are
controlled by molecular collisions and not by interaction of particles with the radiation field
itself. In the atmosphere, molecular collisions dominate the energy transitions at all altitudes
below 60–70 km, indicating that local thermodynamic equilibrium is a good approximation
through more than 90% of the mass of the atmosphere.

3. Stefan–Boltzmann Law. By integrating the monochromatic blackbody function of Eq. 7
over the entire wavelength range from 0 to∞, an expression for the total rate of energy emission
E by a unit area of blackbody surface in terms of its absolute temperature T may be derived as

E = σT4 (8)

where 𝜎 is the Stefan–Boltzmann constant, which is 5.6704 × 10−8W∕m2∕K4.

4. Wien Displacement Law. Wien’s displacement law is obtained by differentiating the
Planck functionwith respect to wavelength, setting the result equal to 0 and thereby determining
the value 𝜆max at which B𝜆(T) is a maximum. Hence,

𝜆maxT = const (9)

The value of the constant is 0.2897 cm deg if 𝜆 is in centimeters. Important dates related to
solar radiation measurement are provided in Table 2.

1.6 Thermal Detector

The mode of operation of a thermal detector starts when the radiant energy transfers into heat
energy, with consequent rise of temperature of some materials. They respond only to total
energy absorbed and are thus, at least theoretically, nonselective as to the spectral distribution
of the energy. Because of the limitation of the absorbing materials, this nonselective feature is
difficult to achieve completely in operation, but it is more closely achieved in thermal detectors
than in any other type. The main types of thermal detectors are calorimeters, thermocouples or
thermopiles, and bolometers.

1.7 Photo Detectors

The advantage of photo detectors is that the sensor is activated by discrete events of photons
striking the material and not by a change in temperature because of the absorption of radiation,
as in the thermal detectors. The advantage of sensing discrete events is that much faster
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Table 2 Highlights of Solar Radiation Instruments Development

Year Events

1825 Herschel’s pyrheliometer (actinometer) developed
1837 Invention of Poullet’s pyrheliometer
1840 Invention of first photographic sunshine recorder by Jordan
1879 Campbell–Stokes sunshine recorder started in use
1885 Invention of photographic sunshine recorder by Jordan
1885 Invention of new form polarimeter and of pole-star recorder by Pickering
1886 Invention of new type of radiometer by Ångstrom
1891 Concept of Maring–Marvin sunshine recorder by Maring
1893 Invention of electric compensation pyrheliometer by Ångstrom
1898 Invention of Callender pyranometer
1902 Secondary standard silver-disk pyrheliometer developed by Abbot
1905 Ångstrom electrical compensation pyrheliometer adopted as a WMO standard
1908 Invention of Michelson pyrheliometer
1910 Invention of Marvin pyrheliometer
1915 First bolometer constructed
1916 Pyranometer for measuring global radiation devised
1917 Ultrasensitive vacuum bolometer constructed
1919 Honeycomb (melikeron) pyranometer constructed
1922 Dorno’s pyrheliograph invented
1923 Invention of Kimball–Hobbs pyranometer (forerunner of first Eppley pryranometers)
1923 Invention of Moll thermopile
1924 Moll thermopile used by Gorczynski, later known as Kipp solarimeter
1927 Double water-flow pyrheliometer developed by Shulgin
1932 First standard design of Robitzsch pyranometer developed
1948 Menzel developed sensitive sky photometer
1953 Invention of sunshine switch by Foster and Foskett of U.S Weather Bureau
1957 International Pyrheliometric Scale (1956) put into effect; original Ångstrom scale increased

by 1.5% and (1913) Smithsonian scale decreased by 2.0%
1962 Adoption of the Campbell–Stokes sunshine recorder as an “Interim Reference Sunshine

Recorder” by the Commission on Instruments and Methods of Observation, WMO
1965 Introduction of Eppley precision pyranometer
1965 Development of automatic control of Ångstrom pyrheliometer by Marsh
1969 Introduction of Eppley black and white (star-type) pyranometer
1990 Wide-scale use of programmable data loggers for recording irradiance
2001 Invention of BF3 sensor by Delta-T of Cambridge, England. The instrument integrates

sunshine duration recorder with global and diffuse irradiance measurement

responses and higher sensitivities can be achieved than with thermal devices. There are three
principal types of photo detectors, namely, photovoltaic, photoconductive, and photoemissive
cells.

1.8 Classification of Pyrheliometer

The Commission for Instruments and Method of Observation of the WMO (1965) classified
pyrheliometers as standard, first, or second class, in accordance with the criteria given in
Table 3. On the basis of these criteria, the commercially available pyrheliometer are classified
as in Table 4.



2 Measurement Equipment 811

Table 3 Classification of Pyrheliometers by WMO

Standard First Class Second Class

Sensitivity (mW∕cm2) ±0.2 ±0.4 ±0.5
Stability (% change in year) ±0.2 ±1 ±2
Temperature (maximum error due to changes

of ambient temperature, %)
±0.2 ±1 ±2

Selectivity (maximum error due to departure
from assumed spectral response, %)

±1 ±1 ±2

Linearity (maximum error due to nonlinearity
not accounted for, %)

±0.5 ±1 ±2

Time constant (maximum) 25 s 25 s 1min

Table 4 Classification of Commercial Pyrheliometers

Class Type

First class Ångstrom electrical compensation pyrheliometer
Abbot silver-disk pyrheliometer

Second class Michelson bimetallic pyrheliometer
Linke–Feussner iron-clad pyrheliometer
New Eppley pyrheliometer (temperature compensated)
Yanishevsky thermoelectric pyrheliometer

Third class Moll-Gorczynski pyrheliometer
Old Eppley pyrheliometer

1.9 Working Standard

Working standard pyrheliometers of Ångstrom type (referenced to Davos) are maintained at
the regional and national centers designated by the WMO for the purpose of reproducing the
International Pyrheliometric Scale 1956 (IPS). To a limited extent, the Abbot silver-disk pyrhe-
liometer is still used at such centers. The secondary transfer instruments in current use are
the other Ångstrom pyrheliometer and instruments of Eppley, Linke–Feussner, and Michelson
types.

2 MEASUREMENT EQUIPMENT

According to the European Solar Radiation Atlas (ESRA), solar radiation measurements can be
broadly classified as ground-based measurements derived from geostationary satellites, which
measures the energy reflected by the system (earth/atmosphere) in different wavelength bands.3

2.1 Pyranometer

This instrument measures global solar radiation. Figure 3 shows the structure of the CM11
Kipp and Zonen pyranometer. The pyranometer has the spectral response of between 335
and 2200 nm. A thermal detector in the sensing element responds to the total power absorbed
from the solar radiation at any spectral distribution. The absorption of radiation on the black
disk generates heat, and the heat energy flows to the heat sink through a thermal resistance.
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Figure 3 Kipp and Zonen CMP11 pyranometer. Image courtesy of Kipp and Zonen.

The temperature difference across the thermal resistance of the disk is converted into a small
voltage, which can be detected by the logging system or computer. To avoid temperature fluc-
tuation and reduce thermal radiation losses to the atmosphere, the pyranometer is built with a
double-glass envelope. Furthermore, silica gel crystal is used to prevent moisture within the
pyranometer. Periodic cleaning of the glass dome is recommended as debris may collect over
time. The working principle of the pyranometer given here is as discussed by Muneer.5

Figure 4 Kipp and Zonen pyranometer with shading device. (From Ref. 6.)
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2.2 Pyranometer with Shading Device

This type of pyranometer measures the diffuse solar radiation. The shadow ring or disk shades
the sun’s direct beam from the pyranometer. Figure 4 shows a Kipp and Zonen CM11 pyra-
nometer with shadow ring. The shadow ring needs to be adjusted according to the sun’s declina-
tion angle. A more expensive approach has been designed to track the sun’s declination, where
the disk will move accordingly or synchronous with the sun’s movement. Hence, it produces a
more accurate estimation of diffuse radiation.

The WMO classified pyranometers according to features like stability, sensitivity, and so
on. Classifications of pyranometers are divided into three classes, that is, first, second, and
third class. The same features of classification apply to pyrheliometers where they are divided
only into two classes, first and second class as mentioned before. The WMO characteristics of
operational pyranometers are given in Table 5. Figure 5 shows the shade ring correction factors
for the measurement of diffuse sky radiation.

Table 5 WMO Characteristic of Operational Pyranometer

Characteristic High Qualitya High Qualityb High Qualityc

Response time (95% response) < 15 s < 30 s < 60 s
Zero offset: (a) Response to 200 W∕m2 net thermal

radiation (ventilated)
7 W∕m2 15 W∕m2 30 W∕m2

(b) Response to 5 K/h change in ambient temperature 2 W∕m2 4 W∕m2 8 W∕m2

Resolution (smallest detectable change) 1 W∕m2 5 W∕m2 10 W∕m2

Stability (change per year, percentage of full scale) 0.8 1.5 3
Directional response for beam radiation (the range of

errors caused by assuming that the normal
incidence responsivity is valid for all directions
when measuring, from any direction, a beam
radiation whose normal incidence irradiance is
1000 W∕m2)

10 W∕m2 20 W∕m2 30 W∕m2

Temperature response (percentage maximum error
due to any change of ambient temperature within
an interval of 50 K)

2 4 8

Nonlinearity (percentage deviation from the
responsivity at 500 W∕ m2 due to any change of
irradiance within the range 100–1000 W∕ m2)

0.5 1 3

Spectral sensitivity (percentage deviation of the
product of spectral absorptance and spectral
transmittance from the corresponding mean within
the range 0.3–3 𝜇m)

2 5 10

Tilt response (percentage deviation from the
responsivity at 0∘ tilt (horizontal) due to change in
tilt from 0∘ to 90∘at 1000 W∕m2 irradiance)

0.5 2 5

Achievable uncertainty, 95% confidence level:
Hourly totals 3% 8% 20%
Daily totals 2% 5% 10%
aNear state of the art, suitable for use as a working standard; maintainable only at stations with special facilities
and staff.
bAcceptable for network operations.
cSuitable for low-cost networks where moderate to low performance is acceptable.
Source: Adapted from Ref. 7.
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Figure 5 Shade ring correction factors for measured sky diffuse radiation.

2.3 Pyrheliometer

A pyrheliometer is used to measure beam (direct) radiation at normal incidence. Figure 6 shows
a DN5 pyrheliometer used in an automatic tracking system. The long barrel of the pyrhe-
liometer may be seen on the right in this picture. This equipment is equipped with a sun
tracking system to enable it to measure direct radiation as the sun moves. Inside the pyrhe-
liometer there is a collimator with an optimum aperture of 6∘, which can completely include
the sun’s disk. A multijunction thermopile, which converts the heat from the sun’s radiation
to an electrical signal, is used so that the data can be read and recorded by data logger. To
obtain the equivalent radiant energy flux (W∕m2) a calibration factor is applied. Other types
of pyrheliometer are shown in Fig. 7 and 8. Table 6 gives the characteristics of operational
pyrheliometers.

The direct equipment cost of a pyrheliometer is approximately six times that of a shaded
pryranometer.5 Because the measurement cost of direct normal radiation is high, a simple rela-
tionship relating horizontal of global (IG), diffuse (ID), and beam (IB) radiation may be used to
estimate the latter component. The relation can be given as

IG = ID + IB sin SOLALT (10)

where SOLALT is the solar altitude.
According to Perez et al.10 and Gueymard,11 the present state of solar radiation and day-

light model is such that they are approaching the accuracy limits set out by the measuring
equipment. Hence, modeling procedures are now used to cross-check the measurements.

2.4 Pyrgeometer

Pyrgeometer is used to measure long-wave radiation, which falls within the infrared radiation
spectrum (4.5–100 μm). It consists of a thermopile with a 200–100 𝜇m radiation band sensi-
tivity, a dome mirror with solar blind filter coating, which eliminates short-wave radiation, a
temperature sensor that measures the body temperature of the instrument, and a sun shield to
reduce heat from radiation. Figure 9 shows an EKO MS-202 pyrgeometer.
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Figure 6 Middleton Solar-DN5 pyrheliometer (in automatic solar tracking system). (From Ref. 8.)

Figure 7 Eppley normal incidence pyrheliometer. (From Ref. 9.)

2.5 Albedometer

The term “ground albedo” or simply “albedo” is often used interchangeably with “ground
reflectance.” On the other hand, as Monteith13 has pointed out, the term “albedo” or
“whiteness” refers to the reflection coefficient in the visible range of the spectrum, whereas
“reflectance” denotes the reflected fraction of short-wave energy. In this book, the term
“albedo” has been used synonymously with reflectance, applying to the total short-wave
energy.
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Figure 8 The EKO-instrument’s Sky scanner MS-321LR. (From Ref. 4.)

Figure 9 EKO M-S202 pyrgeometer. (From Ref. 12.)

The importance of knowing the albedo for the determination of radiation balance of macro-
and microclimates is well known. A good estimate of albedo of the surrounding terrain is a pre-
requisite for representative calculations related to the energy balance of vegetation, amount of
potential transpiration, energy interception of walls, windows, roofs, and solar energy collec-
tors. Therefore, the small- and large-scale variation of albedo is of interest. The variation in
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Table 6 WMO Characteristic of Operational Pyrheliometers

Characteristic High Qualitya High Qualityb

Response time (95% response) < 15 s < 30 s
Zero offset (response to 5 K/h change in ambient temperature) 2 W∕m2 4 W∕m2

Resolution (smallest detectable change) 0.5 1
Stability (change per year, percentage of full scale) 1 0.5
Temperature response (percentage maximum error due to

change of ambient temperature within an interval of 50 K)
1 2

Nonlinearity (percentage deviation from the responsivity at
500 W∕m2 due to any change of irradiance within the range
100–1000 W∕m2)

0.2 0.5

Spectral sensitivity (percentage deviation of the product of
spectral absorptance and spectral transmittance from the
corresponding mean within the range 0.3–3 𝜇m)

0.5 1

Tilt response (percentage deviation from the responsivity at 0∘
tilt (horizontal) due to change in tilt from 0∘ to 90∘at
1000 W∕m2 irradiance)

0.2 0.5

Achievable uncertainty, 95% confidence level (see above)
1min totals
Percent 0.9 1.8
kJ∕m2 0.56 1
1 h totals
Percent 0.7 1.5
kJ∕m2 21 54
Daily totals
Percent 0.5 1
kJ∕m2 200 400
aNear state of the art, suitable for use as a working standard; maintainable only at stations with special facilities and staff.
bAcceptable for network operations.
Source: Adapted from Ref. 7.

albedo is spatial and temporal owing to the changing landscapes of the Earth and due to the
seasonal presence of snow and to some extent moisture deposition.

As the name of the instrument suggest, it measures the reflected radiation as well as the
global radiation. Figure 10 shows an albedometer. Generally, albedometer is constructed with
two pyranometers. One is facing upward to measure incident global radiation and the other
facing downward to measure the ground-reflected radiation. Both pyranometers provide output
individually. Albedo can be calculated from the output data of the two pyranometers. To obtain
the albedo value, the following equation may be used:

Albedo = reflected radiation
global radiation

(11)

2.6 Sunshine Recorder

According to theWMO, the definition of sunshine duration is “sunshine duration during a given
period is defined as the sum of that sub-period for which the direct solar irradiance exceeds
120 W∕m2”15

In many countries, diurnal duration of bright sunshine is measured in numerous places. For
over a century, these data have beenmeasured using thewell-knownCampbell–Stokes sunshine
recorder which uses a solid glass spherical lens to burn a trace of the sun on a treated paper,
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Figure 10 Kipp and Zonen CMA 11 Albedometer. (From Ref. 14.)

the trace being produced whenever the beam irradiation is supposedly above the aforemen-
tioned critical level. Although the critical threshold varies loosely with the prevailing ambient
conditions, the sunshine recorder is an economic and robust device and hence used widely.

The limitations of the Campbell–Stokes sunshine recorder are well known and have been
discussed in Observers’ Handbook,17 Painter,18 and Rawlins.19 Some of the associated limita-
tions with this device are that the recorder does not register a burn on the card below a certain
level of incident radiation (about 150–300 W∕m2). On a clear day with a cloudless sky, the burn
does not start until 15–30min after sunrise and usually ceases about the same period before sun-
set. This period varies with the season. On the other hand, under periods of intermittent bright
sunshine the burn spreads. The diameter of the sun’s image formed by the spherical lens is only
about 0.7mm. However, a few seconds’ exposure to bright sunshine may produce a burnt width
of about 2mm. As such, intermittent sunshine may be indistinguishable from a longer period
of continuous sunshine. In the past, a more sophisticated photoelectric sunshine recorder called
the Foster sunshine switch20 has been used by the U.S. Weather Service. This device incorpo-
rates two photovoltaic cells, one shaded and the other exposed to solar beam. Incident beam
irradiation above a given threshold produces a differential output from the above two cells, the
diurnal duration of which determines the hours of bright sunshine.

Suehrcke21 has presented an elegant and simple relationship that enables estimation of
G from the monthly averaged daily bright sunshine fraction and clear sky clearness index,
Gclear∕E. Thus,

G

E
=
( n
N

) (
Gclear

E

)
(12)

where G and E are the monthly averaged daily terrestrial and extraterrestrial irradiation, Gclear
the monthly averaged daily terrestrial irradiation on a clear day, n the average daily hours of
bright sunshine, and N the day length.

Suehrcke has argued thatGclear∕E varies narrowly between 0.65 and 0.75. Given this small
range of variation, in the absence of specific site information, an average value of 0.7 may be
assumed for Gclear∕E, thus giving Eq. (12) the potential for worldwide application.

Driesse and Thevenard22 have evaluated the above claim. They have used measurements
from 700 sites, compiled by the World Radiation Data Center with over 70,000 sunshine and
radiation data. It may be noted that there is a considerable dispersion in the values of solar
radiation. This variation (root-mean-square errors, RMSEs) was found to be around 12%. The
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latter team has fitted the above data to find regressed values of globally applicable Ångström a
and b coefficients. These values are 0.2336 and 0.4987, respectively. Using the latter “universal”
coefficients the performance of Suehrcke and Ångström procedures for estimatingGwas found
to be on par.

3 EQUIPMENT ERROR AND UNCERTAINTY

With any measurement there exist errors, some of which are systematic and others inherent of
the equipment used. Angus23 has provided an account of the measurement errors associated
with solar irradiance and illuminance measurements. These are summarized herein. The most
common sources of error arise from the sensors and their construction. These are broken down
into the most general types of error as follows:

1. Cosine response

2. Azimuth response

3. Temperature response

4. Spectral selectivity

5. Stability

6. Nonlinearity

7. Thermal instability

8. Zero offset due to nocturnal radiative cooling

To be classed as a secondary standard instrument (such as the CM11) pyranometers have
to meet the specifications set out by WMO.

Of all the aforementioned errors, the cosine effect is the most apparent and widely rec-
ognized. This is the sensor’s response to the angle at which radiation strikes the sensing area.
The more acute the angle of the sun, that is, at sunrise and sunset, the greater the error is (at
altitude angles of sun below 6∘). Cosine error is typically dealt with through the exclusion of
the recorded data at sunrise and sunset times.

The azimuth error is a result of imperfections of the glass domes and in the case
of solarimeters the angular reflection properties of the black paint. This is an inherent
manufacturing error, which yields a similar percentage error as the cosine effect. Like the
azimuth error, the temperature response of the sensor is an individual fault for each cell.
The photometers are thermostatically controlled, and hence the percentage errors due to
fluctuations in the sensor’s temperature are reduced. However, the CM11 pyranometers have
a much less elaborate temperature control system. The pyranometers rely on the two glass
domes to prevent large temperature swings. Ventilation of the instrument is an additional
recommended option.

The spectral selectivity of the CM11 is dependent on the spectral absorptance of the black
paint and the spectral transmission of the glass. The overall effect contributes only a small
percentage error to the measurements. Each sensor possesses a high level of stability with the
deterioration of the cells resulting in approximately ±1% change in the full-scale measurement
per year. Finally, the nonlinearity of the sensors is a concern especially with photometers. It is
a function of illuminance or irradiance levels. It, however, tends to contribute only a small per-
centage error toward themeasured values. In addition to the above sources of equipment-related
errors, care must be taken to avoid operational errors such as incorrect sensor leveling and ori-
entation of the vertical sensors, as well as improper screening of the vertical sensors from
ground-reflected radiation.
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4 OPERATIONAL ERRORS

In Section 3, the likely errors resulting from equipment were introduced. Understanding and an
assessment of operational errors are also of equal importance, and these are addressed below:

1. Complete or partial shade-ring misalignment

2. Dust, snow, dew, water droplets, bird droppings, and so on

3. Incorrect sensor leveling

4. Shading caused by building structures

5. Electric fields in the vicinity of cables

6. Mechanical loading on cables

7. Orientation and/or improper screening of the vertical sensors from ground-reflected
radiation

8. Station shutdown

9. Improper application of diffuse shade-ring correction factor

10. Inaccurate programming of calibration constants

The sources of operation-related errors itemized above are self-explanatory. It is good prac-
tice to protect cables from strong electric fields such as elevator shafts. Another source of error
that may arise is from cables under mechanical load (piezoelectric effects). The piezoelectric
effect is the production of electrical polarization in a material by the application of mechanical
stress. Failure to protect cables from the above sources may produce “spikes” in the data, and
these are shown as unusually high values of irradiance. Figure 11 demonstrates the sources of
error categorized under items 1 and 2 discussed above. Such errors are best highlighted via cross
plotting the diffuse ratio (the ratio of horizontal sky diffuse and the total or global irradiance)
against clearness index (the ratio of horizontal global to extraterrestrial irradiance). Any serious

Figure 11 Demonstration of the sources of measurement errors.
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Figure 12 Demonstration of problems associated with mechanical loading on cables connecting data
logger to irradiance sensor. Note: 5min averaged data for Bahrain for December 12, 2001 (x axis: the time
of the day, y axis: irradiance, W∕m2).

departure of data from the normally expected envelope is thus identified. Figure 12 highlights
the error categorized under item 6.

5 DIFFUSE RADIATION DATA MEASUREMENT ERRORS

Historically, meteorological offices worldwide have used the shade-ring correction procedure,
which is based on the assumption of an isotropic sky. However, during the past 15 years, a num-
ber of alternate, more precise methods that are based on a realistic, anisotropic sky have been
established. The older, isotropic-sky-corrected diffuse irradiation records are slightly higher for
overcast conditions and lower by up to 10% for clear sky conditions. It is imperative that due
care is taken in using a precise and validated shade-ring correction procedure since any errors
in horizontal diffuse irradiance records will be multiplied by a large factor when horizontal
beam irradiance and subsequently the total slope energy computations are undertaken.

The diffuse irradiance can be calculated from measurements of global parameter and the
beam normal irradiance by using the following equation:

Itrued = Ig − In sin 𝛼 (13)

where Itrued is the diffuse horizontal irradiance, which is referred to hereafter as “true” diffuse,
Ig the global irradiance on a horizontal surface; In the beam normal irradiance, and 𝛼 the solar
altitude. Measurements of beam normal irradiance are made using a pyrheliometer.

Unfortunately, the collection of pyrheliometric data can be very expensive; the direct
equipment cost alone is almost six times the expense of alternate collection methods, for
example, prices quoted for Kipp and Zonen, premium-grade equipment (> ISO 9000 standard)
in February of 2003, were (US$) $18,909 for a pyrheliometric system and $3245 for a
pyranometer with a shadow band.24 The overall expense is most certainly directly related
to the equipment cost but has a significant indirect cost, which is linked to the high level of
daily maintenance required while using the system. An alternate and relatively inexpensive
approach is to use a pyranometer with an occulting device to block the beam direct component
from reaching the sensor. The most commonly used occulting devices are shadow bands or
shade rings. All shading devices are usually coated with a low albedo black paint to reduce
any reflected radiation from the shadow band. The shadow bands are aligned and fixed
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parallel to the Earth’s polar axis, matching the suns track in the sky. This method produces a
constant shadow on the pyranometer’s sensor, effectively blocking the beam direct irradiance
and theoretically leaving only the diffuse irradiation. Shadow-band use is economical and
effectively shades direct beam irradiation. Regrettably, shadow bands also shade a portion of
the sky and the corresponding slice of the diffuse irradiance that is obscured by the band itself.
This shading introduces errors that can markedly influence the accuracy of measurements.
Because of this error, a correction factor needs to be introduced to the diffuse irradiance
readings. The correction factor can be derived by accounting for the physical amount of sky
that is blocked by the band and the amount of diffuse irradiance that is representative of that
blocked portion. Various authors25–35 have proposed many models, isotropic and anisotropic
in nature, to correct the diffuse irradiance component when deploying a shadow band.

Historically, Drummond25 suggested a theoretical, isotropic model based on solar geo-
metric calculations for shadow-band correction. The model could be applied anywhere in the
world, but Drummond noted that as much as 7% additional correction was needed under a
cloudless sky to account for anisotropic conditions. The additional correction required for
overcast or cloudy skies was 3%. Stanhill26 found that additional corrections for anisotropic
conditions actually ranged between 14 and 30% to the isotropic correction. Other models have
been investigated using various parameters such as solar declination, clearness index, cloud
cover, and atmospheric turbidity.27 Dehne28 reported that attempts to use these models or dupli-
cate the results proved disappointing for sites other than the site that was used to develop the
models. LeBaron et al.29 suggested a model using four parameters covering both isotropic and
anisotropic conditions. More recently, Batlles et al.35 and Muneer and Zhang31 introduced cor-
rection models describing an improved methodology accounting for both the isotropic and
anisotropic correction contribution to “true” diffuse irradiance. The objective of this work
is to evaluate the overall performance of the shadow-band correction models proposed by
LeBaron et al.,29 Batlles et al.,35 andMuneer and Zhang,31 against the benchmark Drummond’s
model,25 using data collected in disparate locations to those where models were originally
developed.

5.1 Description of Models

All four of the diffuse shadow-band correction models considered herein25,29,31,35 are well
established and widely used by metrological offices worldwide. They have been adequately
described in sufficient detail in the previously cited references. For the sake of brevity, these
models are described in the following sections. Hereafter, we refer to each model by the name
of the first author.

1. Drummond25 Drummond’s model assumes an isotropic sky condition. The portion of
the horizontal irradiance intercepted for the shadow band X is calculated according to
the following equation:

X = 2b
𝜋r

cos3𝛿[
(

𝜋

180
𝜛0

)
sin𝜙 sin 𝛿 + cos𝜙 cos 𝛿 sin𝜛0 (14)

where r is the radius of the shadow band, b the width of the shadow band, 𝜛0 the sun-
set/sunrise hour angle, 𝜙 the latitude, and the 𝛿 declination. The Drummond correction
factor CD is then expressed as

CD = 1
1 − X

(15)

By using Drummond’s model, the corrected diffuse irradiance IdD may be obtained by
applying the following formula:

IdD = CDId (16)
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2. LeBaron et al.29: This model uses four parameters that take into account varying
(isotropic and anisotropic) sky conditions. Three of the parameters used within this
method are solar altitude and two dimensionless indices introduced by Perez et al.10

and Pollard and Langevine,27 termed, respectively, as the clearness of the sky, 𝜀, and
the brightness of the sky, Δ. The fourth parameter is Drummond’s correction factor CD
described earlier. Using these four parameters, LeBaron et al.29 Gueymard11 clustered
the data according to 256 categories. For each one of these categories, they determined
an appropriate value of the correct factor.

3. Batlles et al.3: Batlles et al.15 developed a piecewise multiple linear model using the
same four parameters used in LeBaron’s approach. The correction factor CB is then
expressed as an analytical function of CD, 𝛼, and Δ, which is parameterized against 𝜀.
The set of equations are

𝜀 ≤ 3.5CB = 1.178CD + 0.207 logΔ + 0.122e−1∕ sin 𝛼 (17a)

3.5 ≤ 𝜀 ≤ 8CB = 1.454CD + 0.665 logΔ + 0.4756e−1∕ sin 𝛼 (17b)

8 ≤ 𝜀 ≤ 11CB = 1.486CD + 0.495 logΔ (17c)

𝜀 > 11CB = 1.384CD + 0.363 logΔ (17d)

Measurements of diffuse irradiance are then corrected for isotropic and anisotropic con-
ditions using:

IdB = CBId (18)

4. Muneer and Zhang31: This model is based on the sky patch radiance distribution work
ofMoon and Spencer.28 The model incorporates both isotropic and anisotropic elements
by means of the following equation:

D =
(
𝜋Lz
6

)(
3 + 2b1
1 + b1

+
3 + 2b2
1 + b2

)
(19)

where D is the diffuse irradiance calculated in terms of the radiance indices and LZ.
Parameters b1 and b2 are the radiance distribution indices for the two sky quadrants
containing sun and opposed to sun, given as for k > 0.2,

b1 =
3.6 − 10.462kt
−0.4 + 6.974kt

(20)

b2 =
1.565 − 0.990kt
0.957 − 0.660kt

(21)

for k ≤ 0.2, b1 = b2 = 1.68. The correction factor CM may be calculated as follows:

I1 = cos ∅ cos 𝛿 sin𝜔0 + 𝜔0 sin ∅ sin 𝛿 (22)

I2 = 𝜔0 sin
2∅ sin 2𝛿 + 2 sin𝜔0 sin ∅ cos ∅ sin 𝛿 cos 𝛿

+ cos 2∅ cos2𝛿

(
𝜔0

2
+

sin 2𝜔0

4

)
(23)

F = 2b
r
Lz cos3𝛿

I1 + b1I2
1 + b1

(24)

CM = 1
1 − (F∕D)

(25)

Tables 7–9 give the statistical results of the models discussed above for different types of
sky condition. Figure 13 shows corrected diffuse irradiance versus true diffuse irradiance.
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Table 7 Statistical Results for All-Sky Conditions (Mean
Value of the True Diffuse Irradiance is 153.8 W/m2)

Correction Model R2 RSME(%) MBE (%)

Uncorrected 0.96 26.8 −20.9
Drummond 0.96 16.6 −10.2
LeBaron 0.96 15.8 −8.7
Batlles 0.96 13.6 −2.1
Muneer 0.96 12.9 −4.9

Table 8 Statistical Results for Cloudy to Part-Cloudy Sky
Conditions (Mean Value of the True Diffuse Irradiance is
207.4 W/m2)

Correction Model R2 RSME(%) MBE (%)

Uncorrected 0.97 23.5 −18.0
Drummond 0.96 12.4 −7.2
LeBaron 0.96 8.9 −3.1
Batlles 0.96 9.7 2.2
Muneer 0.96 9.0 −3.6

Table 9 Statistical Results for Cloudless Sky Condition
(Mean Value of the True Diffuse Irradiance is 124.1 W/m2)

Correction Model R2 RSME(%) MBE (%)

Uncorrected 0.89 29.4 −23.5
Drummond 0.89 20.5 −13.0
LeBaron 0.87 21.7 −13.9
Batlles 0.88 17.2 −6.0
Muneer 0.89 16.4 −6.1

The performance of the models considered are analyzed by the residual differences (cal-
culated as corrected diffuse irradiance minus true diffuse irradiance values) against clearness
index and solar altitude. Figures 14a, b and 15 a, b show the residuals expressed as percentage
of the mean value of true diffuse irradiance, respectively, for each interval of kt and solar alti-
tude. Uncorrected measurements of diffuse irradiance present estimates ranging from −5% for
low kt values to −20% for kt values around 0.8. Residuals from Drummond’s isotropic model
present almost no deviation for kt < 0.2, whereas an accentuated underestimation is noted for
kt > 0.6 with residuals lower than −8 to −10%. This result shows that under cloudy conditions,
diffuse irradiance can be considered isotropic, and thus, a correction factor accounting only for
isotropic conditions, such as the one proposed by Drummond, leads to fairly accurate correc-
tions. Under cloudless conditions, sky anisotropy plays a major role, and an isotropic correction
factor is not enough. It is interesting to note that residuals from LeBaron’s and Muneer’s model
present a similar profile, with the worst performers being the Drummond and Battles models.

Four models for correcting diffuse irradiance measurements using shadow band have been
analyzed. The Drummond model treats the sky as an isotropic entity, while the other three
newer models are of an anisotropic nature. As shown above, using an isotropic correction
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(a) (b)

(c) (d)

Figure 13 Shadow-band diffuse irradiance corrected using (a) Drummond’s, (b) LeBaron’s, (c) Batlles’s, and (d) Muneer’s
models against true diffuse irradiance.

factor leads to an overall underestimation of the actual diffuse irradiation of 4–11%. The use of
anisotropic correction schemes will considerably reduce the above underestimation depending
on the model that is chosen. The results showed that the improvement in accuracy is even fur-
ther improved under a cloudless sky and that the LeBaron and Muneer models were better in
performance than the Drummond and Batlles procedures. Finally, owing to the large errors it
generates, particularly in the higher clearness index range where the capture of solar energy is
most crucial, it is recommended that Drummond’s model is dropped as the de facto procedure
currently used by numerous meteorological organizations.

6 TYPES OF SENSORS AND THEIR ACCURACY

A survey of radiation instruments undertaken by Lof et al.36 showed that of the 219 sensors in
use across Europe, 65 were of the CM11-type pyranometers while 107 sensors were the sim-
pler and less expensive Robitzch actinographs with a bimetallic temperature element. The latter
instrument is also quite popular in the developing Asian (89 such sensors were reported to be
in use), African (20.16 sensors), and South American (20.47 sensors) countries where mainte-
nance is often the key factor. The lead author (Muneer) has in the past visited a solar radiation
measurement station in the middle of the Sahara desert and seen the Robitzch actinograph
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(a) (b)

kt kt

Figure 14 Residual differences against clearness index. (a) Bracknell, UK, and (b) Beer Sheva, Israel.

(a) (b)

Figure 15 Residual differences against solar altitude. (a) Bracknell, UK, and (b) Beer Sheva, Israel.
[c23f017.tif]

faithfully recording a regular trace of irradiation. The weekly changeover of the recording
chart makes this instrument an ideal choice for remote locations. Although not in use with the
North American meteorological network, it is known to be of use over there in biological and
agriculture-related work.2 Drummond37 estimates that accuracies of 2–3% are attainable for
daily summations of radiation for pyranometers of first-class classification. Individual hourly
summations even with carefully calibrated equipment maybe in excess of 5%. Coulson2 infers
that the errors associated with routine observations may be well in excess of 10%. Isolated
cases of poorly maintained equipment that are in the regular network may exhibit monthly
averaged errors of 10% or more. The Robitzch actinograph, even with all the modifications
to improve its accuracy, is suitable only for daily summations. At this interval, it provides an
accuracy of around 10%. However, not all designs of the latter sensor can claim even this level
of accuracy. These figures must be borne in mind when evaluating the accuracy of the relevant
computational models.
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7 MODERN DEVELOPMENTS

Delta-T Device of Cambridge, England, has produced a relatively new instrument that mea-
sures the horizontal global and diffuse irradiance as well as sunshine duration from a single,
stationary sensor. Unlike the Campbell–Stokes sunshine recorder, the Delta-T device neither
requires any cards or shade ring for the measurement of sky-diffuse irradiance. The BF3 model
enables simultaneous recording of the above mentioned three sets of data in a sensor that used
no moving parts and required no specific polar alignment or routine adjustment. The electronic
outputs are compatible with electronic data loggers and work at any latitude.

The device uses a system of photodiodes and a shading pattern such that wherever the sun
is in the sky at least one photodiode is always exposed to the full solar beam and at least another
diode is always completely shaded. All photodiodes receive an equal sampling of diffuse light
from the rest of the sky hemisphere. A special layout of seven photodiodes on a hexagonal grid,
covered by a hemispherical shading pattern, ensures the satisfaction of the above constraints.
A sketch of the shading pattern of BF3 is shown in Fig. 16, plotted in a 180∘ fisheye lens view.

The sensor has a digital output of sunshine presence. As pointed out above, bright sunshine
is defined by the WMO as the duration with irradiance greater than 120 W∕m2 in the direct
beam measured perpendicular to the beam. The microprocessor algorithm within the BF3 sen-
sor uses the measured global and diffuse irradiance to provide an estimate of sunshine duration.
An account of BF3’s performance, evaluated against Kipp and Zonen irradiance sensors and
Campbell–Stokes sunshine recorders, has been presented by Wood et al.39

Table 10 gives the results of regression analysis of the BF3 sensor with respect to the Kipp
CM11 using the following indicators:

1. Calibration error, the deviation of the slope of the line of best fit from unity (expressed
in percentage terms)

2. Coefficient of determination (R2)
3. Standard error, the root mean square deviation of the measured BF3 values from the line

of best fit

Figure 16 Hemispherical shading pattern for Delta-T BF3 irradiance sensor.
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Table 10 Statistical Summary of BF3 Hourly Average with Respect to
Kipp CM11 Readings, Feb 22–Jul 3, 2000

Calibration Error (%) R2 Standard Error (W∕m2)

Global 4.7 0.994 16.5
Diffuse 1.4 0.980 13.4

Table 11 Sunshine Hour Regressions

Regression Calibration Error (%) R2 Standard Error (h)

BF3 v WMO −0.2 0.993 0.23
CS1(JW) v WMO 1.3 0.902 0.86
CS1(SY) v WMO 7.5 0.893 0.91
CS2(SY) v WMO 6.3 0.893 0.90
CS1(JW) v CS1(SY) 6.1 0.980 0.38
CS1(SY) v CS2(SY) 1.1 0.999 0.09

These results show a good match between the global and diffuse outputs of the BF3, and
those measured using the Kipps and shade ring.

For evaluation against Campbell–Stokes recorders, two recorders were placed adjacent to
each other, namely, CS1 and CS2. These are compared to each other and also to the WMO
reference, for the days when all the data are available. Cards from the CS1 were independently
analyzed by two different people, giving results CS1 (SY) and CS1 (JW). Table 11 gives a
summary of these different regressions. Figure 17 shows the BF3 andCS1 values plotted against
the WMO reference.

Figure 17 BF3 and Campbell–Stokes recorders compared to WMO reference. Note: BF3 = Delta -T
BF3 irradiance sensor, CS1 (JW) = Campbell–Stokes recorder 1, CS1 (SY) = Campbell–Stokes recorder
2. Names of observers: John Wood (JW) and Serge Younes (SY).
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These results show that the Campbell–Stokes recorder is a relatively poor performer when
judge against the WMO sunshine definition. It shows a typical error of nearly an hour, some
four times greater than the BF3. Although the two adjacent C–S recorders gave fairly con-
sistent results when interpreted by the same person, the two independent operators gave very
different interpretations of the same set of record cards, despite working from the same set
of guidelines. The variability in interpretation was nearly half as much as the total error rela-
tive to the WMO standard, though neither operator was in fact consistently more accurate than
the other.

8 DATA QUALITY ASSESSMENT

Data quality assessment is a process or a procedure to avoid spurious data to be included in the
data set. Gueymard and Kembezidis40 pointed out that even though a data set has passed the
quality assessment process or procedure, the data must be examined for its uncertainty that has
been transferred from a measuring sensor to the actual measurement. Here, in this section, a
summary of a few assessment methods will be discussed.

8.1 U. S. National Renewable Energy Laboratory (NREL), 1993

The U.S. NREL41 developed a quality assessment procedure named SERI QC. This procedure
will assess the three radiation data elements, namely, global horizontal, diffuse horizontal, and
direct normal. Summary of the key features are discussed as follows:

• At the beginning, SERI QCwill perform one-element test by defining a range of accept-
able values for Kt,Kd, or Kn between minimum and maximum, which depends on the
element that is being tested, based on air mass regimes and month of the year.

• If the zenith angle is less than or equal to 80∘ and all three elements are present, then
SERI QCwill perform a three-element test. A range of acceptable values will be defined
so that the equation Kt = Kd + Kn is satisfied within the arbitrary error limit of ±0.03,
which accounts for the measurement uncertainties.

• If the data pass the three-element test or two elements pass the one-element test, SERI
QC will perform a two-element test by defining a range of acceptable values within the
boundaries empirically to determine three different air mass regimes for each month
using data collected from the site.

• Flags are assigned to the data after the test. The flagging system of SERI QC permits the
assignment of uncertainties that depend on the nature of the test performed (one, two,
or three elements) and the distance by which the data points exceed the expected limit.

The values of Kt,Kd,Kn can be defined as follows:

Kt = clearness index or global horizontal transmittance or global horizontal
radiation/extraterrestrial horizontal radiation,

Kd = diffuse horizontal transmittance or diffuse horizontal radiation/extraterrestrial
horizontal radiation,

Kn = direct normal transmittance or direct normal radiation/extraterrestrial direct normal
radiation.

For more in-depth information regarding the procedure, readers are referred to the follow-
ing website: http://rredc.nrel.gov/solar/pubs/seri_qc/.

http://rredc.nrel.gov/solar/pubs/seri_qc
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8.2 Commision Internationale de l’Éclairage (CIE) Automatic Quality
Control

A brief summary of the five tests in CIE42 quality control for radiation and illuminance is
presented below:

1. A rough boundary limits for global and diffuse irradiance and direct irradiance is set to
be less than the extraterrestrial irradiance.

2. To ensure consistency, it utilizes the redundancy among three solar radiation com-
ponents or the diffuse component to be less than the global component plus a 10%
allowance for shade ring correction where beam component is not measured.

3. Each aspect of the global irradiance and illuminance is tested, that is, north, east, south,
and west.

4. Intercomparison test is done between irradiance and illuminance.

5. Tests to compare the zenith luminance with either diffuse irradiance or illuminance were
also included.

Bear in mind that CIE noted that automatic testing should not be performed when global
irradiance is below 20W/m2 and solar elevation is less than 4∘.

8.3 Page Model

The Page model is based on the work undertaken for the production of the European Solar
Radiation Atlas (ESRA) and the Charted Institution of Building Services Engineers (CIBSE)
Guide on weather and solar data.43,44 Page sets out the following steps to control all daily totals
of solar radiation data:

• Values for global solar radiation have to be less than the extraterrestrial radiation, and
sunshine values have to be less than or equal to corresponding astronomical values.

• Solar radiation values have to lie within the range of the expected clear sky extreme
values by considering the influence of the atmospheric layer.

• Basic relationship between different radiation components should be fulfilled.
• Values of solar radiation parameters have to be in a specific range compared to nearby
station’s value with allowance for spatial variability.

• The variation of relative terms (G/E) of the Ångström regression should lie within a
defined range.

Note that further details and software for the Page model are provided by Muneer5

8.4 Muneer and Fairooz Quality Control Procedure

This quality control procedure45 consists of four levels of tests, which emphasize the global and
diffuse radiation. The procedure was developed based on CIE recommendations for first-level
test and Page irradiance model for fourth-level test. Those levels of tests are summarized as
follows:

1. Adopted from CIE quality control:

0 < G < 1.2En

0 < D < 0.8En

where En is the normal incidence extraterrestrial irradiance.
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2. Consistency test that compares diffuse and global irradiation and global and horizontal
extraterrestrial irradiation.

3. Test based on an expected diffuse ratio clearness index envelope. This check is to make
sure that the diffuse irradiation data conforms to the limit set out by the envelope of
acceptance.

4. Check on the quality of diffuse irradiance is performed by comparing its value with the
diffuse irradiance under two extreme conditions as define by Page.

A further test is carried out on the diffuse and global irradiance by investigating the Linke
turbidity values. For example, when the Linke turbidity value is less than 2.5 or greater than
12, a close inspection of the corresponding data is required.

Refer to the graphical procedure as mentioned in third-level tests above. Younes et al.46

proposed a new standard deviation procedure to produce an envelope of acceptance. This proce-
dure basically categorizes diffuse ratio clearness index in the band of kt. For any given band of
kt, outliers are identified as data points lying outside the envelope, which is defined by k ± 2𝜎k
boundaries. For more in-depth discussion, readers are referred to Ref.46.

9 STATISTICAL EVALUATION OF MODELS

As pointed out in Section 1, the accuracy of mathematical models for estimating solar radiation
is approaching the measurement accuracy of instruments. A number of routines, therefore, now
use mathematical models for assessing the quality of measured data. Thus, in this section, an
account of cross-checking the two set of procedures, that is, relationship or trend between the
two sets of quantities, that is, models and measured data, is presented.

Checking on the adequacy of themathematical model describing any physical process such
as a given solar radiation model is important not only in the final stages of the work program
but more particularly in the initial phase. An examination of residuals is recommended. The
procedure is to produce a graph of the residuals d (the difference between observed Yo and
calculated Yc values of the dependent variable) plotted against the independent variable X or
the observed value Yo.

If the residuals fall in a horizontal band as shown in Fig. 18a, the model may be judged
as adequate. If the band widens as X or Yo increases, displayed in Fig. 18b, it indicates a lack
of constant variance of the residuals. The corrective measure in this case is a transformation of
the Y variable. A plot of the residuals such as Fig. 18c indicates the absence of an independent
variable in the model under examination. If, however, a plot such as Fig. 18d is obtained, a
linear or quadratic term would have to be added.

Often correlation between two quantities is also to be examined. In solar energy litera-
ture, it has become a common practice to refer to regression models as “correlation equations.”
Strictly speaking, this is wrong usage of statistician’s language. Correlation is the degree of
relationship between variables, and one seeks to determine how well a linear or other model
describes the relationship. On the other hand, regression is a technique of fitting linear or non-
linear models between a dependent and a set of independent variables. Thus, fitting an equation
of the form:

Y = a0 + a1X (26)

for n pairs of (X,Y) is an example of linear regression. On the other hand, fitting

Y = a0 exp(a1X) + b0 sin(b1X) (27)

is an example of a nonlinear model. A number of low-priced software packages are available
that adequately cover the requirements of fitting linear and nonlinear models. Popular spread-
sheet packages such as Lotus 1-2-3 (a product of Lotus Corporation) and Excel (a product
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Figure 18 Plot of residuals for evaluating the adequacy of the model: (a) adequacy, (b) Yo needs transfor-
mation, (c) missing linear independent variable, and (d) missing linear or quadratic independent variable.

of Microsoft Corporation) as well as more specialist statistical packages such as SOLO and
BMDP (products of BMDP Statistical Software Inc., California) are a few examples. For han-
dling very large data arrays, one has to resort to FORTRAN and C environments. The text
Numerical Recipes by Press et al.,47 with its companion electronic suite of programs, offers
solutions at this end. All of the above packages use robust and efficient routines, which obvi-
ate any particular need for developing optimization programs from scratch. In the following
paragraphs, a brief discussion on the statistical examination of models is provided.

9.1 Slope of the Best-Fit Line, s

The slope of the best-fit line, given by Eq. (28), between the computed and measured variable
is desired to be as close as possible to unity. Slope values exceeding 1 indicate overestimation,
while slope values under 1 indicate underestimation of the computed variable,

s =
Σ(Ym − Ym)(Yc − Yc)

Σ(Ym − Ym)2

Note that Yc is the calculated value of the dependent variable, Ym the measured or observed
value, and Ym the mean value of the measured variable.

9.2 Coefficient of Determination, r2

The coefficient of determination (r2) is the ratio of explained variation to the total variation; r2
lies between zero and one,

r2 =
⎡
⎢
⎢
⎢⎣

Σ
(
Ym − Ym

)
(Yc − Yc)

√
Σ(Ym − Ym)2Σ(Yc − Yc)2

⎤
⎥
⎥
⎥⎦

2

(29)

A high value of r2, thus indicating a lower unexplained variation, is desirable; r2 is often
used to judge the adequacy of a regression model, but it should not be the sole criterion for
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choosing a particular model. In the present context, r2 provides an indication of the order of
scatter between Yc and Ym. Further information may be obtained in Montgomery and Peck48

and Draper and Smith49.

9.3 Coefficient of Correlation, r

The square root of the coefficient of determination is defined as the coefficient of correlation r.
It is a measure of the relationship between the variables based on a scale ranging between +1
and −1. Whether r is positive or negative depends on the interrelationship between x and y, that
is, whether they are directly proportional (y increases and x increases) or vice versa. Once r has
been estimated for any fitted model, its numerical value may be interpreted as follows. Let us
assume that for a given regression model r = 0.9. This means r2 = 0.81. It may be concluded
that 81% of the variation in Y has been explained (removed) by the model under discussion,
leaving 19% to be explained by other factors.

9.4 Student’s t Distribution

Often the modeler is faced with the question as to what quantitative measure is to be used to
evaluate the value of r2 obtained for any given model.50 Clearly, r2 would depend on the size of
the data population. For example, a lower value of r2 obtained for a model fitted against a large
database may or may not be better than another model that used a smaller population. In such
situations, the Student’s t test may be used for comparing the above two models. The following
example demonstrates the use of this test of significance for r2.

Example 1. For a given location, a regression model between average clearness index (KT )
and monthly averaged sunshine fraction (n/N) gives r2 = 0.64 for 12 pairs of data points. Using
Student’s t test investigates the significance of r.

The test statistic t = (n − 2)0.5[r∕
√
1 − r2], where n is the number of data points and

(n − 2) is the degrees of freedom (df).
Thus,

Test statistic t = (12 − 2)0.5[0.8∕
√
(1 − 0.64)] = 4.216

In this example there are 10∘ df. Thus from Table 12, the value of r = 0.8 is significant
at 99.8% but not at 99.9% (note that for df = 10 and t = 4.216 lies between 4.144 and 4.587,
corresponding to columns for 0.998 and 0.999, respectively). In laymans terms, this means that
using the above regression model, KT may be estimated with a 99.8% confidence.

9.5 Root-Mean-Squared Error

The root mean squared error (RMSE) gives a value of the level of scatter that the model pro-
duces. This is an important statistical test as it highlights the readability and repeatability of the
model. It provides a term-by-term comparison of the actual deviation between the predicted
and the measured values. Because it is a measure of the absolute deviation, RMSE is always
positive. A lower absolute value of RMSE indicates a better model. Mathematically, it is given
by the following equation:

RMSE =

√√√√Σ

[(
Yc − Ym

)2

n

]
(30)

9.6 Mean Bias Error

The mean bias error (MBE) provides an indication of the trend of the model, whether it has a
tendency to underpredict or overpredict the modeled values. MBE can be expressed either as
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Table 12 Percentile Values for Student’s t Distribution

df P = 0.95 0.98 0.99 0.998 0.999

1 12.706 31.821 63.657 318.310 636.620
2 4.303 6.965 9.925 22.327 31.598
3 3.182 4.541 5.841 10.214 12.924
4 2.776 3.747 4.604 7.173 8.610
5 2.571 3.365 4.032 5.893 6.869
6 2.447 3.143 3.707 5.208 5.959
7 2.365 2.998 3.499 4.785 5.408
8 2.306 2.896 3.355 4.501 5.041
9 2.262 2.821 3.250 4.297 4.781
10 2.228 2.764 3.169 4.144 4.587
15 2.131 2.602 2.947 3.733 4.073
20 2.086 2.528 2.845 3.552 3.850
25 2.060 2.485 2.787 3.450 3.725
30 2.042 2.457 2.750 3.385 3.646
40 2.021 2.423 2.704 3.307 3.551
60 2.000 2.390 2.660 3.232 3.460
120 1.980 2.358 2.617 3.160 3.373
200 1.972 2.345 2.601 3.131 3.340
500 1.965 2.334 2.586 3.107 3.310
1000 1.962 2.330 2.581 3.098 3.300
∞ 1.960 2.326 2.576 3.090 3.291

Source: From Ref. 9.

a percentage or as an absolute value. Nevertheless, within a data set, an overestimation of one
observation can cancel an underestimation of another. An MBE nearest to zero is desired. It is
given by the following equation:

MBE =
Σ(Yc − Ym)

n
(31)

9.7 Mean of Absolute Deviations

Another metric that is often used in such analysis is the mean of absolute deviations (MAD)
and is given by

MAD =
Σ|(Yc − Ym)|

n
(32)

UnlikeMBE, theMADmetric provides an insight into the scatter between Yc and Ym. Note
that the MAD is similar to RMSE and provides a measure of absolute deviations.

9.8 Nondimensional MBE, MAD, and RMSE

The above formulas provideMBE,MAD, and RMSE, which have the same physical units as the
dependent variable, Y. In some instances, nondimensional MBE (NDMBE), MAD (NDMAD),
and RMSE (NDRMSE) are required. These are obtained as follows:

NDMBE =
Σ
[ (Yc−Yc)

Ym

]

n
(33)

NDMAD =
Σ|

[ (Yc−Yc)
Ym

]

n
(34)
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NDRMSE =

√√√√√Σ
[ (Yc−Yc)

Ym

]2

n
(35)

9.9 Figure of Merit, 𝚿
One of the important steps in the evaluation of different functions is the interpretation of dif-
ferent statistical parameters, namely, slope, r2, MBE, MAD, and RMSE. Often when two or
more models are intercompared for their relative strengths and weaknesses, there may be a tie
between the above-mentioned metrics. For example, a model may have a lower MBE but a
higher RMSE. Therefore, an overall accuracy score is highly desirable to facilitate a discrete
comparison between different models. In this chapter, a novel statistical tool combines the five
metrics mentioned above to produce an overall score. With the view to demonstrate this point,
Fig. 19a shows a slope that has a large deviation from the ideally sought value of 1 but a high
value of r2, whereas in Fig. 19b the slope is very close to the ideal value, but a low value of r2

is realized due to large data scatter. Therefore, the case in Fig. 19b would be preferable over
the case in Fig. 19a. Similarly, Fig. 19c presents a smaller but systematic trend of deviation,
notice the negative deviations in the middle range, with positive outcomes at the lower and
higher ends. In the case of Fig. 19d, an almost equal spread of positive and negative but larger
deviations is noticed. Although the case in Fig. 19d would provide a much higher value of
MBE, the case in Fig. 19d would, however, be preferable over the case in Fig. 19c. Overall, it
can be concluded that the slope parameter provides a much more important indication of the
validity of any given model. The r2 of the line fitted between computed and observed data,
MBE, MAD, and RMSE for the given model’s deviation provide second-order information as
higher values of r2 or lower values of MBE, MAD, and RMSE do not warrant a better model.
Ideally, the latter four parameters ought to be examined in conjunction with the value of slope.
The following overall accuracy score is proposed with varying weighing factors of 3, 1, 1, 1,
and 1 for s, r, RMSE, MBE, and MAD, respectively,

Ψ = 3[s] + [r] +
[
1 − RMSE

RMSEmax

]
+
[
1 − |MBE|

|MBE|max

]
+
[
1 − MAD

MADmax

]
(36)

Note that s and r are dimensionless, unlike RMSE, MBE, and MAD, and, therefore, the
latter three are, respectively, divided by the values of RMSEmax, |MBE|max, and MADmax.Ψ is
a convenient figure of merit, by means of which it is possible to compare the performance of
any suite of models. Therefore, for a perfect fit, the overall accuracy score Ψ will be 7.

10 OUTLIER ANALYSIS

Often in solar radiation studies, we encounter data that lie unusually far removed from the bulk
of the data population. Such data are called “outliers.” One definition of an outlier is that it
lies three or four standard deviations or more from the mean of the data population. The out-
lier indicates peculiarity and suggests that the datum is not typical of the rest of the data. As a
rule, an outlier should be subjected to particularly careful examination to see whether any log-
ical explanation may be provided for its peculiar behavior. Automatic rejection of outliers is
not always very wise. Sometimes, an outlier may provide information that arises from unusual
conditions. Outliers may, however, be rejected if the associated errors may be traced to erro-
neous observations due to any one or a combination of factors described in previous sections
of statistical analysis.

Statistically, a “near outlier” is an observation that lies outside 1.5 times the interquartile
range. The interquartile is the interval from the first quartile to the third quartile.
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Figure 19 Basic concepts for the statistical parameters used. (a) Slope has a large deviation but with a
reduced data scatter about the fitted line. (b) Slope is very close to ideal value but with an enhanced data
scatter. (c) Smaller but a systematic trend of deviations. (d) An almost equal spread of positive and negative
but larger deviations.

The near outlier limits are mathematically defined by:

Lower outlier limit: 1st quartile − 1.5 (3rd quartile − 1st quartile) (37)

Upper outlier limit: 3rd quartile + 1.5 (3rd quartile − 1st quartile) (38)

Likewise, far outliers are defined as the data whose limits are defined below:

Lower limit: 1st quartile − 3 (3rd quartile − 1st quartile) (39)

Upper limit: 3rd quartile + 3 (3rd quartile − 1st quartile) (40)

A high number of outliers in a given data set signify that the observations have a high
degree of variability or a large set of suspect data indicating poor station operation. For a more
rigorous discussion on outlier analysis, readers are referred to the reference made to Draper
and Smith49 and Montgomery and Peck.48
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1 INTRODUCTION

Geothermal energy is heat from Earth’s interior. Nearly all of geothermal energy refers to heat
derived from Earth’s molten core. Some of what is often referred to as geothermal heat derives
from solar heating of the surface of Earth, although it amounts to a very small fraction of the
energy derived from Earth’s core. For centuries, geothermal energy was only apparent through
anomalies in Earth’s crust that permit the heat from Earth’s molten core to venture close to the
surface. Volcanoes, geysers, fumaroles, and hot springs are the most visible surface manifesta-
tions of these anomalies.

Earth’s core temperature is estimated by most geologists to be around 5000–7000∘C. For
reference, that is nearly as hot as the surface of the sun (although substantially cooler than the
sun’s interior). And while Earth’s core is cooling, it is doing so very slowly in a geologic sense,
since the thermal conductivity of rock is very low and, further, the heat being radiated from
Earth is being substantially offset by radioactive decay and solar radiation. Some scientists
estimate that over the past three billion years, Earth may have cooled several hundred degrees.

∗ Peter D. Blair, Ph.D. is Executive Director of the Division on Engineering and Physical Sciences of the
National Academy of Sciences (NAS) in Washington, DC. The views expressed in the chapter, however,
are his own and not necessarily those of the NAS.

839
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Table 1 Worldwide Geothermal Power Generation, 2010

Country
Installed
Capacity (MW)

United States 3,086
Philippines 1,904
Indonesia 1,197
Mexico 958
Italy 843
New Zealand 628
Iceland 575
Japan 536
El Salvador 204
Kenya 167
Costa Rica 166
Nicaragua 88
Russia 82
Turkey 82
Papua New Guinea 56
Guatemala 52
Portugal 29
China 24
France 16
Ethiopia 7.3
Germany 6.6
Austria 1.4
Australia 1.1
Thailand 0.3
Total 10,710

Source: From Ref. 1.

Geothermal energy has been used for centuries, where it is accessible, for aquaculture,
greenhouses, industrial process heat, and space heating. It was first used for production of
electricity in 1904 in Lardarello, Tuscany, Italy, with the first commercial geothermal power
plant (250 kWe) developed there in 1913. Since then geothermal energy has been used for
electric power production all over the world, but most significantly in the United States, the
Philippines, Mexico, Italy, Japan, Indonesia, and New Zealand. Table 1 lists the current levels
of geothermal electric power generation installed worldwide.

2 GEOTHERMAL RESOURCES

Geothermal resources are traditionally divided into the following three basic categories or types
that are defined and described later in more detail:

1. Hydrothermal convection systems, which include thermal aquifers that are so-called
vapor-dominated or liquid-dominated systems.

2. Hot igneous resources, which include hot dry rock and geologic magna systems.

3. Conduction-dominated resources, which include geopressured and radiogenic
resources.

These basic resource types are distinguished by basic geologic characteristics and the
manner in which heat is transferred to Earth’s surface, as noted in Table 2. At present only
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Table 2 Geothermal Resource Classification

Resource Type
Temperature
Characteristics

Hydrothermal convection resources (heat carried upward from
depth by convection of water or steam)

a. Vapor dominated ∼240∘C
b. Liquid (hot-water) dominated

1. High temperature 150–350∘C
2. Intermediate temperature 90–150∘C
3. Low temperature <90∘C

Hot igneous resources (rock intruded in molten
form from depth)

a. Molten material present—magma systems >659∘C
b. No molten material—hot dry-rock systems 90–650∘C
Conduction-dominated resources (heat carried upward by

conduction through rock)
a. Radiogenic (heat generated by radioactive decay) 30–150∘C
b. Sedimentary basins (hot fluid in sedimenary rock) 30–150∘C
c. Geopressured (hot fluid under high pressure) 150–200∘C

hydrothermal resources are exploited commercially, but research and development activities
around the world are developing the potential of the other categories, especially hot dry rock.
Estimates of the world potential vary considerably, but one 1998 analysis (Ref. 2) estimates
the world geothermal energy resource base as 130 billion barrels of oil equivalent (bboe) for
thermal aquifers, 410,000 bboe for geopressured resources (recoverable oil plus hydrothermal
potential), 2.4 million bboe for magma systems, and 79 million bboe for other crustal heat
(excluding thermal aquifers, geopressured resources, and magma systems).

The following discussion includes a description of and focuses on the general characteri-
zation of the features and location of each of these resource categories in the United States.

2.1 U.S. Geothermal Resource Base

In 2008 the U.S. Geological Survey (USGS) compiled its first assessment of geothermal
resources in the United States in over 30 years,3 following earlier assessments in 1975,4 which
was updated in 1978.5 All of these assessments characterize a “geothermal resource base” for
the United States based on geologic estimates of all stored heat in Earth above 15∘C within six
miles of the surface. The defined base does not address the practical “recoverability” of the
resource but provides to first order a sense of the scale, scope, and location of the geothermal
resource base in the United States.

The U.S. geothermal resource base, as most recently defined by USGS, includes 241
identified geothermal systems located on private or accessible public lands classified as
either moderate-temperature (90–150∘C) or high-temperature (greater than 150∘C) resources
that are suitable as a source for electric power production. These systems span the states
of Alaska, Arizona, California, Colorado, Hawaii, Idaho, Montana, Nevada, New Mexico,
Oregon, Utah, Washington, and Wyoming. This inventory excludes systems located on closed
public lands, such as national parks, or lower grade resources less suitable for electric power
generation but possibly applicable for direct uses (space heating, greenhouses, etc.). These
lower grade resources essentially blanket the entire geography of the nation, although once
again ignoring the issues of practical recoverability. However, in this latest USGS inventory,
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seven low-temperature (less than 90∘C) systems in Alaska are included for which local
circumstances suggest electric power generation may be feasible with technologies currently
being developed. Finally, the latest inventory also includes provisional estimates of the power
generation potential of a number of unconventional resource locations in Arizona, California,
Colorado, Idaho, Montana, Nevada, New Mexico, Oregon, Utah, Washington, and Wyoming
that are potentially suitable for so-called Enhanced Geothermal Systems (EGS) technology
discussed later in this chapter.

Since the 1970s, many of the resource areas identified by USGS have been explored exten-
sively and some developed commercially for electric power production, discussed in more
detail by Blair et al.6 Virtually all the geothermal resources developed in the United States for
electric power generation are hydrothermal resources where a water aquifer is colocated with
a geothermal heat source. These production facilities comprise a power production capacity of
approximately 2500 megawatts electric (mWe) from geothermal power plants in five western
states: Alaska, California, Hawaii, Idaho, Nevada, and Utah. In 2005, electricity generated from
these plants accounted for a quarter of all non-hydroelectric renewable electric power genera-
tion in the United States. The most recent USGS estimate is that the power generation potential
for known geothermal resources is over 9000 mWe.

2.2 Hydrothermal Resources

Hydrothermal convection systems are formed when underground reservoirs carry Earth’s heat
toward the surface by convective circulation of steam in the case of so-called vapor-dominated
resources or water in the case of liquid-dominated resources. Vapor-dominated resources are
extremely rare on Earth. Three are located in the United States: The Geysers andMount Lassen
in California and theMudVolcano system in Yellowstone National Park.∗ All remaining known
geothermal resources in the United States are liquid-dominated resources. Figure 1 shows
major known geothermal resources in the continental United States; there are substantial known
geothermal resources in Alaska and Hawaii as well.

2.3 Vapor-Dominated Resources

In vapor-dominated hydrothermal systems, deep subsurface water boils to produce water
vapor, which is also often superheated by hot surrounding rock. Many geologists speculate
that as the vapor moves toward the surface, a level of cooler near-surface rock induces
condensation, which along with the cooler groundwater from the margins of the reservoir
serves to recharge the reservoir. Since fluid convection takes place constantly, the temperature
in the vapor-filled area of the reservoir is relatively uniform and a well drilled into this
region will yield high-quality† superheated steam, which can be circulated directly in a steam
turbine–generator to produce electricity.

The most commercially developed geothermal resource in the world today in known
as The Geysers in northern California, which is a very high-quality, vapor-dominated
hydrothermal convection system. At The Geysers steam is delivered from the reservoir from
a depth of 5000-10,000 ft and piped directly to turbine–generators to produce electricity.

∗ Other known vapor-dominated resources are located at Larderello and Monte Amiata, Italy, and at Mat-
sukawa, Japan.
† High-quality steam is often referred to as dry steam since it contains no entrained liquid water spray. Most
steam boilers are designed to produce high-quality steam. Steam with entrained liquid has significantly
lower heat content than dry steam. Superheated steam is steam generated at a higher temperature than its
equivalent pressure, created either by further heating of the steam (known as superheating), usually in a
separate device or section of a boiler known as a superheater, or, alternatively, by dropping the pressure of
the steam abruptly, which allows the steam to drop to a lower pressure before the extra heat can dissipate.
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Figure 1 U.S. known geothermal resource location. Based on USGS resource assessment and spatial modeling, the black dots
on this map identify known geothermal systems in the western contiguous United States. Source: From Ref. 3.
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Power production at The Geysers began in 1960 growing to a peak generating capacity in 1987
of over 2000 MWe, but since then has declined to around 1000 MWe, but still accounting for
over half of the total U.S. geothermal electric generating capacity (see Refs. 7 and 8).

Commercially produced vapor-dominated systems at The Geysers, Lardarello (Italy), and
Matsukawa (Japan) all are characterized by reservoir temperatures in excess of 230∘C.∗ Accom-
panying the water vapor in these resources are very small concentrations (less than 5%) of
noncondensable gases (mostly carbon dioxide, hydrogen sulfide, and ammonia). The Mount
Amiata Field in Italy is actually a different type of vapor-dominated resource, characterized by
somewhat lower temperatures than The Geysers–type resource and by much higher concen-
trations of noncondensable gases. The geology of Mount Amiata–type resources is less well
understood than The Geysers–type vapor-dominated resources but may turn out to be more
common because its existence is more difficult to detect.

2.4 Liquid-Dominated Resources

Hot-water or wet-steam hydrothermal resources are much more commonly found around the
globe than dry-steam deposits. Hot-water systems are often associated with a hot spring that
discharges at the surface.Whenwet-steam deposits occur at considerable depths (also relatively
common), the resource temperature is often well above the normal boiling point of water at
atmospheric pressures. These temperatures are known to range from 100 to 700∘C at pressures
of 50-150 psig. When water from such resources emerges at Earth’s surface, either through
wells or natural geologic anomalies (e.g., geysers), it flashes to wet steam. As described in
more detail later, converting such resources to useful energy forms requires more complex
technology than from vapor-dominated resources.

One reason dealing with wet-steam resources is more complex is that the types of
impurities found in them vary considerably. Commonly found dissolved salts and minerals
include sodium, potassium, lithium, chlorides, sulfates, borates, bicarbonates, and silica.
Salinity concentrations can vary from thousands to hundreds of thousands of parts per million.
The Wairekei Fields in New Zealand and the Cerro Prieto Fields in Mexico are examples
of currently well-developed liquid-dominated resources and in the United States many such
resources are in development or under consideration for development.

2.5 Enhanced Geothermal Systems

In some areas of the western United States, geologic anomalies such as tectonic plate movement
and volcanic activity have created pockets of impermeable rock covering a magma chamber
within 6 or so miles of the surface. The temperature in these pockets increases with depth and
the proximity to the magma chamber, but, because of the impermeability of the rock, they
lack a water aquifer. Hence, they are often referred to as hot dry-rock (HDR) deposits. To
enable electric power generation from such resources with current technology, some form of
engineering to develop sufficient permeability for circulation of hot water or steam is necessary.

A number of schemes for useful energy production from HDR resources, known as EGS,
have been proposed and tested, but most of them basically involve creation of an artificial
aquifer that is used to bring the heat to the surface. The basic idea is to introduce artificial
fractures that connect a production and injection well.Water is injected from the surface into the
artificial reservoir where it is heated and then returned to the surface through a production well
for use in direct-use or geothermal power generation applications. Some researchers consider
EGS very promising, despite the many challenges remaining.9

∗ The temperature of dry steam is 150∘C, but steam plants are most cost-effective when the resource tem-
perature is above about 175∘C.
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Figure 2 Hot dry-rock geothermal resource conversion.

A typical EGS design is shown in Fig. 2. The critical parameters affecting the ultimate
commercial feasibility of HDR resources are the geothermal gradient throughout the artificial
reservoir that is developed and the achievable well flow rate from the production well as well
as the drilling and development costs. In addition, there are a number of additional challenges
in developing an EGS such as perhaps especially the potential of induced seismicity as the
artificial reservoirs are created and developed.

2.6 Geothermal Energy from Magma Intrusions

Magma is subsurface molten rock often mixed with suspended crystals and dissolved gas, col-
lecting in so-called magma chambers that often feed volcanoes. Perhaps even more challenging
than HDR resource extraction is extracting thermal energy directly from shallow (several kilo-
meters in depth) magma intrusions beneath volcanic regions. Little has been done to date to
develop this kind of resource although some studies have indicated the scientific feasibility
deserves further investigation as a source for power generation.10

2.7 Geopressured Resources

Near the Gulf Coast of the United States are a number of deep sedimentary basins that are
geologically very young, i.e., less than 60 million years. In such regions, fluid located in sub-
surface rock formations carry a part of the overburden load, thereby increasing the pressure
within the formation. If the water in such a formation is also confined in an insulating clay bed,
the normal heat flow of Earth can raise the temperature of the water considerably. The water in
such formations is typically of somewhat lower salinity as well, compared to adjacent aquifers
and, in many cases, is saturated with large amounts of recoverable methane. Such formations
are referred to as geopressured and are considered by some geologists to be promising sources
of energy in the coming decades.

The promise of geopressured geothermal resources lays in the fact that they may be able
to deliver energy in three forms: (1) mechanical energy, since the gas and liquids are resident in
the formations under high hydraulic pressure, (2) the geothermal energy stored in the liquids,
and (3) chemical energy since, as noted above, many geopressured resources are accompanied
by high concentrations of methane or natural gas.
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Geopressured basins exist in several areas within the United States, but those considered
the most promising are located in the Texas–Louisiana coast. They are of particular interest
because they are very large in terms of both areal extent and thickness and because the geo-
pressured liquids (mostly high-salinity brine) are suspected to include high concentrations of
methane.

In past evaluations of the Gulf Coast region, a number of so-called geopressured fairways
were identified, which are thick sandstone bodies expected to contain geopressured fluids of at
least 150∘C. Detailed studies of the fairways of the Frio Formation in East Texas were com-
pleted in 1979, although only one, Brazoria, met the requirements for further well testing and
remains the subject of interest by researchers. More recent assessments, such as by Griggs,11

indicate more promising results but the economic viability varies considerably according to the
characteristics being discovered at known resources.

3 GEOTHERMAL ENERGY CONVERSION

As a source of energy for modern society, geothermal has a number of important advantages.
While not immediately renewable like solar and wind resources, the energy within Earth is vast
and essentially inexhaustible, i.e., with a lifetime of billions of years; environmental impacts
associated with geothermal energy conversion are generally modest and local compared with
other alternatives; and energy production is generally very reliable and available day and night.
In addition, geothermal energy is not generally affected by weather, although there may be
seasonal differences in plant efficiency. Finally, geothermal plants take little space and can
be made unobtrusive even in areas of high scenic value, where many geothermal resources
are located.

Most economical applications of geothermal energy, at least at this point in the develop-
ment of the necessary technology, hinge on the availability and quality of the resource. On
the one hand, geothermal resources are far less pervasive than solar or wind resources, but, on
the other hand, as technology continues to develop, the use of lower quality but much more
common geothermal resources may increase their development substantially.

Since use of geothermal energy involves interaction with a geologic system, the charac-
teristics and quality of the resource involve some natural variability (far less than with solar
or wind) but, more importantly, the utilization of the geothermal resource can be affected pro-
foundly by the way in which the resource is tapped. In particular, drawing steam or hot water
from a geothermal aquifer at a rate higher than the rate at which the aquifer is refreshed will
reduce the temperature and pressure of the resource available for use locally and can precipitate
geologic subsidence evident even at the surface. The consequences of resource utilization for
the quality of the resource are especially important since geothermal energy is used immedi-
ately and not stored, in contrast to the case of oil and gas resources, and would undermine the
availability, stability, and reliability of the commercially produced energy from the resource
and diminish its value.

Reinjecting geothermal fluids that remain after the water (or steam) has been utilized in
a turbine (or other technology that extracts the useful heat from the fluid) helps preserve the
fluid volume of the reservoir and is now a common practice for environmental reasons and to
mitigate subsidence.∗ Nonetheless, even with reinjection, the heat content of a well-developed
geothermal reservoir will gradually decline, as typified by the history at The Geysers.

∗ Reinjection of water is common in oil and gas field maintenance to preserve the volume and pressure of
the resource in those fields and the basic concept is applicable in geothermal fields as well to both mitigate
the environmental impacts of otherwise disposing spent geothermal liquids and to maintain the volume,
temperature, and pressure of the geothermal aquifer.
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A variety of technologies are in current use to convert geothermal energy to useful forms.
These can very generally be grouped into three basic categories: (1) direct use, (2) electric
power generation, and (3) geothermal heat pumps. Each category utilizes the geothermal
resource in a very different way.

3.1 Direct Uses of Geothermal Energy

The heat from geothermal resources is frequently used directly without a heat pump or to pro-
duce electric power. Such applications generally use lower temperature geothermal resources
for space heating (commercial buildings, homes, greenhouses, etc.), industrial processes requir-
ing low-grade heat (drying, curing, food processing, etc.), or aquaculture.

Generally, these applications use heat exchangers to extract the heat from geothermal fluids
delivered from geothermal wells. Then, as noted earlier, the spent fluids are injected back into
the aquifer through reinjection wells. The heat exchangers transfer the heat from the geothermal
fluid usually to fresh water that is circulated in pipes and heating equipment for direct-use
applications.

Such applications can be very efficient in small end-use applications such as greenhouses,
but it is generally necessary for the applications to be located close to the geothermal heat
source. Perhaps the most spectacular and famous example of direct use of geothermal energy
is the city of Reykjavik, Iceland, which is heated almost entirely with geothermal energy.

3.2 Electric Power Generation

Geothermal electric power generation generally uses higher temperature geothermal resources
(above 110 ∘C). The appropriate technology used in power conversion depends on the nature
of the resources.

As noted earlier, for vapor-dominated resources, it is possible to use direct steam con-
version. For higher quality liquid-dominated hydrothermal resources, i.e., with temperatures
greater than 180 ∘C, power plants that separate steam (flashed) from the geothermal fluid and
then feed the steam into a turbine which turns a generator can be used. For lower quality
resources so-called binary power plants can increase the efficiency of electric power production
from liquid-dominated resources.

In a manner similar to direct uses of geothermal energy, binary power plants use a sec-
ondary working fluid which is heated by the geothermal fluid in a heat exchanger. In binary
power plants, however, the secondary working fluid is usually a substance such as isobutane,
which is easily liquefied under pressure but immediately vaporizes when the pressure is released
at lower temperatures than water. Hence, the working fluid vapor turns the turbine and is con-
densed prior to reheating in a heat exchanger to form a closed-loop working cycle.

In all currently envisioned versions of geothermal electric power generation, the spent
geothermal fluids are ultimately injected back into the reservoir. Geothermal power plants vary
in capacity from several hundred kWe to hundreds of mWe. In the United States, in 2012,
there are 147 geothermal power plant projects in development, mostly located in California
and Nevada, but plants are also operating and being developed in Alaska, Hawaii, Idaho, Ore-
gon, Utah, and Wyoming. The power-generating capacity at The Geysers remains the largest
concentration of geothermal electric power production in the world, accounting for almost 50%
of the total U.S. geothermal installed capacity.

Kutscher12 observes that if hot dry-rock resources utilizing enhanced geothermal systems
technology become economic, the United States would be “sufficient to provide our current
electric demand for tens of thousands of years,” although currently economically tapping
hot dry-rock resources remains largely elusive and speculative. To explore that potential, a
variety of research and development program activities are underway sponsored by the U.S.
government.13
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The following explores more specifically the technologies of direct steam, flash, and binary
geothermal energy conversion along with the strategy of combining geothermal energy with
fossil (oil, coal, or natural gas) in power generation.

3.3 Direct Steam Conversion

Electric power generation using the geothermal resources at The Geysers in California and in
central Italy, whichwere referred to earlier as TheGeysers-type vapor-dominated resources, is a
very straightforward process relative to the processes associated with other kinds of geothermal
resources. A simplified flow diagram of direct steam conversion is shown in Fig. 3. The key
components of such a system include the steam turbine–generator, condenser, cooling towers,
and some smaller facilities for degassing and removal of entrained solids and for pollution
control of some of the noncondensable gases.

The process begins when the naturally pressurized steam is piped from production wells
to a power plant, where it is routed through a turbine–generator to produce electricity. The
geothermal steam is supplied to the turbine directly, except for the relatively simple removal of
entrained solids in gravity separators or the removal of noncondensable gases in degassing ves-
sels. Such gases include carbon dioxide, hydrogen sulfide, methane, nitrogen, oxygen, hydro-
gen, and ammonia. In modern geothermal plants additional equipment is added to control, in
particular, the hydrogen sulfide and methane emissions from the degassing stage. Release of
hydrogen sulfide is generally recognized as the most important environmental issue associated
with direct steam conversion plants at The Geysers’ generating facilities. The most commonly
applied control technology for abatement of toxic gases such as hydrogen sulfide in geothermal
power plants is known as the Stratford process.

As the “filtered” steam from the gravity separators and degassing units expands in the
turbine, it begins to condense. It is then exhausted to a condenser, where it cools and condenses
completely to its liquid state and is subsequently pumped from the plant. The condensate is then
almost always reinjected into the subterranean aquifer at a location somewhat removed from the
production well. Cooling in the condenser is provided by a piping loop between the condenser
and the cooling towers. The hot water carrying the heat extracted from the condensing steam
line from the turbine is routed to the cooling tower where the heat is rejected to the atmosphere.
The coolant fluid, freshly cooled in the cooling tower, is then routed back to the condenser
forming the complete cooling loop (as shown in Fig. 3).

Steam

Turbine–Generator

~

Condenser

Production 

Steam

Reinjection Water

Cooling Tower

Figure 3 Direct steam conversion.
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Reinjection of geothermal fluids inmodern geothermal systems is almost always employed
to help preserve reservoir volume and to help mitigate air and water pollutant emissions on
the surface. However, as the geothermal well field is developed and the resource produced,
effective reservoir maintenance becomes an increasingly important issue. For example, in The
Geysers, noted earlier as a highly developed geothermal resource, as the geothermal fluids are
withdrawn and reinjected, the removal of the heat used in power generation causes the reservoir
temperature to decline. The cooling reservoir then contracts∗ and this is observed at the surface
as subsidence. Geophysicists Mossop and Segall14 observe that subsidence at The Geysers has
been on the order of 0.05m/year since the early 1970s.

Because of the quality of the resource and the simplicity of the necessary equipment,
direct steam conversion is the most efficient type of geothermal electric power generation. A
typical measure of plant efficiency is the amount of electric energy produced per pound of
steam at a standard temperature (usually around 175∘C). For example, the power plants at
The Geysers produce 50–55Wh of electricity per pound of 176∘C steam used, which is a very
high quality geothermal resource. Another common measure of efficiency is known as the
geothermal resource utilization efficiency (GRUE), defined as the ratio of the net power output
of a plant to the difference in the thermodynamic availability of the geothermal fluid entering
the plant and that of that fluid at ambient conditions. Power plants at The Geysers operate at
a GRUE of 50–56%.

3.4 Flashed Steam Conversion

Most geothermal resources do not produce dry steam; rather they produce a pressurized
two-phase mixture of steam and water often referred to as wet steam. When the temperature of
the geothermal fluid in this kind of resource regime is greater than about 180∘C, plants can use
the so-called flashed steam energy conversion process. Figure 4 is a simplified schematic that
illustrates the flashed steam power generation process used in such plants. In addition to the
key components used in direct steam conversion plants (i.e., turbine, condenser, and cooling
towers), flashed steam plants include a component called a separator or flash vessel.

The flash conversion process begins with the geothermal fluid from the production well(s)
flowing under its own pressure into the separator, where saturated steam is flashed from the
liquid brine. That is, as the pressure of the fluid emerging from the resource decreases in the sep-
arator, the water boils, or “flashes,” to steam and the water and steam are separated. The steam
is diverted into the power production facility and the spent steam and remaining water are then
reinjected into the aquifer.

Many geothermal power plants use multiple stages of flash vessels to improve the plant
efficiency and raise power generation output. Figure 5 is a simplified schematic illustrating a
two-stage or “dual-flash” system. Such systems are designed to extract additional energy from
geothermal resource by capturing energy from both high and lower temperature steam.

In the two-stage process, the unflashed fluid leaving the initial flash vessel enters a second
flash vessel that operates as a lower pressure, causing additional steam to be flashed. This lower
pressure steam is supplied to the low-pressure section of the steam turbine, recovering energy
that would have been lost if a single-stage flash process had been used. The two-stage process
can result in a 37% or better improvement in plant performance compared with a single-stage
process. Additional stages can be included as well, resulting in successively diminishing lev-
els of additional efficiency improvement. For example, addition of a third stage can add an
additional 6% in plant performance.

∗ Most researchers conclude that the extraction, reinjection, and associated temperature decline causes strain
due to a combination of thermoelastic and poroelastic deformations, which results in surface subsidence,
e.g., Mossop and Segall (Ref. 14).
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Figure 5 Two-stage flash conversion.

3.5 Binary Cycle Conversion

For lower quality geothermal resource temperatures, i.e., usually below about 175∘C, flash
power conversion is not efficient enough to be cost effective. In such situations, it becomes
more efficient to employ a so-called binary cycle. In the binary cycle, heat is transferred from
the geothermal fluid to a volatile working fluid (usually a hydrocarbon such as iobutane or



3 Geothermal Energy Conversion 851

isopentane) that vaporizes and is passed through a turbine. Such plants are called binary since
the secondary fluid is used in a Rankine power production cycle, and the primary geothermal
fluid is used to heat the working fluid. These power plants generally have higher equipment
costs than flash plants because the system is more complex.

Figure 6 is a simplified schematic illustrating the key components in the binary cycle con-
version process. Geothermal brine from the production well(s) passes through a heat exchanger,
where it transfers heat to the secondary working fluid. The cooled brine is then reinjected into
the aquifer. The secondary working fluid is vaporized and superheated in the heat exchanger
and expanded through a turbine, which drives an electric generator. The turbine exhaust is
condensed in a surface condenser, and the condensate is pressurized and returned to the heat
exchanger to complete the cycle. A cooling tower and a circulating water system reject the heat
of condensation to the atmosphere.

A number of variations of the binary cycle have been designed for geothermal electric
power generation. For example, a regenerator may be added between the turbine and condenser
to recover energy from the turbine exhaust for condensate heating and to improve plant effi-
ciency. The surface-type heat exchanger, which passes heat from the brine to the working fluid,
may be replaced with a direct contact or fluidized-bed type exchanger to reduce plant cost.
Hybrid plants combining the flashed steam and binary processes have also been evaluated in
many geothermal power generation applications.

The binary process is proving to be an attractive alternative to the flashed steam process at
geothermal resource locations that produce high-salinity brine. First, since the brine can remain
in a pressurized liquid state throughout the process and does not pass through the turbine,
problems associated with salt precipitation and scaling as well as corrosion and erosion can
be greatly reduced. In addition, binary cycles offer the additional advantage that a working
fluid can be selected that has superior thermodynamic characteristics to steam, resulting in a
more efficient conversion cycle. Finally, because all the geothermal brine is reinjected into the
aquifer, binary cycle plants do not require mitigation of gaseous emissions and reservoir fluid
volume is maintained. Larger binary plants are typically constructed as a series of smaller units
or modules, so maintenance can be completed on individual modules without shutting down
the entire plant, thereby minimizing the impact on total plant output.
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Figure 6 Binary cycle conversion.
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Figure 7 Net geothermal brine effectiveness.

3.6 Some Additional System Selection Considerations

The overall efficiency of energy conversion processes for liquid-dominated resources is depen-
dent primarily on the resource temperature and to a lesser degree on brine salinity and the
concentration of noncondensable gases. System efficiency can generally be improved by system
modifications, but such modifications usually involve additional cost and complexity. Figure 7
shows an empirical family of curves relating power production per unit of geothermal brine
consumed for both two-stage flash and binary conversion systems.

The level of hydrogen sulfide emissions is an important consideration in geothermal power
plant design. Emissions of hydrogen sulfide at liquid-dominated geothermal power plants are
generally lower than for direct steam processes. For example, steam plants emit 30–50% less
hydrogen sulfide than direct steam plants. Binary plants would generally not emit significant
amounts of hydrogen sulfide because the brine remains contained and pressurized throughout
the entire process.

Finally, the possibility of land surface subsidence caused by withdrawal of the brine from
the geothermal resource can be an important design consideration. Reinjection of brine is the
principal remedy for avoiding subsidence by maintaining reservoir volume and has the added
environmental benefit of minimizing other pollution emissions to the atmosphere. However,
faulty reinjection can contaminate local fresh groundwater. Also, in some plant designs, if all
brine is reinjected, an external source of water is required for plant cooling water makeup.

Evaluating the power plant design most suitable to the characteristics of a particular
geothermal resource can be very complex (see Ref. 15), and very sophisticated computer
models have been developed to tune designs to resources characteristics, as in Ref. 16.
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3.7 Hybrid Geothermal/Fossil Energy Conversion

Hybrid fossil/geothermal power plants use both fossil energy and geothermal heat to produce
electric power. A number of alternative designs exist. First, a geothermal preheat system
involves using geothermal brine to preheat the feedwater in an otherwise conventional
fossil-fired power plant. Another variation is a fossil superheat concept that incorporates a
fossil-fired heater to superheat geothermal steam prior to expansion in a turbine.

3.8 Geothermal Heat Pumps

Geothermal heat pumps (GHPs), sometimes also referred to as groundwater heat pumps, use the
earth’s typical diffuse low-grade heat found in the very shallow subsurface (usually between 30
and 300 ft in depth) usually in space heating applications. Inmost geographic areas in theUnited
States, GHPs can deliver three to four times more energy than it consumes in the electricity
needed to operate and can be used over a wide range of Earth temperatures.

The GHP energy conversion process works much like a refrigerator, except that it is
reversible, i.e., the GHPs can move heat either into the earth for cooling or out of the earth
for heating, depending on whether it is summer or winter. GHPs can be used instead of or
in addition to direct uses of geothermal energy for space or industrial process heating (or
cooling), but the shallow resource used by GHPs is available essentially anywhere, constrained
principally by land use and economics, especially initial installation costs.

The key components of the GHP system include a ground refrigerant-to-water heat
exchanger, refrigerant piping and control valves, compressor, an air coil (used to heat in winter
and cool and dehumidify in summer), a fan, and control equipment. This system is illustrated
in Fig. 8.

The GHP energy conversion process begins with the ground heat exchanger, which is usu-
ally a system of pipes configured as either a closed- or open-loop system. The most common
configuration is the closed loop, in which high-density polyethylene pipe is buried horizontally
at a depth of at least 4–6 ft deep or vertically at a depth of 100–400 ft. The pipes are typically
filled with a refrigerant mixture of antifreeze and water solution that acts as a heat exchanger.
That is, in winter, the fluid in the pipes extracts heat from the earth and carries it into the
building. In the summer, the system reverses the process and takes heat from the building and
transfers it to the cooler ground.

Circulating Air Out Pressure Reducer

Ground Loop

CompressorFan

Air Handler

Heat Exchanger

Circulating Air In

Figure 8 Geothermal heat pump system configuration.
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GHP systems deliver heated or cooled air to residential or commercial space through
ductwork just like conventional heating, ventilating, and air conditioning (HVAC) systems.
An indoor coil and fan is called an air handler and contains a large blower and a filter just like
conventional air conditioners.

3.9 Ground Loop GHP Systems

There are four basic types of ground loop GHP systems: (1) horizontal, (2) vertical, (3) pond/
lake, and (4) open-loop configurations. The first three of these are all closed-loop systems.
Selection of one of these system types depends on climate, soil conditions, available land, and
local installation costs. The following briefly describes each of the approaches to GHP ground
loop systems:

• Horizontal. Considered generally most cost-effective for residential installations, espe-
cially for new construction where sufficient land is available, the installation entails two
pipes buried in trenches that form a loop.

• Vertical. Vertically oriented systems are often used for large commercial buildings and
schools where the land area required for horizontal loops would be prohibitive or where
the surrounding soil is too shallow for trenching in a horizontal system or when a goal
is to minimize the disturbance to existing landscaping. In such systems holes are drilled
about 20 ft apart and 100–400 ft deep and pipes are installed and connected at the bottom
to form the loop.

• Pond/Lake. If the site has a suitable water body accessible, a supply line pipe can be run
from the building to the water and coiled under the surface of the water body to prevent
freezing in winter.

• Open Loop. An open-loop system uses water from well(s) or a surface body of water
as the heat exchange fluid that circulates directly through the GHP system. Once the
water has circulated through the heat exchanger, the water returns to the ground through
another well or by surface discharge. This option can only be used where there is an
adequate supply of relatively clean water and use of it is permitted under local environ-
mental codes and regulations.
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The continuous transport of a liquid requires a pump, and the continuous transport of a gas
or vapor requires a fan, blower, or compressor. All of these devices are described by the gen-
eral term fluid movers. Specialized fluid movers are required for the transport of liquid-and-gas
mixtures and of slurries and suspensions of solids in liquid or gas. The vast majority are mechan-
ically driven. A few—eductors and ejectors—use another fluid as the motive source. In all
cases the fundamental action of the device is to generate a localized increase of pressure, which
then allows the fluid to overcome adverse differences and gradients of pressure that oppose its
movement from source to destination.

There are two general types of fluid movers, the dynamic and the positive displacement.
The former imparts momentum to the fluid through principles of fluid dynamics, and the scale
and direction of the momentum is usually different from that of the impelling element. The latter
simply displaces the fluid, giving the fluid the velocity and direction of the impelling element.

Another major distinction is between the type of fluid being transported, i.e., liquid or
gas. Liquids are somewhat simpler, but they require considerations of viscosity and of any
tendency to vaporize under conditions of pressure at the inlet of the pump. Gases are subject
to compression and to attendant changes in volume and temperature. The present account is
organized into two broad sections—on liquid transport and on gas transport—and within each
section it describes the technology of both the dynamic and the positive-displacement devices.
In the case of gas compression, where pressure, volume, and temperature are all in flux, an
outline of the relevant thermodynamics is provided.

1 LIQUID MOVERS—PUMPS

Many ingenious devices for pumping liquids have been used over the ages. As stated,
current pumps fall into one of two general types: the dynamic and the positive displacement.

857



858 Pumps, Fans, Blowers, and Compressors

Dynamic devices include centrifugal, axial, mixed flow, and jet pumps. Positive-displacement
devices comprise gear, screw, progressive cavity, peristaltic, and reciprocating pumps.
Dynamic pumps, especially centrifugal, are by far the most widely used. If an application can
be served by either type, the dynamic is chosen because of its lower cost.

Dynamic pumps are subject to inner losses of pressure because of, for instance, fluid accel-
eration and frictional forces. Achievable pressure rise across the pump decreases as liquid rate
increases. There is generally a combination at which efficiency (to be defined) is greatest and
close to which it is desired to operate

The capacity of a positive-displacement pump is largely independent of pressure rise across
the pump, being subject only to backflow through clearances. An exception is that some types of
screw pump allow backflow through the screw channels, which causes their capacity to depend
significantly on the pressure rise.

1.1 Centrifugal Pumps

The centrifugal pump uses an impeller, a rotor with radial vanes, to impart a rotational veloc-
ity to the liquid. The impeller and liquid are contained in a circular casing, the outer part of
which exerts pressure to oppose centrifugal force of the liquid. The liquid enters at the center
of rotation and leaves through a port at the periphery of the casing, carrying the above pressure.
Pumps may be single staged or they may have several stages in series in order to build stepwise
to high pressure. As seen in Fig. 1, the vanes are convex in the direction of rotation. They may
also be twisted along their length. Pump designers continually strive to improve the design of
impellers and of casings in order to achieve optimum combinations of capacity and pressure.

Figure 2 shows the exterior of a typical centrifugal pump, and Fig. 3 shows the impellor
and its backward-curving vanes.

Basis of Centrifugal Operation
Flow in a centrifugal pump is complex and difficult to describe mathematically. The following
simplified description captures the main features and leads to the derivation of key relationships
and rules.

The peripheral pressure PO exerted by a volume of liquid of diameter D, with density 𝜌

and rotating at speed N may be calculated by integrating outward from the center. The result is

(ΔP)O = 1
3
𝜌(N𝜋D)2g−1

C (1)

where (ΔP)O is the pressure increase between center and periphery, gC is the conversion factor
for Newton’s second law: 1 kg m s−2 N−1 or 32.16 lb ft s−2 lbforce−1.

This is the pressure rise that should be seen when the pump exit is sealed or “dead headed.”
In practice the measurement is usually somewhat higher, most likely because of deceleration in

D b

Figure 1 Centrifugal pump schematic.
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Figure 2 Centrifugal pump exterior. (Courtesy of Goulds Pumps.)

Figure 3 Centrifugal pump impeller. (Courtesy of Goulds Pumps.)

the vicinity of the gauge. Equation (1) is useful as a rough estimate but is converted to a more
general form:

(ΔP)O = KP 𝜌 N2D2g−1
C (2)

Once flow begins, some of this pressure starts being depleted because of frictional losses
as the liquid travels outward between the vanes. Application of standard frictional relations
for turbulent flow and the assumption that pump width is proportional to diameter results in a
proportionality for the pressure decrease (ΔP)L:

(ΔP)L = K′
Q 𝜌Q2D−4g−1

C (3)

where Q is volumetric flow rate.
The net pressure change is the difference between (ΔP)O and (ΔP)L:

ΔP = KP𝜌 N2D2g−1
C − K′

Q𝜌Q
2D−4g−1

C

= KP𝜌 N2D2g−1
C (1 − K′

QK
−1
P D−6N−2Q2) (4)

The bracketed factor is thus the fraction of the zero-throughput pressure rise that remains
when the throughput is Q. In this simplified picture, pressure rise falls off as the square of
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volumetric throughput. This behavior is followed at least approximately by many centrifugal
pumps. A more general examination is made later of patterns of pressure versus throughput,
P vs. Q.

Equation (4) provides a way of predicting the effect on pressure rise of a change or com-
bination of changes in liquid density, impeller speed, pump diameter, and throughput, based on
the two constants KP and K′

Q, which are best evaluated by onsite experience with the pump or
from the manufacturer’s data.

The power, Pwr, which the pump delivers to the liquid is given by

Pwr = ΔP × Q (5)

The pumping efficiency, Eff, of the operation is defined as

Eff = Pwr × BPwr−1 (6)

where BPwr is the brake power, i.e., the power delivered from the shaft to the impeller.
From these two definitions the efficiency is zero when there is no flow (Q equal to zero)

and also when the flow is so large as to make ΔP, as calculated in Eq. (4), zero. Between these
two extremes the efficiency passes through a maximum, and this is the condition at or near
which it is desired to operate. For a given style of pump, maximum efficiency occurs when
the fraction of zero-throughput pressure rise [i.e., the bracketed factor in Eq. (4)] is around a
common value, generally in the range 0.5–0.75. For any value, qf , of this fraction, whether at
the point of maximum efficiency or not,

ΔP = KP𝜌 N
2 D2g−1

C (qf ) (7)

The value of throughput at this operating point is the value that makes the second factor
in Eq. (4) equal to qf , i.e.,

1 − K′
QK

−1
P D−6N−2Q2 = qf

or
Q = KQD

3N(1 − qf )0.5 (8)

where KQ is KP(K′
Q)

−1

The pumping power at this condition is the product of ΔP and Q and, therefore, from
Eqs. (7) and (8) Pwr is proportional to (𝜌N2D2) (D3N), that is,

Pwr = KPWR(𝜌N3D5) (9)

where KPWR is a third constant.
The pressure rise across a pump is often expressed as head of fluid, H, where H is the

height of liquid that would be supported (on planet Earth) by a pressure equal to ΔP. The
relation between H and ΔP is given by

H = ΔPgC𝜌−1g−1 (10)

where g is acceleration due to Earth’s gravity, 9.8 m s−2 or 32.2 ft s−2.
Substituting from Eq. (7) for ΔP

H = KPN
2D2g−1qf (11)

Equations (11), (8), and (9) express what are known as the affinity laws for rotating
machines:

1. Head rise varies as (speed)2 and as (diameter)2.

2. Throughput varies as (speed)1 and as (diameter)3.

3. Power required varies as (speed)3 and as (diameter)5.
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Figure 4 Centrifugal pump head characteristic.

The first and third laws are valid only if the throughput is adjusted to satisfy the second law,
i.e., to maintain the equality in Eq. (8). These laws describe any situation where the throughput
is adjusted to maintain a constant value of qf , the fraction of the zero-throughput head rise.
Equation (4) is a more general relation and describes the reaction to any change, without this
restriction.

Figure 4 shows schematically some head-versus-throughput patterns, H vs. Q, based on
the square-law equation. In the diagram, the “stars” show the points where qf is 0.75. This
simple relationship is a good approximation for many pumps but is not followed as well for
others, as is seen subsequently.

The affinity laws provide a way of using the performance of one size of pump operating
at a given speed to predict the performance of a pump of similar proportions but of different
size and/or operating at a different speed. In many cases the pump body retains its size but the
dimension D changes because an impeller of different diameter gets installed.

Specific Speed
The constants of proportionality,KP, KQ, andKPWR, are descriptive of pump operation, but they
are not in common use by vendors or users. But a combination of KQ and KP produces a use-
ful and widely used descriptor, chiefly because it is independent of pump size and it describes
whole classes of similarly proportioned pumps. From the definitions in Eqs. (8) and (11), drop-
ping the qf factors, at the optimum condition of maximum efficiency,

K0.5
Q K−0.75

P =

{
QOPT(
D3N

)
}0.5 {

HOPT(
N2D2g−1

)
}−0.75

= NQ0.5
OPT H−0.75

OPT g−0.75 (12)

This quantity is the specific speed. Generally the g0.75 factor is omitted (but if it is included
it makes the specific dimensionless). The common definition is simply

NS = NQ0.5 H−0.75 (13)

where the flow and head, if not exactly at the optimum, are in the general vicinity.
Common units for pump speed are revolutions per minute or per second, for flow are

gallons per minute, liters per second, cubic meters per second, and for head are feet or meters.
The quantity can be made dimensionless by including the factor g−0.75. For a specific case a
comparison of NS values in different sets of units is given in Table 1.

In the present discussion NS is expressed in the units of the third line: pump speed in
revolutions per minute, liquid flow in liters per second, and head in meters:

NS = rpm × (liters s−1)0.5 × meters−0.75
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Table 1a Units of Specific Speed

Pump Speed, N Liquid Rate, Q Head, H Specific Speed, NS

minute−1 gallons ⋅ minute−1 Feet 1632
minute−1 meter3 ⋅ second−1 Meters 32
minute−1 liters ⋅ second−1 Meters 1000
Nondimensional 0.095

Table 1b Units of Specific Speed—Comparison

Pump Speed, N Liquid Rate, Q Head, H Specific Speed, NS

minute−1 gallons ⋅ minute−1 Feet 1632
minute−1 meter3 ⋅ second−1 Meters 32
minute−1 liters ⋅ second−1 Meters 1000
Non-dimensional 0.095
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Figure 5 Specific speeds of various pump types. (Courtesy of Goulds Pumps.)

Equation (13) gives the impression that specific speed depends on the speed of rotation.
This is not the case. The affinity laws show that, for any change in speed, the values of HOPT
and QOPT also change, and in such a way as to keep NS constant. Specific speed depends only
on the style and proportions of the pump. Specific speed provides a guide to pump selection
for a given application: Knowing the required head and throughput and the likely pump speed
(generally 1750 or 3500 rpm), the purchaser calculates NS and seeks the style of pump that best
matches. The size of pump depends on throughput.

Figure 5 shows that NS depends mainly on the length of the path from center to periphery
of the impeller.

Centrifugal Pump Performance Curves
For any pump the variation of head with liquid rate is important but not the only important
characteristic of the operation. Figure 6 shows four quantities, including head H, all plotted as
functions of the flow Q. Brake power is specific to water, requiring a correction if a liquid of
different density is being pumped.
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Figure 6 Centrifugal pump performance.

NPSHR is the required net positive suction head, the minimum amount that the head at
the pump inlet must exceed the vapor pressure of the liquid at the temperature of the liquid.
This requirement is imposed in order to avoid vaporization and subsequent collapse of the
vapor phase as pressure rises in the pump. The latter occurrence is known as cavitation and
is potentially damaging to the pump. In setting values for NPSHR, pump designers sometimes
judge vapor formation as beginning when discharge head drops by 3%. Another approach is
to use audio tools to detect the onset of “roughness” in the entrance flow, as caused by the
presence of bubbles. To avoid vaporization and cavitation, it is necessary to properly design
the system upstream of the pump. Difficulties can arise when there is a large frictional pressure
drop in the piping, when there is a large positive change in elevation on the way to the pump,
or where the liquid rises in temperature and therefore vapor pressure. Good design requires
that NPSHA, the available net positive suction head at the pump, significantly exceed NPSHR.
The pump supplier can advise on how much the margin should be. One rule is to provide the
maximum of either 1.2 × NPSHR or 3 ft of head.

BPwr is brake power, the power delivered by the system drive to the impeller. It is not
measurable in operation but is inferred from previous testing with a de Prony brake that allows
delivered power to be correlated with electrical power to the drive motor.

The power that is received by the liquid was given in Eq. (5) as

Pwr = ΔP Q

or, substituting from Eq. (10),
Pwr = HQ𝜌gg−1

C (14)

In terms of units

Pwr (Watts) = ΔP(Pa) × Q(liters s−1) × 10−3(m3 liter−1)

Pwr (horsepower) = ΔP(psi) × Q(gpm) × 0.1337 (ft3∕gal)∕33000 [(ft-lb∕min)∕hp]
From Eq. (6), efficiency, Eff, is the ratio of Pwr to BPwr.
A more generalized performance plot is presented, taking into account the fact that the

same pump casing may be fitted with impellers of different diameters. This is common practice
for shifting the H-vs.-Q range of a pump. Figures 7 and 8 show data for a pump operating at a
fixed speed of 1750 rpm, employing five different impeller diameters. Figure 7 shows not only
the head-versus-throughput curves but also the expected efficiency and the required suction
head (NPSHR). Figure 8 shows the brake power (again assuming water) that each of these
impellers require, with the lines in descending order of impeller diameter corresponding to the
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sizes in Fig. 7. Using this flexibility with impeller diameters allows an oversized pump to be
installed with a view to future capacity requirements.

Generalized Head Loss with Throughput
Equation (4) shows a square-law decrease in head with throughput, which is a reasonable
approximation for pumps with specific speed less than about 1500. Stepanoff1 states that the
actual shape of the H-vs.-Q curve depends strongly on the specific speed, and he has presented
a graph illustrating and quantifying this effect. To normalize the curves, he plotted them in the
form of h-vs.-q, where h is H∕HOPT and q is Q∕QOPT. All curves thus pass through a com-
mon point (1, 1). At least one other author, Gulich,2 has presented a plot of the same nature
but with the individual curves somewhat displaced. Pump manufacturers may have versions of
their own.

A generalized equation has been fitted to the curves of Stepanoff, of form

h = A0 + A1q + A2q
2 (15)

where the coefficients A0, A1, and A2 are functions of NS, as follows:

A0 = 6.75 × 10−8N2
S + 0.0000421NS + 1.0093 (16)

A1 = −1.393 × 10−7N2
S + 0.0002072NS + 0.1108 (17)

A2 = 7.184 × 10−8N2
S − 0.000249NS − 0.12014 (18)

where NS is in units of min−1(liters s−1)0.5 meter−0.75.
Figure 9 presents the results of these equations graphically. There is a close match with

Stepanoff’s curves and provide a reasonable fit to pump performance.

Centrifugal Pump Flow Control
A pump is just one part of an overall system. Its performance, i.e., the head and throughput that
it delivers, are determined jointly by its own H-vs.-Q curve and by the pressure characteristics
of the equipment upstream and downstream of itself. Assuming that the upstream pressure is
sufficient to meet NPSH requirements, that pressure also affects downstream pressure because
it adds to the head developed by the pump. To clarify, by “pump head,” H, is meant the increase
in head across the pump. Because of frictional losses in piping, fittings, and equipment, the pres-
sure rise that the pump must generate often depends on throughput, as well as on the overall
source and destination pressures of the system, which themselves may change with time. With-
out control, the pump assumes a head and flow that is compatible hydrodynamically with the
rest of the system but not generally satisfying the requirements of the system. Figure 10 shows
a pump settling out at two different points of operation, in response to two different character-
istics of the rest of the system, i.e., two system curves 1 and 2. As the system curves change,
the point of intersection changes and the head and throughput of the pump change. Because
the throughput is unlikely to be that which is desired, a means of control must be added to the
system to regulate liquid flow.

Two possible approaches involve changing the location of the pump H-vs.-Q curve, so that
the point of intersection is at the desired throughput. One of these ways is to alter the speed
N of the pump and to continue altering it as part of a control “loop” to maintain the desired
flow. As seen from Eq. (11), H changes with N and therefore the location of the whole H-vs.-Q
curve changes. But most pumps operate at a fixed standard speed (e.g., 1750 or 3500 rpm) and,
in general, it is too expensive to equip them with a variable-speed drive. A second way is to
switch to an impeller of different diameter. From Fig. 7 it is seen that diameter has a profound
effect on the whole pump curve. This is a good solution if an oversized pump must have its



866 Pumps, Fans, Blowers, and Compressors

0.6
0 0.2 0.4 0.6 0.8

Flow ratio, q = Q / Qopt

H
ea

d
 r

at
io

, h
 =

 H
 / 

H
o

p
t

1 1.2 1.4

0.8

1

1.2

1.4

1.6

1.8

2

2.2

3500

2500

1900

1400

900

500

Ns  min–1 (liter s–1)0.5 meter –0.75

Figure 9 Specific speed effect on centrifugal head behavior.

Head
Rise System

curves
1

2
H1

H2

Q1Throughput Q2

Figure 10 Pump and system interaction.

capacity reduced for an extended period of time but obviously not a way to provide continuous
control of flow.

The standard way to control flow is to interpose, between the pump and the destination,
a flow measuring device and an adjustable valve. The valve varies its opening to maintain
the desired flow, concurrently adjusting the pressure upstream of itself and at the exit of the
pump. The pump is operated at constant speed, with its operating point running up and down
its H-vs.-Q curve as the required Q changes. Since there is always the possibility of the valve
closing completely, either through malfunction or because zero flow is called for, provision
must be provided for maintaining some amount of flow through the pump: This is done by
allowing a small flow of liquid back around the pump to its inlet through a line that is fitted
with an orifice to regulate the flow. The whole arrangement is shown schematically in Fig. 11.
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Figure 11 Pump outfitted for flow control and relief.

The pump has to expend extra energy in overcoming the pressure drop through the control
valve, so it is advantageous to install the largest possible valve that still has enough range to
regulate over the range of expected flow rates.

Every valve has a coefficient of flow CV such that when it is fully open

Qv = CV × [(ΔP)V ]0.5 (19)

where Qv is the flow through the valve in units of gallons per minute, and (ΔP)V is the pressure
drop across the valve, expressed in units of pounds force per square inch.

For the present purpose it is desired to express QV in units of liters per second and pressure
drop in meters of the flowing liquid, water:

Qv = CVO × [(ΔH)V ]0.5 (20)

where
CVO = 0.0752 × CV (21)

At any lesser opening
Qv = cv × CVO × [(ΔH)V ]0.5 (22)

where cv is a fraction less than one. Note that cv is not the same thing as fraction of valve
opening.

For the present purpose a valve should be chosen so the cv is high (e.g., 0.7) at maximum
liquid flow and low (e.g., 0.05) at minimum flow. This choice can only be made in conjunction
with the choice of the pump, and it also depends on the way in which system (e.g., piping)
pressure drop depends on flow rate. The following stepwise procedure explains how to choose
valve and pump. It is referenced to Fig. 12 where it is assumed that pump and valve are close
enough to each other that the exit pressure of the pump is the entrance pressure of the valve.
The calculations can easily be set up on a spreadsheet.

1. Determine the liquid density 𝜌, kg liter−1, and choose the pump speed N, min−1.

2. Determine the head at source HS and destination HD and the details of the piping
upstream and downstream of the pump.

3. Specify the minimum and maximum liquid rates passing through the valve and reach-
ing the destination, QN and QX , liters s−1.

F

B

C
D

A
S

Figure 12 Pressure map in centrifugal pump system.
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4. Specify the fraction, cvN and cvX (e.g., 0.05 and 0.7) of the fully open valve CVO for
minimum and maximum throughputs.

5. Specify a ratio, fret, of return flow to pump design flow, QOPT. Suggested ratio is 0.15.

6. Choose a value for the pump rate of maximum efficiency, QOPT. A good choice is QX
or a rate close to it.

7. For the minimum and maximum flow rates calculate the head upstream of the pump,
HaN and HaX , and downstream of the valve, HcN and HcX .

8. Make an initial estimate of pump specific speed, NS. It gets refined as part of the pro-
cedure.

9. Calculate qN and qX as (QN + fret.QOPT)∕QOPT and (QX + fret.QOPT)∕QOPT, and for
these values, find the values of hN and hX from the h-vs.-q curve for the chosen specific
speed [see Eqs. (15) to (18)].

10. Set up the valve equations for the two flows:

QN = cvN × CVO × {HaN + hNHOPT −HcN}0.5

and
QX = cvX × CVO × {HaX + hXHOPT − HcX}0.5

Solve for HOPT as

(cvN∕QN)2 (HaN–HcN) − (cvX∕QX)2(HaX–HcX)
(cvX∕QX)2hX–(cvN∕QN)2hN

11. Reestimate specific speed as NQ0.5
OPT H−0.75

OPT where N is the (constant) speed at which it
is intended to operate the pump, and return to step 9.

12. Calculate CVO from one or the other of the above two equations.

13. Calculate the return orifice coefficient CRET, liters s−1 meter−0.5, as fret × QOPT ×
(HDEADHEAD)−0.5 = fret × QOPT × (HOPT × A0)−0.5 where A0 is calculated in Eq. (16).

This calculation provides valve size CVO, pump design specs HOPT and QOPT, and orifice
coefficient CRET.

Table 2 shows the results, with reference to Fig. 12, for a specific case.
Using Eq. (21) the calculated CVO is converted back to CV in conventional units and a

table of valve sizes and characteristics can be consulted. If the valve openings are unrealistic,
then new values for cvN and cvX can be tried.

Effect of Viscosity on Centrifugal Pumps
Most centrifugal pumps are used for the movement of liquids of low, waterlike viscosity, and,
in fact, performance curves are based on the pumping of water as the test liquid. For liquids
of high viscosity direct-action devices such as screw pumps and gear pumps are employed.
However, between low and high viscosity there is a gray area where a centrifugal pump
may still be suitable. As would be expected, viscosity tends to interfere with the dynamic or
momentum-imparting action of the pump. A quantitative assessment of these effects must be
made. It has been found that it is the combination of viscosity, throughput, and head that deter-
mine the viscous effects. The Hydraulic Institute Standards provide a nomograph into which the
values of these three variables is entered and from which three attenuation factors are received:

CH , the fraction of the head that would be predicted for water that is actually attained

CQ, the fraction of the throughput that would be predicted for water that is actually attained

CE, the fraction of the efficiency that is predicted for water that is actually attained
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Table 2 Specification and Results for Pump–Valve Combination

System
Specification

Liquid Density,
𝜌 (kg L−1)

Source
Pressure, HS (m)

Destination
Pressure, HD

Upstream
Piping

1.0 5 25 0.5 m, 8.5-cm pipe
Downstream piping Pump speed, N (rpm) Minimum throughput,

QN (liters s−1)
Maximum throughput,

QX , (liters s−1)
50 m, 12 cm pipe 1750 20 100

Control Settings Fraction of fully open
CVO at minimum
throughput, cvN

Fraction of fully open
CVO at maximum
throughput, cvX

Ratio return flow to
optimum pump flow,
fret

Optimum pump flow
(best operating point),
QOPT

0.05 0.7 0.15 40

Results Pump head rise at
optimum, HOPT

Specific speed, NS Valve fully open
coefficient, CVO

Return orifice
coefficient, CRET

40.9 685 85 0.91
Point: A B C
Head at min. TP: 4.9 49.1 27
Head at max TP: 4.4 38.2 37.5
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Figure 13 Viscosity effect on head, throughput, and efficiency.

Examination of the nomograph reveals that these three fractions (or attenuation factors)
depend on a single nondimensional ratio:

VR = 𝜂0.5Q−0.25(H g)−0.125 (23)

where 𝜂 is the kinematic viscosity of the liquid, expressed in meter2 second−1 or in centistokes
(10−6m2s−1) where water has viscosity 1 centistoke, Q is the desired volumetric throughput, H
is the desired increase in head across the pump, and G is acceleration due to gravity.

The parameter
VISPAR = log10(KV𝜂

0.5Q−0.25H−0.125) (24)

is related to VR and is conveniently used as the determinant of Ch, Cq and Ce, as seen in Fig. 13.
The value of KV depends on the choice of units for the variables. This is shown in Table 3.
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Table 3 Units for viscosity parameter

𝜂 Q H KV

Centistokes Gallons per minute Feet 872.3
Centistokes Liters per second Meters 376.8
Centistokes Cubic meters per second Meters 67.01
Square meters per second Cubic meters per second Meters 67006
Square feet per second Cubic feet per second Feet 57758

The procedure for applying this method is:

1. Establish the desired throughput Q and head rise H.

2. Form the parameter VISPAR.

3. Find the values of the attenuation factors, Ch, Cq, and Ce, either from Fig. 13 or from
Eqs. (25), (26), and (27)

4. Choose a pump for which, at best operating point, the water-based head is H∕Ch and
the water-based throughput is Q∕Cq

5. Provide mechanical power at the pump equal to the water-based required brake power
divided by Ce.

The curves of Fig. 13 are approximated by the following equations:

Ch = 1 − 0.00240 × Exp(3 × VISPAR) (25)

Cq = 1 − 0.000680 × Exp(4 × VISPAR) (26)

Ce = 1 − 0.0375 × Exp (2 × VISPAR) (27)

By way of example, a pump with throughput 64.6 liters s−1 (1000 gpm) and head 30.48 m
(100 ft) can tolerate a viscosity of 20 cst with only a 10% reduction in efficiency; a pump with
646 l s−1 and 183 m (600 ft) can similarly tolerate viscosity of 100 cst, i.e., 100 times that of
water.

Kinematic viscosity equals dynamic viscosity divided by fluid density. Dynamic viscosity
is the ratio of shear stress to shear rate and is what is measured by viscometers.

Pumping of Slurries
A slurry is a mechanical mixture of liquid and solid particles. A slurry may occur incidentally
as when a liquid happens to contain some solids contamination, or it may be the form in which
it is chosen to transport a solid, in which case the liquid may be incidental. The important
characteristics of a slurry are:

• Solids concentration
• Particle size—microns to millimeters
• Particle shape—compact, flakey, stringy
• Particle and liquid densities—similar or disparate
• Particle abrasivity and particle friability

All of these considerations enter into the choice of a fluid mover. There are many compa-
nies that provide suitable equipment and also that provide useful manuals dealing with the tech-
nology of slurries. One of the key choices is whether a centrifugal pump can handle the flow
or whether a direct action, positive-displacement device is needed. As part of assessing the



1 Liquid Movers—Pumps 871

situation, it is necessary to determine the pressure losses in upstream and downstream piping
and fittings that will occur with such a mixture since this will affect the required head rise from
the pump.

Centrifugal pumping will generally suffer a loss of head capability and of efficiency,
mainly because of modifications that must be made to accommodate the slurry. The most
common steps to handle slurries are as follows:

• Operate at lower speed, typically less than 1200 rpm.
• As a result of the lower speed, specify a larger pump.
• Reduce the number of vanes to allow easier passage between them.
• Provide wider impeller-to-casing clearance to avoid clogging.
• Design for heavier duty of impeller, casing, and drive.
• Provide nonclogging seals.
• Provide replaceable sacrificial surfaces where abrasive wear is expected.
• Line some surfaces with rubber to cushion particle-to-surface impact.
• Recess the impeller if the particles are shear sensitive—let the vortex do the work.
• Provide an upstream gas separator if the slurry also contains dispersed gas.

1.2 Other Dynamic Pumps: Axial Flow, Mixed Flow, Jet

Centrifugal pumps are greatly dominant among pumps that operate on the dynamic principle.
Two other types follow the same principle, one using mechanical power and the other powered
by a second liquid.

Axial-Flow Pumps
One definition of an axial-flow pump is that the inlet and the outlet are collinear. This cate-
gorization would include “in-line” centrifugal pumps, pumps that have their inlet and outlet
lines routed so that they line up with each other, but which are the same internally as any
other centrifugal pump. The pumps considered in the present section operate on a different
principle—that of aerodynamic lift—or on a combination of aerodynamic lift and centrifugal
principles. The impeller, with its blades, is commonly known as a propeller. The propulsive
pressure comes from the fact that when a thin solid body (i.e., the blades) and a fluid move
relative to each other and when the body is inclined at a slight angle to the motion, there arises
a mutual force FL perpendicular to the direction of motion that is much larger than the force FD
in the direction of motion. These forces are illustrated in Fig. 14 for a body of aerodynamically
favorable shape, by the

Coefficient of lift = CL = 2FLgC𝜌
−1U−2AP

−1 (28)

and
Coefficient of drag = CD = 2FD gC𝜌

−1U−2AP
−1 (29)

where 𝜌 is the density of the fluid, U is the relative velocity between fluid and solid, and AP is
the area of the solid body projected in the direction of motion.

An axial-flow pump may operate in the open, as when it serves as the propulsion screw for
a boat, in which case the blades are curved in such a way as to direct the forced liquid as directly
backward as possible. More commonly an axial pump is enclosed. In this case the blades may
have some component of radial thrust, producing a measure of centrifugal force so that the unit
becomes a mixed-flow pump.
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Figure 15 Effect of axial flow on lift.

As seen in Fig. 14, the lift force depends on the angle (angle of incidence) between the
blade and its direction of motion relative to the fluid. When fluid begins to flow in the axial
direction, the vector of relative motion changes in such a way as to reduce the angle of inci-
dence. This effect is illustrated in Fig. 15. The result is that the head H developed by the pump
decreases with throughput Q in much the same way as it does for centrifugal pumps. In fact
the specific speed of axial pumps is generally high and, as seen in Fig. 9, the H-vs.-Q curve is
quite steep.

Two common places where axial-flow or mixed-flow pumps are found are at the bottom
of wells and in the jet-producing unit of personal watercraft. Application of these pumps is
generally for uses where relatively high throughput and only moderate head are required.

Jet Pumps
Like the centrifugal and axial-flow pumps, the jet pump operates on the Bernoulli principle,
but unlike those pumps it uses fluid power instead of mechanical power (Fig. 16). The fluid
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Figure 16 Liquid-flow eductor.

power is provided by a high-pressure motive liquid stream that accelerates through a nozzle to
create a local zone of low pressure. The liquid that is to be pumped is drawn into this zone, and
then the combined stream decelerates through a diffuser and rises to the desired intermediate
pressure. Calculations are done to determine the pressure, P1 and flow rate Q1 of motive liquid
that are required for the raising of Q2 liquid flow from pressure P2 to P3. The arrangement is
shown schematically in Figure 16.

The performance of a jet pump is described by two equations:

NUM = 2

(
AN

AT

)
+ 2

(
𝜌2

𝜌1

)(
Q2

Q1

)2(AN

AT

)2

−
(
AN

AT

)2

(1 + K3)
[

1 +
(
Q2

Q1

)]2

−

[(
Q2

Q1

)(
AN

AT–AN

)2

(1 + K2)

]
(30)

and
PR = NUM

1 + K1 − NUM
(31)

where 𝜌 is liquid density of the motive and pumped liquids;
K is the number of heads lost due to friction in channels 1, 2, and 3;
PR is the pressure ratio (P3–P2)∕(P1–P3);
AN and AT are, respectively, the cross-sectional areas of the nozzle and throat. Recommended
design is for an area ratio, AN∕AT , of 0.2–0.3.

The pressure losses in the piping, reflected in the K values, lessen the efficiency of the
pump and are kept low by shortening and streamlining the ports. Efficiency, Eff, is defined as

Eff =
Q2(P3–P2)
Q1(P1–P3)

= PR

(
Q2

Q1

)
(32)

For choices of AN∕AT equal to 0.2 and all K values equal to 0.1, the variation of PR and
Eff with flow ratio Q2∕Q1 is plotted in Fig. 17.

Consider a stream of water of 10 liters per second at absolute pressure 101.3 kPa, which is
required to raise to 300 kPa using this jet pump. It is recommended that the pump be operated
at a flow ratio 2/3 that of maximum efficiency in order to avoid the possibility of cavitation: in
this case Q2∕Q1 is set as 1.0. The corresponding value of pressure ratio, PR, is 0.3, so that

P1 = 390 − 101.3
0.3

, i.e., 962 kPa

and
Q1 = 10 liters s−1

1.3 Positive-Displacement Pumps

Positive-displacement devices constitute only a small fraction of all pumps but, in some situ-
ations, they are competitive, sometimes preferable, and sometimes essential. In the case of a
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highly viscous liquid the dynamically based pumps become inoperable. In the case of extreme
head requirement a single-stage positive-displacement pump may be a good alternative to a
multistage dynamic device. In the case where very precise control over delivery rate is needed,
a positive-displacement pump with speed control may be chosen over a dynamic device with
control valve.

Gear Pumps
The gear pump is a rotary device in which the liquid is impelled by intermeshing gears (usually
two, as in Fig. 18), which trap and move the liquid in pockets around the casing wall. The
effectiveness of the pump relies on tight clearances to avoid backflow of liquid between the
gears or over the tips of the teeth or over the upper and lower surfaces of the gears. This leakage
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depends directly on the head rise across the pump. The action of a gear pump is described by
the following equation:

Q = 𝛼N − 𝛽 ΔP
𝜇

(33)

where Q is volumetric throughput; N is pump rotational speed; ΔP is pressure rise across the
pump; 𝜇 is liquid dynamic viscosity; 𝛼 is a geometric constant calculable from the number and
size of the pockets of liquid carried around the casing during one rotation of the gears, and 𝛽

is a constant that depends on the combined size of leakage paths.
It is desirable to keep the second term as small as possible. The value of 𝛽 is difficult

to predict and is accurately known only by test. If the pump becomes worn, 𝛽 will increase.
Gear pumps are widely used in the polymer industries where viscosities of thousands of
pascal-seconds and pressures of tens of megapascals are common.

Screw Pumps
Screw pumps are much more varied in design and function than gear pumps. Some key facts are:

• Along with pumping they usually perform other tasks such as melting of solid feed
material, blending, dispersion of solids into liquid, chemical reaction, and devolatiliza-
tion.

• They are generally fed with some form of solid rather than a liquid.
• They often require heating or cooling along their length.
• They have three main types: single screw, twin co-rotating screw, and twin counterro-

tating screw.

Because of all these considerations, screw pumps constitute a major area of technology
with applications mainly for high-viscosity liquids such as in the production and forming of
plastics. They would rarely be used solely as pumps in situations where a gear pump would
suffice, but their pumping characteristics are nonetheless of importance.

The single screw is the simplest and least expensive. A screw of this type is shown in
Fig. 19. It comprises a spiral auger rotating with close clearance in a circular barrel. The screw
turns in the direction that moves the liquid forward along the barrel, at a rate independent of
liquid viscosity and of any pressure gradient. At the same time liquid is free to move backward
along the screw channels, at a rate proportional to positive pressure gradient and inversely
proportional to viscosity. The operation is described by the equation

Q = 𝛼N −
𝛽x(ΔP∕ΔL)

𝜇
(34)

where (ΔP∕ΔL) is the pressure gradient along the pump and 𝛼 and 𝛽 are constants calculable
from the geometry of the screw and its clearance with the barrel.

The screw is rotated at sufficient speed to satisfy the twin requirements of throughput
and delivery pressure at its end. In practice, the depth and pitch of the screw thread may be

Figure 19 Single-screw extruder.
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varied along the length, in order to achieve solids melting at the upstream end and pressure
development at the downstream end. Screws of conical shape, with diameter decreasing along
the length, are also used. Inverting Eq. (34) shows how pressure is built:

ΔP = (𝛼N −Q)
(
𝜇

𝛽

)
(x ΔL) (35)

where ΔL is liquid-filled length.
A twin-screw co-rotating device is shown in Fig. 20. This pump has the same operating

principle as the single screw and the same descriptive equation. Most of these pumps are inter-
meshing, such that the tips of each screw pass across the faces of the other screw. The cross
section of a trilobal screw that accomplishes this goal is shown in Fig. 20. Other cross sections
also can be made intermeshing. The advantage is that there is reduced opportunity for stagna-
tion and buildup of degraded material on the screws. The extra expense of a twin-screw pump
(or twin-screw “extruder”) is justified on other considerations than pumping, typically its abil-
ity to blend materials and to provide uniform residence time for chemical reaction. Along the
screws the pitch may be varied, and sections of neutral and even reverse pumping may be pro-
vided. Because of this variation and the fact that there is a certain amount of trial and error in
screw design, the screws are generally built up modularly from smaller elements slipped onto
a splined shaft.

A different design of screw is used in twin-screw counterrotating devices. When fully
intermeshing, this pump has no backflow apart from clearance leakage, and its throughput is
simply proportional to the speed of rotation of the screws. Apart from its pumping capability,
it is effective in dispersing solid particles in the viscous liquid, a step frequently required in
plastics processing.

Progressive Cavity Pumps
This pump is also a screw-type rotational device, formulated on a principle devised by Rene
Morneau in 1921 and, based on the name of the inventor, usually referred to as a Moyno pump.
It consists of a single-helix rotor of circular cross section and a barrel or stator with internal
wall formed into two intertwined helices. The rotor fits accurately into one of the two helices,
say helix A. The centerlines of the stator helices are offset in such a manner that the rotor, at any
instant, seals off a succession of cavities in helix B. As the rotor turns, these cavities progress
axially and thus convey the liquid to the end of the pump. The direction is reversed if the rotation
is reversed. The device can deliver high pressures. It can handle liquids of high viscosity as

Figure 20 Twin-screw co-rotating extruder.
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well as high concentration slurries including suspensions of stringy materials and of abrasive
particles. The rotor is made typically of steel with a highly polished surface, and the stator is
usually an elastomeric composition bonded to the inside of a metal casing. A progressive cavity
pump is shown schematically in Fig. 21.

Peristaltic Pumps
The peristaltic pump mimics an action of the human body where materials are moved through
various passages through the action of a sequence of muscle contractions. As shown in Fig. 22,
the liquid is contained in an elastomeric tube and is pushed along by moving pinch points in the
tube. The direction can be reversed by reversing the rotation of the rotor. There is no contact
between rotor and liquid. This type of pump cannot handle high pressures or deliver significant
rise in pressure.

Piston and Diaphragm Pumps
Piston pumps and diaphragm pumps operate with a reciprocating motion in which liquid is
alternately admitted into a cylindrical space and then forced out into a region of higher pressure.
The piston may be in actual contact with the liquid, in which case it fits with tight clearance
into the cylinder in which it moves, or it may be separated from the liquid by a flexible inert
diaphragm. The latter arrangement avoids leakage around the piston and avoids contamination
of the liquid or corrosion of the piston. The piston type is illustrated in Fig. 23. The action

Elastomeric lining,
spirally formed
(double-start)

Metal spiral shaft
(single start)

Figure 21 Moyno-type pump.

Elastomeric tubing

Rigid rotor

Rigid circular casing

Figure 22 Peristaltic pump.
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Discharge

Suction

Figure 23 Piston pump.

is made possible by the use of check valves at the entrance and exit of the pump, the valves
opening only when they experience a higher pressure upstream than downstream. This type
of pump is not suitable for liquids of very high viscosity, which would impede the action of
the valves.

The throughput of a reciprocating pump may be changed in two ways: on the short term
by varying the speed of reciprocation and on the longer term by varying the stroke length or
chamber size. Sometimes a group of liquids are being supplied to a common destination, with
fixed proportions to one another but with varying overall rate. One arrangement is to have each
liquid fed by an individual reciprocating pump, with cylinder diameter chosen for its average
rate, and with all pumps operating at the same speed set by a common drive. If it is desired to
change the proportions from time to time, this can be done by adjusting the stroke length of
selected pumps.

It may be necessary in some applications to install a pulsation dampener downstream of
the piston or diaphragm pump because of the intermittency of the output, which goes from
zero to as much as 𝜋 times the average flow during each cycle of reciprocation. The maximum
flow in this cycle should be used to calculate pressure drop on the inlet side in determining net
positive suction head.

2 GAS MOVERS

Gases and liquids share the common designation of fluids, and they share many of the same
methods of being moved. However, there are several differences in their characteristics that
make the technology different:

• Gases are compressible, unlike liquids which have close to constant density even under
conditions of extreme pressure.

• In moving a gas there may be appreciable ∫ PdV work of compression.
• The work of compression may be accompanied by significant temperature rise.
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• Pressures can range from high vacuum, e.g., 10−6 atmospheres absolute to as high as
anything encountered in liquid transport, e.g., 104 atmospheres, giving an overall range
of 1010.

• If the gas is a vapor, that is, if it is below its critical temperature, then compression may
bring on liquefaction.

A key parameter is CR, the compression ratio, PDISCHARGE∕PINLET, P2∕P1, where the pres-
sures are absolute. If the gas is ideal or if its compressibility factor Z is close to constant, then
the ratio of absolute temperatures entering and leaving is given by

T2

T1
=
(
P2

P1

)(𝛾−1)∕𝛾

(36)

where 𝛾 is the ratio of specific heat at constant pressure to specific heat at constant volume and
is around 1.4 for many common gases.

The consequences of this relation can be seen in Table 4.
Two observations may be made:

• For large compression ratios, overheating may cause (a) damage to the equipment, (b)
higher gas volumes that lower the efficiency of the operation, and (c) possibly dangerous
conditions in the gas. Cooling is required and, in multistage compression, cooling must
be done between stages.

• For small pressure ratios, it may be permissible to ignore these effects.

In fact, small pressure ratios are found in many gas movers, namely the fans and blowers.
Although the demarcation is arbitrary, one definition has fans operating at CR up to 1.1, and
blowers from 1.1 to 1.2. For the present discussion all these devices are denoted simply as fans.
Fans (including blowers) are dynamic (as opposed to positive displacement) devices and come
in two types, centrifugal and axial. As with pumps, there are fundamental differences between
the two types and, as with pumps, they are considered separately.

Compressors are considered to start at ratios above 1.2 or 1.3. In general the devices
are mechanically driven, and they comprise both dynamic and positive-displacement types.
Another gas mover/compressor is the ejector, a nonmechanical system in which a high-pressure
motive gas entrains a gas stream of lower pressure and produces a combined stream of interme-
diate pressure. The ejector is similar to the liquid-flow eductor but is more powerful because
of the ability of the motive gas to become supersonic and assume extremely low pressure.

The areas of operation of the various classes of device are shown in Fig. 24, where the
logarithm of discharge absolute pressure P2 is plotted against the logarithm of inlet absolute
pressure P1. The pressure unit of atmospheres is chosen so that the origin is at 1 atmosphere.

Table 4 Temperature Rise in Gas Compression

Compression
Ratio, P2∕P1

Temperature
Ratio, T2∕T1

Temperature rise
for T1 of 273 K

1.05 1.014 3.8
1.2 1.05 14.6
1.3 1.078 21.3
2 1.22 60
5 1.58 159
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Figure 24 Pressure ratio map.

2.1 Fans and Blowers—General

The term blower is used in different ways by workers in the gas-moving business. In the present
account blowers are simply included with fans as devices of low compression ratio.

Although fans (and blowers) occupy only a tiny fraction of the space in Fig. 24, they make
up a large fraction of gas movers. They are similar in many ways to the centrifugal and axial
pumps that are used for liquids. Many of the same relationships carry over, based on the fact that
at low ratios of discharge pressure to entrance pressure the density may be considered constant,
either at the inlet value or the discharge value or at an average of the two.

In the present account no distinction is made between the terms fan and blower and all
are referred to as fans. The criterion for distinguishing between these devices and compressors
has been proposed by the International Standards Organization as the mechanical energy, Wf ,
expended per unit weight of flowing gas. Fans (i.e., including blowers) are considered to be
those devices having a value less than 25,000 J/kg.

Thermodynamics teaches that, in the most general case, the work or energy required is

Wf = P2V2 −
(
P1V1 + ∫

PdV

)
=
∫

V dP =
∫

(
1
𝜌

)
dP (37)

where V is the specific volume of the gas, i.e., the volume per unit mass, m3kg−1, and 𝜌 is the
density of the gas.

If density is assumed constant, then

Wf =
(

1
𝜌

)
(P2 − P1) =

(
1
𝜌

)
ΔP (38)

and the power expended by the device is

Pwr = WWf = W

(
1
𝜌

)
ΔP = QΔP (39)

where W = weight flow
Q = volumetric flow, m3 s−1

ΔP = pressure rise, Pa
Pwr = power, W

Alternatively,

Pwr (horsepower) = 0.000157Q (cubic feet per minute) ΔP (inches of water) (40)
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Figure 25 Pressure ratios for fans and blowers.

From Eq. (38) it is seen that the ISO definition requires a fan to have a pressure rise ΔP no
greater than 25, 000𝜌. Considering the very common case of air being moved at a pressure in the
vicinity of one atmosphere absolute, the density is 1.2 kg m−3, so the maximum allowed pres-
sure is 30,000 Pa. The compression ratio, CR, is (101, 325 + 30, 000)∕101, 325 or 1.3. Table 4
shows a temperature rise of 21∘C.

Figure 25 is an abbreviated version of Fig. 24, showing the combinations of inlet and
discharge pressures, P1 and P2, typical of fans. Two common situations are denoted by points
A and B. Point A shows a fan exhausting gas from a subatmospheric region and discharging
to atmospheric pressure. Point B shows a fan forcing gas from atmospheric pressure into a
region above atmospheric. Both operations are seen to be occurring at a compression ratio of
1.3. Between points A and B are other less likely possibilities, also at CR of 1.3, where gas
is being moved from below atmospheric to above atmospheric pressure. Operations at lesser
values of CR are shown by the other two loci lines.

2.2 Centrifugal Fans

Centrifugal fans (and blowers) are entirely analogous to centrifugal pumps. They use a vaned
rotor to impart rotational velocity and centrifugal force to the gas, which is opposed by pressure
exerted by the fan casing. The gas undergoes a 90∘ change in direction, entering at the center
of the rotor and leaving tangentally from the outer periphery of the casing. A typical fan and
impeller is shown in Fig. 26.

The vanes can take one of five different forms, as shown in Fig. 27. Qualitative performance
curves are shown for each style of vane, where SP is static pressure, which is the term used in
practice to denote the pressure rise across the fan, i.e., ΔP, BPwr is brake power, which is the
term used in practice to denote the power delivered to the rotor impeller, and Q is volumetric
throughput of gas.

The characteristics of the various vane types are described as follows:

• Radial vanes
• Simple, robust, inexpensive
• Wide range of applicability and in common use
• Can handle significant particulate load without fouling
• Relatively low speed of operation
• Stable because of no region of rising SP with throughput
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• Relatively low efficiency
• Monotonic increase in power requirement with throughput, making it important to

provide adequate drive power
• Backward inclined vanes

• In common use
• Quiet
• Good efficiency
• Falling power requirement at high throughput
• May be straight or curved

• Aerodynamically shaped vanes
• A streamlined version of the backward inclined vanes
• Better efficiency and quietness
• More expensive to make

• Forward curved vanes
• Operate at lower speed than other types
• Quiet
• Used for medium throughputs at low SP
• Monotonic increase in power requirement with throughput
• Complex SP-vs.-Q relation, important to operate in the falling SP region

• Radially tipped vanes
• A hybrid between radial and backward inclined
• Efficiency is better than that of radial vanes
• Can handle moderate particulate load
• Monotonic increase in power requirement with throughput

The fan shown in Fig. 26 is equipped with curved backward inclined vanes.

Figure 26 Centrifugal fan with impeller.
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Figure 27 Centrifugal fan vane types.

Fundamental Relationships for Centrifugal Fans
For a centrifugal pump, Eq. (1) related the zero-flow (or “dead-head”) pressure rise to fluid den-
sity 𝜌, speed of rotation N, and impeller diameter D. The same equation applies to centrifugal
fans. An indication of the accuracy of this prediction is shown in Table 5.

Similarly, Eq. (4) applies to fans, showing the square-law decrease in pressure generation
with throughput. Similarly to pumps, these relationships lead to three affinity laws that describe
a fan operating at a fixed fraction of zero-throughput SP, including the optimal or best-operating
condition:

SP is proportional to 𝜌N2D2 (41)

Q is proportional to D3N (42)

Pwr is proportional to 𝜌N3D5 (43)

This optimal or best-operating condition occurs where the efficiency, Pwr∕BPwr, is at a
maximum, generally about 1

4
to 1

3
of the way down the SP-vs.-Q curve.
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Table 5 Prediction of Zero-Throughput Pressure Rise in Centrifugal Fans

Gas
Density, 𝜌

Rotational
Speed, N

Impeller
Diameter, D

Pressure Rise
From Eq. (1)

Measured
Pressure Rise

kg m−3 s−1 m Pa Pa
1.2 53.4 0.305 1047 1269
1.2 22.1 0.762 1120 1269

Table 6 Speed and Power Requirement for Centrifugal Fan

Static Pressure, SP, Pascals

125 500 2000

Air Flow
Speed of
Rotation

Brake
Power

Speed of
Rotation

Brake
Power

Speed of
Rotation

Brake
Power

m3 s−1 s−1 kW s−1 kW s−1 kW
4.0 11.3 1.0 14.8 2.6 27.3 12.0
5.2 14.1 1.8 16.8 3.7 27.2 13.9
7.1 18.3 3.7 20.5 6.2 28.3 17.7
8.3 21.3 5.5 23.2 8.4 30.0 21.0

The affinity laws lead to a specific speed for fans, defined in nondimensional form as

NS = NQ0.5[𝜌(SP × gC)−1]0.75 (44)

where N = rotor speed, s−1

Q = gas throughput, m3 s−1

𝜌 = gas density, kg m−3

SP = pressure rise, Pa
gC = conversion, kg m s−2 N−1, which is 1.0

In other units

N′
S = N(rpm)[Q(ft3∕min)]0.5 × {𝜌(lb ∕ft3) × [SP (inches of water)]−1}0.75 (45)

NS and N′
S are related as

N′
S = 21602NS (46)

Performance of Centrifugal Fans
The purchaser of a fan has specific requirements for throughput and pressure rise, and so the
supplier of fans provides performance information that allows the buyer to determine rotational
speed and brake power to meet these requirements with various models and sizes of fans. Table 6
shows typical data, in abbreviated form.

By examining similar tables for a range of fans, the purchaser and supplier are able to
arrive at the best choice.

This mode of presentation is useful for choosing a fan but not for understanding the fun-
damentals of the operation. The data were originally taken by the manufacturer from testing
with a range of airflows and rotor speeds and measurement of the resulting static pressure and
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brake power. The air would be at standard conditions, 68∘F, 14.70 psia, 36% relative humidity.
The table can be reversed to recover the original form, as shown in Figs. 28 and 29.

The SP-vs.-Q curves display roughly the square-law decrease in pressure with throughput.
The straight-line locus drawn on each plot corresponds to the optimal, maximum-efficiency or
best-operating condition for each fan speed. In Fig. 28 the ratio SP∕N2 and the ratio Q∕N stay
approximately constant for the five curves, indicating agreement with affinity laws 1 and 2. In
Fig. 29 the ratio BPwr∕N3 is close to constant, agreeing with affinity law 3.

Figure 30 shows, for one fan speed, the comparison of brake power BPwr with power
actually transmitted to the gas, i.e., Q × SP, along with the efficiency, which is the ratio of
the two.

For the same style of fan but at one-half the diameter, a similar calculation may be done
and, when the data for the two fans are compared, the ratios SP∕D2, Q∕D3, and BPwr∕D5 stay
constant, again in agreement with affinity laws 1, 2, and 3, respectively.
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It should be noted that the data in the performance tables are for the flow of air. Air at stan-
dard conditions of temperature and pressure and at a density of 1.2 kg m−3 or 0.075 lb ft−3 is
the standard test gas. If gas at a different density 𝜌 is to be moved, then the following procedure
is applied to the supplier’s tables (e.g., Table 6):

• Given that the requirement is for throughput Q and pressure rise SP.
• Multiply SP by 1.2∕𝜌 and obtain SP′.
• Enter the table with Q and static pressure SP′ and determine the required speed N and

a value for brake power BPwr′.
• Multiply BPwr′ by 𝜌∕1.2 to determine BPwr, the required brake power.

This procedure is consistent with the way in which density appears in the affinity laws.

Control of Centrifugal Fan Throughput
A fan forms part of a larger system in which other parts also have an influence on the pressure
profile. There may be a difference in pressure between the source and destination of the flow and
there may be frictional pressure losses that generally vary as approximately the square of flow
rate. The pressure requirement of the system, apart from the fan, can be represented as a function
of throughput on a “system” curve on the same plot as the pump SP-vs.-Q characteristic is
represented. Figure 31 shows two such curves, Syst.1 and Syst.2 along with performance curves
of the fan for different fan speeds (from Fig. 28).

Because the fan’s pressure must match the system losses, the point of operation is where
the fan and system curves intersect. If the indicated throughput is not what is desired, then there
are three ways of altering the overall system to make it so:

• Change the speed of the fan. If the change is to be infrequent, changes can be made
to the drive gearing or pulleys. If the change is to be continuous, then a variable-speed
drive is needed.

• Downstream: Install an adjustable louver downstream of the fan, to provide an additional
source of pressure loss, which can be varied to move the system curve up and down.
This is the option that was examined for liquids, where a pump-and-valve combination
allowed continuous adjustment of flow by manipulating the valve. The disadvantage is
that energy is wasted in pressure loss through the louver.
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• Upstream: Install an adjustable louver or, better, have the supplier equip the fan with
inlet vanes, which cause swirl in the incoming flow and weaken the ability of the fan to
develop pressure. For a given fan speed the SP-vs.-Q curve is bent more sharply down-
ward. An advantage is that, compared with louvers, the power requirement is actually
reduced.

2.3 Axial-Flow Fans

As was seen with liquids, it is possible to move a fluid using an impeller designed on the
principle of aerodynamic lift. The principle is shown in Fig. 14. The main motion is in the
same direction as the axis of rotation, hence the designation axial flow. Gases are also moved
in this manner. As was seen with liquids, axial-flow gas movers also display the same decrease
in head with throughput and the same affinity laws as centrifugal devices. The specific speed
of axial fans is high because they tend to be movers of gas rather than builders of pressure.

Axial Fan Types
Axial fans have three general types: propeller, tube axial, and vane axial. Propeller fans are
common as domestic air movers with no requirement for generating pressure. They may be
completely in the open or they may be equipped with a stationary plate extending out from the
periphery to help reduce backflow. Static pressure rise is 1 in. of water or less. Large fans of this
type are used industrially to impart velocity to air to make it more effective in heat exchange
or in cooling towers.

A tube-axial fan is shown in Fig. 32. It is mounted in a tube, which provides better direc-
tionality and which allows pressures of 3−4 in. of water to be generated. The ends of the tube
are streamlined to minimize friction losses and the unit is intended to be connected into a more
extensive system of piping.

Vane-axial fans deal with the fact that the drag force of the impeller blades, while small
compared to the lift force, is enough to impart tangential swirl to the gas. As seen in Fig. 14, the
drag force becomes larger the higher the angle of incidence is set, and the angle of incidence is
desired to be high to achieve lift and capacity. The vane-axial fan adds, to the tube-axial design,
a set of vanes in the surrounding tube. These vanes not only counteract the tangential compo-
nent but also convert some of it into the desired axial motion. This feature allows the angle
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Figure 32 Tube-axial fan.

of incidence to be set close to a maximum and it imparts a somewhat higher head capability
compared with nonvaned tube-axial fans.

In fan parlance the “angle of incidence” is referred to as the pitch of the blades. Some
manufacturers provide choice of pitch in their commercial offerings. In the case of some large
fans the capability of pitch adjustment is provided, either manually when the fan is shut down
or, more ideally, online during operation.

Flow Control of Axial Fans
Centrifugal fans were seen to have three ways of controlling their throughput: speed manipu-
lation, downstream adjustable louvers, and inlet vane swirl interference with pressure develop-
ment. Axial fans use the first two methods, with their respective advantages and disadvantages,
and they have a third manipulatable variable, namely blade pitch. Figure 33 is taken from Mon-
roe3 and shows the performance of a specific axial fan operating with different pitches. Also
shown is a “system line,” the intersection of which with the fan curves defines the conditions
of operation. If the fan has been delivering 140 m3s−1 with pitch at 14∘ and is then required to
cut back to 115, Fig. 33 shows two ways of doing so. One is to shift the location of the system
line by further closing of a downstream louver. The operating condition moves from point A to
point B′, with considerable increase in brake power. On the other hand achieving the through-
put reduction by reducing the blade pitch to 6∘ avoids the wasteful increase in static pressure
and brake power caused by louvers.

2.4 Ejectors

Ejectors, sometimes known as thermocompressors or re-compressors, accomplish the feat of
combining two gases or vapors of unequal pressure into a single stream of intermediate pres-
sure.Eductors do the same for liquids. Both operate by accelerating, in a nozzle, a high-pressure
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stream of motive fluid, which creates a zone of sufficiently low pressure that the lower-pressure
stream is drawn into it. The mixed fluid then passes through a divergent zone to recover some of
the pressure. Both devices observe Bernouilli’s principle, but the ejector has the added feature
that the density of the gas varies almost directly with the pressure. The device is designed so that
the motive gas reaches sonic velocity in the nozzle so that, after the nozzle, it becomes super-
sonic with attendant ultralow pressure. The arrangement is shown schematically in Fig. 34,
including an indication of how velocity and pressure vary along the path of flow. The ability to
enter the sonic and supersonic region makes the ejector a more powerful device that the eductor.

Ejectors are used primarily in two situations:

• Raising the pressure of waste streams in order to reuse them
• Creating and maintaining vacuum

Typical of the first application is the combination of plant waste steam at atmospheric
pressure with high-pressure steam (e.g., at 2000 Pa) to make a combined stream of sufficient
pressure (e.g., 250 kPa) to be useful in area heating. All pressures are absolute.

The second application is the more common, where ejectors compete with other methods
of achieving vacuum. The lack of moving parts and the low cost make ejectors competitive.
Steam is the preferred motive fluid, particularly if ejectors are to be used in series, which
requires condensation of most of the steam between the stages. An example of such an arrange-
ment is shown in Fig. 35.

Ejectors can be designed with reasonable confidence. The chief variable is the ratio of
the area of the throat to the area of the nozzle, AT∕AN . The right-hand part of the graph in
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Figure 34 Ejector.

Figure 35 Two-stage ejector with condenser.

Fig. 36 is used to determine the value of this ratio, based on the ratio of discharge pressure to
suction pressure PD∕PS and the ratio of suction pressure to motive pressure PS∕PM . For this
combination of AT∕AN and PS∕PM the left-hand part of the graph indicates what is the ratio of
suction to motive weight flow. Two examples may be helpful.

Vapor Recompression
A plant has a stream of waste steam at atmospheric pressure (101.3 kPa abs) and wishes to
recompress it to 20 lb in.−2 gauge or 239 kPa absolute. A high-pressure source of steam is
available at 250 lb in.−2 gauge, or 1825 kPa abs. The recompression will therefore have PD∕PS
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Figure 36 Ejector performance map.

of 239/101.3, i.e., 2.4 and PS∕PM of 101.3/1825, i.e., 0.056. The right-hand side of Fig. 36
specifies an area ratio AT∕AN of 20. From the left-hand side of the graph it is determined
that approximately one weight unit of motive steam will be required for each weight unit of
waste steam.

Vacuum Generation with Ejectors
Consider the two-stage ejection system shown in Fig. 35. Assume that steam is being handled
and that essentially all the steam from the first stage is condensed in the interstage condenser.
The absolute pressure is to be 10 mm Hg abs, the motive steam is at 1000 kPa or approximately
7500 mm Hg abs, and the final discharge pressure is atmospheric, 760 mm Hg abs. Design of
the two individual ejectors requires a choice of intermediate pressure. This value would be
chosen on the recommendation of the supplier but, for interest, a value of 150 is tested. The
results are shown in Table 7.

For sizing, the following two relationships may be used:

WM = 146, 000PMAN(TM)−0.5 if air is the motive fluid (47)

WM = 113, 000PMAN(TM)−0.5 if steam is the motive fluid (48)

Table 7 Ejector Staging in Vacuum Service

Stage
Entrance
Pressure, PS

Exit
Pressure, PD PD∕PS PS∕PM AT∕AN WS∕WM

mm Hg abs mm Hg abs
1. 10 150 15 0.0013 71 0.032
2. 150 760 5.1 0.02 15 0.110
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Figure 37 Pressure ratios for ejector systems.

For the ejector in the first example and the two ejectors in the second example, the locations
on the discharge-versus-inlet pressure plot are shown in Fig. 37.

2.5 Compression

The determinant of whether a gas mover is a fan, blower, or compressor is the compression
ratio CR. CR of 1.3 or greater is a reasonable starting point for compressors. The actual pres-
sures may be below or above atmospheric. Ejectors qualify as compressors and, as was seen,
they may be used in ranges both below and above atmospheric. Seven mechanical devices are
commonly used for compression. Three of them are used mainly for vacuum service and are
considered first.

Vacuum Generation
The need for vacuum or subatmospheric pressure can take several forms. It may be transient,
where a region needs to be “pumped down” to a low pressure. It may be low volume, where
vacuum must be held in the face of slight infiltration of outside gas. It may be steady, where
gas continuously enters or is generated within the region. It may be mild, where the abso-
lute pressure is a significant fraction of one atmosphere or it may be “hard,” where the absolute
pressure is 1 mm Hg or less. Vacuum may be expressed quantitatively as the difference between
atmospheric and system pressure or it may be expressed as the system absolute pressure: atmo-
spheres, millimeters of mercury, pascals. The latter convention, absolute pressure, is used here.
Three devices are described. First, it should be noted that staged ejectors, already described,
are capable of producing absolute pressures as low 0.003 mm Hg abs or 0.4 Pa. With six stages,
this implies an average CR per stage of 8.

Rotary Lobe Two or more rotors, each with two or more intermeshing lobes, trap the gas on
the suction side and deliver it to a higher pressure destination. The original version is the Roots
Blower. They can be used to generate pressures up to 2 atm absolute and to generate vacuum as
low as 60 mm Hg abs (8000 Pa, 0.08 atm). Capacities are from 30 to 30, 000 ft3∕min, 0.015−15
m3 s−1. A schematic is shown in Fig. 38.

Rotary Sliding Vane The rotor in this compressor is eccentrically mounted in the casing but
has spring-loaded sliding vanes that extend to the casing wall. Gas enters at a point where the
vanes are most extended, then is carried around as the vanes recede and as the rotor-to-wall
distance decreases. The gas is thus compressed and then expelled at the point of minimum



2 Gas Movers 893

DISCHARGE

DISCHARGE DISCHARGE

INLET INLET

INLET INLET

DISCHARGE

A B

C D

Figure 38 Rotary lobe compressor.

Figure 39 Rotary sliding vane compressor.

vane extension. A single stage can create a vacuum of 15−20 mm Hg abs, two stages can
produce 0.5 mm, and multiple stages can take pressure as low as 0.001 mm or 0.13 Pa. Oil
is usually passed through the compressor to lubricate, seal, and cool. Capacities are listed from
3 to 1100 ft3∕min (0.5 m3 s−1). A schematic is given in Fig. 39, showing 8 vanes: up to 12 are
sometimes used.

LiquidRingA rotor with vanes is used to circulate liquid around the periphery of a non-circular
(e.g., elliptical) casing. The spacing between liquid surface and rotor varies as the distance
between rotor and casing increases and decreases. Gas enters the zone between rotor and casing
at its two points I of greatest spacing, gets compressed as the spacing shrinks, and then gets
expelled at the two points D of minimum spacing. Vacuum down to 100 mm Hg and lower is
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Figure 40 Liquid ring compressor.

achieved but may be limited by the vapor pressure of the liquid. It is sometimes used in tandem
with a different type of device, delivering the gas to its atmospheric pressure termination. If the
gas is a condensable vapor the liquid may simply be the same substance (e.g., steam and liquid
water). Capacities are listed as 3−10,000 ft3∕min or 0.0015−5 m3 s−1. The device is shown
schematically in Fig. 40.

Above-Atmospheric Compression
Rotary lobe, rotary sliding vane, and liquid ring compressors are all positive-displacement
devices. Two more positive-displacement devices, which are often used for above-atmospheric
pressurization, are the reciprocating compressor and the screw compressor. Two dynamic-type
compressors are the centrifugal and the axial.

Reciprocating Compressor. Reciprocating devices take two types, the piston and the
diaphragm. The former is illustrated in Fig. 23. In both types a movable surface alternately
allows fluid into a chamber and then expels it into a region of higher pressure. The directions
of the inflow and outflow are regulated by a pair of check valves, which open only when the
pressure upstream exceeds the pressure downstream. Piston pumps may have two chambers,
one on each side of the piston, with the cycles 180∘ out of synchronization with each other.
Piston pumps have maximum compression ratios of 4−8. Small domestic compressors
generally are the piston type.

Diaphragm compressors make use of the motion of a flexible membrane (usually metallic)
to admit, pressurize, and then expel gas. The membrane is sealed around the edges so that there
is no leakage of gas (or lubricant) as there might be around a piston. The membrane may be
directly attached to a piston or it may be driven by oil, which in turn is driven by a piston, as
shown in Fig. 41. Diaphragm compressors can have compression ratios much higher than piston
units, e.g., 10 and higher. They can reach pressures of 60, 000 lb∕in.2, which is higher than any
other compressor; however, they have relatively low capacity compared to piston units.

Screw Compressor Screw compressors employ two counterrotating screws to trap, pressurize,
and expel gas. Examining the cross sections of the two screws shows that they are dissimilar,
with the lobes of one screw fitting closely into the cavities of the other. Typically, the number
of lobes does not equal the number of cavities, so that the screws rotate at different speed: In
Fig. 42, screw A would rotate 50% faster that screw B. The screws have very tight clearances
but are driven using timing gears to prevent them from touching each other. They can be run
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Figure 42 Screw compressor.

dry, in which case they may have compression ratio of up to 5, or run with oil to lubricate,
cool, and seal, in which case they may have compression ratio 20 and higher. One manufacturer
advertises a dry-running unit that delivers 120, 000 m3 h−1 or 67, 000 ft3min−1. Oil-sealed units
have lesser capacities; they are sometimes also used for vacuum generation.

Scroll Compressor. The scroll compressor or pump is a century-old concept made practical
more recently by the ability to machine the parts to the tight required tolerances. It consists of
two interleaved spiral elements, one fixed and the other moving eccentrically in contact with
it. Pockets of gas (or liquid) are trapped and moved along from inlet to discharge. It can be
used at pressures below or above atmospheric. Usual compression ratio is 3−4 but some uses
are reported where CR is 8 or 9. It is used extensively in automotive, air-conditioning and
refrigeration applications, especially where a compact quiet device is required.
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Centrifugal Compressor. Unlike the positive devices, the centrifugal compressor is dynamic
and operates in terms of head rise rather than compression ratio. This compressor has the same
principle as centrifugal pumps and centrifugal fans and blowers and it follows the same affinity
rules. It is differentiated from the fans by always using backward-inclined vanes, employing
static vanes in the casing to help direct the peripheral flow, and having a spiral volute-shaped
casing. These features are shown in Fig. 43. Operating speeds are also higher than for fans
and blowers. Single-stage compression ratio is usually in the 1.5−3 range: Higher CR can
cause undue mechanical stress. Multistaged, the compressor delivers higher throughput than the
positive-displacement devices. Eight stages are typical. The centrifugal compressor is unsuit-
able for gases of low molecular weight because unrealistic heads, as calculated in Eq. (49), are
required to achieve desired discharge pressure:

H(m) = ΔP(N m−2) 𝜌−1(m3 kg−1)g−1 (kgf N−1) (49)

The head-versus-volumetric throughput curve has a rising portion at low throughput, which
must be avoided to prevent instability know as surging. This serious phenomenon limits the
turn-down range: single stages down to 50%, multiple stages down to 75%.

Axial-Flow Compressor Like the axial-flow pumps, fans, and blowers, the axial-flow com-
pressor uses the principle of aerodynamic lift to create head rise. Inclined blades on a rotor, the
axis of which lays in the direction of flow, impart lift and a small amount of tangential swirl to
the gas. Intervening rows of static vanes help to redirect the swirl into the axial direction. All
blades and vanes are designed to maximize lift and minimize drag. Axial compressors are typi-
cally 8−10% more efficient than centrifugal compressors. Axial units have the highest capacity
of all compressors. Figure 44 is a schematic.

Rotating vanes

Static vanes

Figure 43 Centrifugal compressor.

ROTOR

Figure 44 Axial-flow compressor.
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Figure 45 shows a useful graphic comparison of the range of discharge pressures and of
throughputs for the compressors that have been discussed.

3 THERMODYNAMICS OF GAS COMPRESSION

Raising the pressure of any fluid requires energy, and the work per unit weight of a fluid was
given by Eq. (37) as

Wf = ∫

(
1
𝜌

)
dP (37)

If the fluid is liquid or if, in the case of a gas, the pressure change is small, then density 𝜌

may be taken as constant and Eq. (38) applies

Wf =
(

1
𝜌

)
ΔP (38)

For a liquid, because density is relatively large, the energy is relatively small. Likewise,
for a gas at low pressure rise, the energy expended is small.

For a gas undergoing significant compression, the energy cost is significant. Also, since
the expended energy has little chance to dissipate, it appears as temperature rise in the gas.
This compression energy must be removed by cooling the gas after compression or between
sequential stages of compression. These effects and requirements must be estimated. The cal-
culation starts with Eq. (37). And, it is assumed, conservatively, that all of the compression
work is converted into gas temperature, with no heat transfer to the surroundings.
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Adiabatic Calculation
A first examination of the compression is to consider it reversible and therefore described by
the equations of an adiabatic, isentropic process. The relation between gas pressure and gas
density is

P
𝜌𝛾

=
P1

𝜌1
𝛾

(50)

where 𝛾 equals Cp∕Cv with Cp being the specific heat at constant pressure and Cv being the
specific heat at constant volume.

Substituting into Eq. (37) and integrating betweenP1 andP2 gives the following expression
for work input based on an adiabatic reversible process:

(Wf )ad =
(

𝛾

𝛾 − 1

) (
P1

𝜌

) [(
P2

P1

)(𝛾−1)∕𝛾

− 1

]
(51)

The temperature rise is calculated from Eq. (36):

T2

T1
=
(
P2

P1

)(𝛾−1)∕𝛾

(36)

From Eqs. (36) and (51) it is shown that

(T2)ad − T1 = Cp
−1 (Wf )ad (52)

In practice, the required work and the rise in temperature are higher than these predictions
because of irreversible energy losses in the compressor. An efficiency factor is defined for the
process as

𝜂ad =
(T2)ad − T1

(T2)actual − T1
or

(Wf )ad

(Wf )actual
(53)

For example, if P2∕P1 is 5 and 𝛾 is 1.4 and T1 is 50∘C or 323 K, then from Eq. (36) T2∕T1
is 1.58 and (T2)ad is 512 K or 239∘C. But if 𝜂ad is 0.75, then from Eq. (53)

(T2)actual =
(T2)ad + (𝜂ad − 1)T1

𝜂ad
= 575 K or 302∘C

Polytropic Calculation
A different approach, favored by compressor manufacturers, is to recognize the considerable
misprediction of the adiabatic assumption and to base the calculation on an altered form of
Eq. (50), namely

P
𝜌n

=
P1

𝜌1
n

(54)

where the index n is chosen to produce a better match with the temperature rise than is experi-
enced in practice. For instance, if n were chosen as 1.56 (instead of 1.4) in the above example,
then there would be equality between Tactual∕T1 and (P2∕P1)(n−1)∕n

Since it is impossible to choose a value of n that would fit all cases, the manufacturer
specifies a common value and uses a polytropic efficiency 𝜂p to cover any mismatch. 𝜂p is
always closer than 𝜂ad to 1.0.

(Wf )p =
( n
n − 1

) (
P1

𝜌1

) [(
P2

P1

)(n−1)∕n

− 1

]
(55)

(Wf )actual =
(Wf )p
𝜂p

(56)

Tactual = T1 +
[ (P2∕P1)(n−1)∕n ] T1 − T1

𝜂p
(57)
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The units of Wf are typically joules per kilogram (if P1 is in pascals and 𝜌1 is in kg m−3) or
foot pounds-force per pound. In the latter case the work is expressed simply as “feet of head.”
For head in meters,

H(m) = (Wf )actual gc g
−1 (58)

Use of Thermodynamic Charts
The above treatment assumes a constant value for Z, the compressibility factor in the equation
of state for the gas,

P V = Z(W∕mol wt) RT (59)

For many gases such as hydrocarbons this assumption becomes inaccurate over signifi-
cant increases of pressure and temperature. If thermodynamic charts are available, they may
be used directly to make the adiabatic estimate and then to correct it for efficiency. This is
the preferred way to calculate power and discharge temperature. In Fig. 46 a portion of the
enthalpy-versus-entropy chart is shown for steam. The line 1 – 2 shows adiabatic compression
of steam from 30 psia and 320∘F to a pressure of 50 psia. The enthalpy rises from 1200 Btu
per pound to 1245, an increase of 45. If the adiabatic efficiency for this compressor were only
50%, then the final enthalpy would be 1290, shown by the point at 3, still at 50 psia but with
discharge temperature 514∘F. Total energy expended would be

90 Btu lb−1 or 70020 ft-lbf lb−1 or 127.3 hp lb−1 or 209 kJ kg−1

or 21327 m head

The Gas Processors Suppliers Association is a good source for thermodynamic charts for
hydrocarbons.

Total Compressor Power
The power calculated above is the gas power, GP, the power that shows up as temperature
rise. To obtain the total power requirement the losses due to friction in bearings, seals, and
speed-increasing gears must be added. An approximate equation is

Total power = gas Power,GP + mechanical losses (60)

where
Mechanical losses (hp) = GP(hp)0.4 (61)
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Field Determination of Compressor Power
In the absence of good estimates for the various efficiencies, the above calculations are some-
times circumvented by using experiental data for various compressions. These data are obtained
from measurements of electrical power used by existing units and they provide a quick indica-
tion of what will be needed in a future installation. For instance, typical values for air compres-
sion are 6 standard cubic feet per minute per kilowatt for 100 psig air and 4.2 for 175 psig air.
By way of comparison, the ratio for the above example of steam compression from 30 to 50
psia has a value of 8.4 based on gas power alone and somewhat less when mechanical losses
are included.

Required Number of Stages
Compressing a gas in stages, with cooling between stages, brings the operation closer to the
ideal of isothermal compression, minimizing high temperatures and minimizing operating cost.
However, capital cost increases with the number of stages. It is desired to know how many are
needed. One factor is the achievable compression ratio per stage. Depending on the type of
compressor, it may vary from, say, 1.05−7, but a reasonable assumption is 3−4 for most units.
Another factor is the allowable gas temperature. Compressor sealing systems are usually limited
to about 300∘F (148∘C). Some gases such as oxygen, chlorine, and acetylene require temper-
ature below 200∘F (93∘C). With these limits in mind, the necessary staging can be specified.
Theoretically, the minimum operating power occurs when all stages have the same compression
ratio, so that

CR per stage = (Total CR)1∕(required number of stages) (62)
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1 INTRODUCTION

1.1 Basic Operating Principles

Gas turbines are heat engines based on the Brayton thermodynamic cycle, which is one of
the four cycles that account for most heat engines in use. The other three cycles are the Otto,
Diesel, and Rankine. TheOtto andDiesel cycles are cyclic in regard to energy content, while the
Brayton (gas turbine) and Rankine (steam turbine) cycles are steady-flow, continuous energy
transfer cycles. The Rankine cycle involves condensing and boiling of the working fluid (steam)
and utilizes a boiler to transfer heat to the working fluid. The working fluid in the Otto, Diesel,
and Brayton cycles is generally air, or air plus combustion products; these cycles are usually
internal combustion cycles wherein the fuel is burned in the working fluid. In summary, the
Brayton cycle is differentiated from the Otto and Diesel cycles in that it is continuous and from
the Rankine in that it relies on internal combustion and does not involve a phase change in the
working fluid.

In all cycles, the working fluid experiences induction, compression, heating, expansion,
and exhaust. In a nonsteady cycle, these processes are performed in sequence in the same closed
space—one formed by a piston and cylinder—and operate on the working fluid one mass at a
time. In contrast, the working fluid flows without interruption through a steam turbine power
plant or gas turbine engine, passing continuously from one single-purpose device to the next.

901
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Gas turbines are used to power aircraft and land vehicles, to drive generators (alternators) to
produce electric power, and to drive other devices such as pumps and compressors. Gas turbines
in production range in output from below 50 kW to over 200MW. Design philosophies and
engine configurations vary significantly across the industry. For example, aircraft engines are
optimized for high power-to-weight ratios, while heavy-duty, industrial and utility gas turbines
are heavier, since they are designed for low cost and long life in severe environments.

Figure 1 shows the arrangement of a simple gas turbine engine. The rotating compressor
acts to raise the pressure of the working fluid and force it into the combustor. The turbine
is rotated by fluid expanding from a high pressure at the combustor discharge to ambient

(a)

(b)

Figure 1 Simple engine types: (a) open cycle and (b) closed cycle.
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air pressure at the turbine exhaust. The resulting mechanical work drives the mechanically
connected compressor and output load device.

The nomenclature of the gas turbine is not standardized. In this chapter the following
descriptions of terms apply:

• Blading refers to all rotating and stationary airfoils in the gas path.
• Buckets are turbine (expander) section rotating blades; the term is derived from steam
turbine practice.

• Nozzles are turbine section stationary blades.
• Combustors are the combustion components in contact with the working fluid; major
combustor components are fuel nozzles and combustion liners. The combustor configu-
rations are annular, can-annular, and silo. Can-annular and silo-type combustors have
transition pieces which conduct hot gas from the combustion liners to the first-stage
nozzles.

• A compressor stage consists of a row of rotor blades, all at one axial position in the gas
turbine, and the stationary blade row downstream of it.

• A turbine stage consists of a set of nozzles occupying one axial location and the set of
buckets immediately downstream.

• Discs and wheels are interchangeable terms; rotating blading is attached either to a
monolithic rotor structure or to individual discs or wheels designed to support the blad-
ing against centrifugal force and the aerodynamic loads of the working fluid.

Gas turbine performance is established by three basic parameters: mass flow, pressure
ratio, and firing temperature. Compressor, combustor, and turbine efficiency have significant,
but secondary, effects on performance, as do inlet and exhaust systems, turbine gas path and
rotor cooling, and heat loss through turbine and combustor casings. In gas turbine catalogues
and other descriptive literature, mass flow is usually quoted as compressor inlet flow, although
turbine exit flow is sometimes quoted. Output is proportional to mass flow.

Pressure ratio is quoted as the compressor pressure ratio. Aircraft engine practice defines
the ratio as the total pressure at the exit of the compressor blading divided by the total pressure
at the inlet of the compressor blading. Industrial/utility turbine manufacturers generally refer to
the static pressure in the plenum downstream of the compressor discharge diffuser (upstream of
the combustor) divided by the total pressure downstream of the inlet filter and upstream of the
inlet of the gas turbine. Similarly, there are various possibilities for defining turbine pressure
ratio. All definitions yield values within 1 or 2% of one another. Pressure ratio is the primary
determiner of simple-cycle gas turbine efficiency. High pressure results in high simple-cycle
efficiency.

Firing temperature is defined differently by each manufacturer, and the differences are
significant. Heavy-duty gas turbine manufacturers use three definitions:

1. There is an International Organization for Standardization (ISO) definition of firing
temperature, which is a calculated temperature. The compressor discharge temperature
is increased by a calculated enthalpy rise based on the compressor inlet air flow and the
fuel flow. This definition is valuable in that it can be used to compare gas turbines or
to monitor changes in performance on through calculations made on the basis of field
measurements. Knowledge of the secondary flows within the gas turbine is not required
to determine ISO firing temperature.

2. A widely used definition of firing temperature is the average total temperature in the
exit plane of the first-stage nozzle. This definition is used by General Electric for its
industrial engines.
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3. Westinghouse (now part of Siemens-Westinghouse) and several other manufacturers
refer to “turbine inlet temperature,” the temperature of the gas entering the first-stage
nozzle. Turbine inlet temperature is approximately 100∘C above nozzle exit firing tem-
perature, which is in turn approximately 100∘C above the ISO firing temperature.

Since firing temperature is commonly used to compare the technology level of competing gas
turbines, for comparison purposes it is important to use one definition of this parameter.

Aircraft engines and aircraft derivative industrial gas turbines have other definitions. One
nomenclature establishes numerical stations (in which station 3.9 is combustor exit and station
4.0 is first-stage nozzle exit). Thus, T3.9 is very close to turbine inlet temperature and T4.0 is
approximately equal to GE’s firing temperature. There are some subtle differences that relate
to the treatment of the leakage flows near the first-stage nozzle.

Firing temperature is a primary determiner of power density (specific work) and
combined-cycle (Brayton–Rankine) efficiency. High firing temperature increases the power
produced by a gas turbine of a given physical size and mass flow. The pursuit of higher firing
temperatures by all manufacturers of the large, heavy-duty gas turbines used for electrical
power generation is driven by the economics of high combined-cycle efficiency.

Pressures and temperatures used in the following descriptions of gas turbine performance
will be total pressures and temperatures. Absolute, stagnation, or total values are those mea-
sured by instruments that face into the approaching flow to give an indication of the energy
in the fluid at any point. The work done in compression or expansion is proportional to the
change of stagnation temperature in the working fluid in the form of heating during a com-
pression process or cooling during an expansion process. The temperature ratio between the
temperatures before and after the process is related to the pressure ratio across the process by
the expression Tb/Ta = (Pb/Pa)

(𝛾 − 1)/𝛾 , where 𝛾 is the ratio of working fluid specific heats at
constant pressure and volume. The temperature and pressure are stagnation values. It is the
interaction between the temperature change and ratio at different starting temperature levels
which permits the engine to generate a useful work output.

This relationship between temperature and pressure can be demonstrated by a simple
numerical example using the Kelvin scale for temperature. For a starting temperature of 300 K
(27∘C), a temperature ratio of 1.5 yields a final temperature of 450 K and a change of 150∘C.
Starting instead at 400 K, the same ratio would yield a change of 200∘C and a final tempera-
ture of 600 K. The equivalent pressure ratio would ideally be 4.13, as calculated from solving
the preceding equation for Pb/Pa; Pb/Pa = Tb/Ta

𝛾/𝛾−1 = 1.51.4/0.4 = 4.13. These numbers show
that, working over the same temperature ratio, the temperature change and, therefore, the work
involved in the process vary in proportion to the starting temperature level.1

This conclusion can be depicted graphically. If the temperature changes are drawn as ver-
tical lines ab and cd and are separated horizontally to avoid overlap, the resultant is Fig. 2a.
Assuming the starting and finishing pressures to be the same for the two processes, the thin lines
through ad and bc depict two of a family of lines of constant pressure which diverge as shown.
In this ideal case, expansion processes could be represented by the same diagram, simply by
proceeding down the lines ba and cd. Alternatively, if ab is taken as a compression process, bc
as heat addition, cd as an expansion process, and da as a heat rejection process, then the figure
abcda represents the ideal cycle to which the working fluid of the engine is subjected.

Over the small temperature range of this example, the assumption of constant gas proper-
ties is justified. In practice, the 327∘C (600 K) level at point d is too low a temperature from
which to start the expansion. Figure 2b is more realistic. Here, the lines of constant pressure
have been constructed for ideal gas–air properties, which are dependent on temperature. Expan-
sion begins from a temperature of 1250∘C. With a pressure ratio of 16:1, the end point of the
expansion is approximately 480∘C. Now, ab represents the work input required by the compres-
sor. Of the expansion work capacity cd, only the fraction cd′ is required to drive the compressor.
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Figure 2 (a) Temperature changes and (b) temperature–entropy diagram for ideal simple gas turbine cycles.

An optical illusion makes it appear otherwise, but line ad′ is displaced vertically from line bc
by the same distance everywhere. The remaining 435∘C, line d′d, is energy that can be used to
perform useful external work, by further expansion through the turbine or by blowing through
a nozzle to provide jet thrust.

Now consider line bc. The length of its vertical projection is proportional to the heat added.
The ability of the engine to generate a useful output arises from its use of the energy in the input
fuel flow, but not all of the fuel energy can be recovered usefully. In this example, the heat input
proportional to 1250 − 350 = 900∘C compares with the excess output proportional to 435∘C
(line d′d) to represent an efficiency of 435/900, or 48%. If more fuel could be used, raising the
maximum temperature level at the same pressure, then more useful work could be obtained at
nearly the same efficiency.

The line da represents heat rejection. This could involve passing the exhaust gas through a
cooler, before returning it to the compressor, and this would be a closed cycle. However, almost
universally, da reflects discharge to the ambient conditions and intake of ambient air (Fig. 1b).
Figure 1a shows an open-cycle engine, which takes air from the atmosphere and exhausts back
to the atmosphere. In this case, line da still represents heat rejection, but the path from d to a
involves the whole atmosphere and very little of the gas finds its way immediately from e to a.
It is fundamental to this cycle that the remaining 465∘C, the vertical projection of line da, is
wasted heat because point d is at atmospheric pressure. The gas is therefore unable to expand
further and so can do no more work.

Designers of simple-cycle gas turbines—including aircraft engines—have pursued
a course of reducing exhaust temperature through increasing cycle pressure ratio, which
improves the overall efficiency. Figure 3 is identical to Fig. 2b except for the pressure ratio,
which has been increased from 16:1 to 24:1. The efficiency is calculated in the same manner.
The total turbine work is proportional to the temperature difference across the turbine, 1250 −
410 = 840∘C. The compressor work, proportional to 430 − 15 = 415∘C, is subtracted from
the turbine temperature drop 840 − 415 = 425∘C. The heat added to the cycle is proportional
to 1250 − 430 = 820∘C. The ratio of the net work to the heat added is 425/820 = 52%. The
approximately 8% improvement in efficiency is accompanied by a 70∘C drop in exhaust
temperature. When no use is made of the exhaust heat, the 8% efficiency may justify the
mechanical complexity associated with higher pressure ratios. Where there is value to the
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Figure 3 Simple-cycle gas turbine temperature–entropy diagram for high pressure ratio (24:1) and
1250∘C firing temperature.

exhaust heat, as there is in combined Brayton–Rankine cycle power plants, the lower pressure
ratio may be superior. Manufacturers forecast their customer requirements and understand the
costs associated with cycle changes and endeavor to produce gas turbines featuring the most
economical thermodynamic designs.

The efficiency levels calculated in the preceding example are very high because many
factors have been ignored for the sake of simplicity. Inefficiency of the compressor increases
the compressor work demand while turbine inefficiency reduces turbine work output, thereby
reducing the useful work output and efficiency. The effect of inefficiency is that, for a given
temperature change, the compressor generates less than the ideal pressure level while the tur-
bine expands to a higher temperature for the same pressure ratio. There are also pressure losses
in the heat addition and heat rejection processes. There may be variations in the fluid mass
flow rate and its specific heat (energy input divided by consequent temperature rise) around the
cycle. These factors can easily combine to reduce the overall efficiency.

1.2 Brief History of Gas Turbine Development and Use

It was not until the year 1791 that John Barber patented the forerunner of the gas turbine,
proposing the use of a reciprocating compressor, a combustion system, and an impulse turbine.
Even then, he foresaw the need to cool the turbine blades, for which he proposedwater injection.

The year 1808 saw the introduction of the first explosion type of gas turbine, which in later
forms used valves at the entry and exit from the combustion chamber to provide intermittent
combustion in a closed space. The pressure thus generated blew the gas through a nozzle to drive
an impulse turbine. These operated successfully but inefficiently for Karavodine and Holzwarth
from 1906 onward, and the type died out after a Brown, Boveri model was designed in 1939.1

Developments of the continuous-flow machine suffered from lack of knowledge, as differ-
ent configurations were tried. In 1872 Stolze designed an engine with a seven-stage axial-flow
compressor, heat addition through a heat exchanger by external combustion, and a 10-stage
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reaction turbine. It was tested from 1900 to 1904 but did not work because of its very inefficient
compressor. Parsons was equally unsuccessful in 1884, when he tried to run a reaction turbine in
reverse as a compressor. These failures resulted from the lack of understanding of aerodynam-
ics prior to the advent of aircraft. As a comparison, in typical modern practice, a single-stage
turbine drives about six or seven stages of axial compressor with the same mass flow.

The first successful dynamic compressor was Rateau’s centrifugal type in 1905. Three
assemblies of these (with a total of 25 impellers in series giving an overall pressure ratio of
4) were made by Brown, Boveri and used in the first working gas turbine engine, which was
built by Armengaud and Lemale in the same year. The exhaust gas heated a boiler behind
the turbine to generate low-pressure steam, which was directed through turbines to cool the
blades and augment the power. Low component efficiencies and flame temperature (828 K)
resulted in low work output and an overall efficiency of 3%. By 1939, the use of industrial gas
turbines had become well established and experience with the Velox boiler led Brown, Boveri
into diverging applications; a Hungarian engine (Jendrassik) with axial-flow compressor and
turbine used regeneration to achieve an efficiency of 0.21; and the Sun Oil Co. (USA) was using
a gas turbine engine to improve a chemical process.1

The history of gas turbine engines for aircraft propulsion dates from 1930, when Frank
Whittle saw that its exhaust gas conditions ideally matched the requirements for jet propulsion
and took out a patent.1 His first model was built by British Thomson-Houston and ran as the
Power Jets Type U in 1937, with a double-sided centrifugal compressor, a long combustion
chamber that was curled round the outside of the turbine, and an exhaust nozzle just behind the
turbine. Problems of low compressor and turbine efficiency were matched by hardware prob-
lems and the struggle to control the combustion in a very small space. In 1938 reverse-flow
can-annular combustors were introduced with the aim still being to keep the compressor and
turbine as close together as possible to avoid shaft whirl problems (Fig. 4). Whittle’s first flying
engine was the W1, with 850 lb thrust, in 1941. It was made by Rover, whose gas turbine estab-
lishment was taken over by Rolls-Royce in 1943. A General Electric version of the W1 flew
in 1941. A parallel effort at General Electric led to the development of a successful axial-flow
compressor. This was incorporated in the first turboprop engine, the TG100, later designated

Figure 4 Photo of an early Whittle-type jet engine with portions cut away to show double-sided compres-
sor and reverse-flow combustion chambers. Photo by Mark Doane of General Electric.
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the T31. This engine was first tested in May 1943 and produced 1200 hp from an engine weigh-
ing under 400 kg. Flight testing followed in 1949. An axial-flow compressor turbojet version
was also constructed. Designated the J35, it flew in 1946. The compressor of this engine evolved
to the compressor of the GE MS3002 industrial engine that was introduced in 1950 and is still
commercially available.2

A Heinkel experimental engine flew in Germany in 1939. Several jet engines were opera-
tional by the end of the World War II, but the first commercial engine did not enter service until
1953—the Rolls-Royce Dart turboprop in the Viscount, followed by the turbojet de Havilland
Ghost in the Comet of 1954. The subsequent growth of the use of jet engines has been visible
to most of the world and has forced the growth of design and manufacturing technology.1 By
1970 a range of standard configurations for different tasks had become established, and some
aircraft engines were established in industrial applications and in ships.

Gas turbines entered the surface transportation fields also during their early stages of devel-
opment. The first railway locomotive application was in Switzerland in 1941, with a 2200-hp,
Brown, Boveri engine driving an electric generator and electric motors driving the wheels.
The engine efficiency approached 19% using regeneration. The next decade saw several sim-
ilar applications of gas turbines by some 43 different manufacturers. A successful application
of gas turbines to transportation was the 4500 draw-bar horsepower engine based on the J35
compressor. Twenty-five locomotives so equipped were delivered to the Union Pacific Rail-
road between 1952 and 1954. The most powerful locomotive gas turbine was the 8500-hp unit
offered by General Electric to the Union Pacific Railroad for long-distance freight service.3

This became the basis of the MS5001 gas turbine, which is the most common heavy-duty gas
turbine in use today. Railroad applications continue today, but they rely on a significantly differ-
ent system. Japan Railway operates large, stationary gas turbines to generate power transmitted
by overhead lines to their locomotives.

Automobile and road vehicle use started with a Rover car of 1950, followed by Chrysler
and other companies, but commercial use has been limited to trucks, particularly by Ford. Auto-
motive gas turbine development has been largely independent of other types and has forced the
pace of development of regenerators. Of course, no history would be complete without men-
tion of the Pratt & Whitney-engined race car campaigned by Andy Granatelli and driven by
Parnelli Jones at the 1967 Indianapolis 500, which led most of the race before being sidelined
by a bearing failure.

1.3 Subsystem Characteristics and Capabilities

The three subsystems that comprise the gas turbine proper are the compressor, combustor, and
turbine. Technologies developed for these subsystems enable the operation and contribute to
the value of the gas turbine.

Compressors
Compressors used in gas turbines are of the dynamic type, wherein air is continuously
ingested and raised to the required pressure level—usually, but not necessarily, between 8
and 40 atm. Larger gas turbines use axial types; smaller ones use radial outflow, centrifugal
compressors. Some smaller gas turbines use both—an axial-flow compressor upstream of a
centrifugal stage.

Axial compressors feature an annular flow path, larger in cross-sectional area at the inlet
than at the discharge. Multiple stages of blades alternately accelerate the flow of air and allow
it to expand, recovering the dynamic component and increasing pressure. Both rotating and
stationary stages consist of cascades of airfoils, as can be seen in Fig. 5. Physical characteris-
tics of the compressor determine many aspects of the gas turbine’s performance. Inlet annu-
lus area establishes the mass flow of the gas turbine. Rotor speed and mean blade diameter
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Figure 5 Diagram and photos of centrifugal compressor rotor and axial compressor during assembly.
Courtesy of General Electric © GE.

are interrelated since optimum blade velocities exist. A wide range of pressure ratios can
be provided, but today’s machines feature compressions from below 8:1 to as high as 40:1.
The higher pressure ratios are achieved using two compressors operating in series at different
rotational speeds. The number of stages required is partially dependent on the pressure ratio
required, but also on the sophistication of the blade aerodynamic design that is applied. Gener-
ally, the length of the compressor is a function of mass flow and pressure ratio, regardless of the
number of stages. Older designs have stage pressure ratios of 1.15:1. Low-aspect-ratio blading
designed with three-dimensional analytical techniques has stage pressure ratios of 1.3:1. There
is a trend toward fewer stages of blades of more complicated configuration. Modern manufac-
turing techniques make more complicated forms more practical to produce, and minimizing
parts count usually reduces cost.

Centrifugal compressors are usually chosen for machines of below 2 or 3MW in output,
where their inherent simplicity and ruggedness can largely offset their lower compression effi-
ciency. Such compressors feature a monolithic rotor with shaped passages leading from the
inlet circle or annulus to a volute at the outer radius where the compressed air is collected and
directed to the combustor. The stator contains no blades and only interconnecting passages and
simply provides a boundary to the flow path (three sides of which are machined or cast into the
rotor). Two or more rotors can be used in series to achieve the desired pressure ratio within the
mechanical factors that limit rotor diameter at a given rotational speed.4

Two efficiency definitions are used to describe compressor performance. Polytropic effi-
ciency characterizes the aerodynamic efficiency of low-pressure-ratio individual stages of the
compressor. Isentropic, or adiabatic, efficiency describes the efficiency of the cycle’s first ther-
modynamic process shown in Fig. 6 (the path from a to b). From the temperatures shown for the
compression process on this figure, the isentropic efficiency can be calculated. The isentropic
temperature rise is for the line ab: 335∘C. The actual rise is shown by line ab′, and this rise is
372∘C. The compressor efficiency 𝜂c is 90%.

Successful compressor designs achieve high component efficiency while avoiding com-
pressor surge or stall—the same phenomenon experienced when airplane wings are forced
to operate at too high an angle of attack at too low a velocity. Furthermore, blade and rotor
structures must be designed to avoid vibration problems. These problems occur when natural
frequencies of components and assemblies are coincident with mechanical and aerodynamic
stimuli, such as those encountered as blades pass through wakes of upstream blades. The stall
phenomenon may occur locally in the compressor or even generally, whereupon normal flow
through the machine is disrupted. A compressor must have good stall characteristics to operate
at all ambient pressures and temperatures and to operate though the start, acceleration, load,
load change, unload, and shutdown phases of turbine operation. Compressors are designed



910 Gas Turbines

1250

32
24

16 8 1

200

400

600

800

1000

1200

1400

15

480

350

a

b

d’

d

c

b’
387

557

Te
m

p
er

at
u

re
 (

C
)

Entropy

pressure ratio:

Figure 6 Temperature–entropy diagram showing the effect of compressor and turbine efficiency.

with features and mechanisms for avoiding stall. These include air bleed at various points,
variable-angle stator (as opposed to rotor) blades, and multiple spools.

Recent developments in the field of computational fluid dynamics (CFD) provide analyt-
ical tools that allow designers to substantially reduce aerodynamic losses due to shock waves
in the supersonic flow regions. Using this technique, stages that have high tip Mach numbers
can attain efficiencies comparable to those of completely subsonic designs. With these tools,
compressors can be designed with higher tip diameters, hence higher flows. The same tools per-
mit the design of low-aspect-ratio, high-stage-pressure-ratio blades for reducing the number of
blade rows. Both capabilities contribute to lower cost gas turbine designs with no sacrifice in
performance.

Gas Turbine Combustors
The gas turbine combustor is a device for mixing large quantities of fuel and air and burning the
resulting mixture. A flame burns hottest when there is just enough fuel to react with the avail-
able oxygen (which is called a stoichiometric condition). Here combustion produces the fastest
chemical reaction and the highest flame temperatures, compared with excess-air (fuel-lean)
and excess-fuel (fuel-rich) conditions, where reaction rates and temperatures are lower. The
term “equivalence ratio” is used to describe the ratio of fuel to air relative to the stoichiometric
condition. An equivalence ratio of 1.0 corresponds to the stoichiometric condition. At fuel-lean
conditions, the ratio is less than 1; conversely, when fuel rich, it is greater than 1. The European
practice is to use the reciprocal, which is the lambda value (𝜆). In a gas turbine—since air is
extracted from the compressor for cooling the combustor, buckets, nozzles, and other compo-
nents and to dilute the flame (as well as support combustion)—the overall equivalence ratio is
far less than the value in the flame zone, ranging from 0.4 to 0.5 (𝜆 from 2.5 to 2).5

Historically, the design of combustors required providing for the near-stoichiometric
mixture of fuel and air locally. The combustion in this near-stoichiometric situation results
in a diffusion flame of high temperature. Near-stoichiometric conditions produce a stable
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combustion front without requiring designers to provide significant flame-stabilizing features.
Since the temperatures generated by the burning of a stoichiometric mixture greatly exceed
those at which materials are structurally sound, combustors have to be cooled, and also the gas
heated by the diffusion flame must be cooled by dilution before it becomes the working fluid
of the turbine. Emissions implications are discussed below.

Gas turbine operation involves a start-up cycle that features ignition of fuel at 20% of
rated operating speed, where air flow is proportionally lower. Loading, unloading, and part-load
operation, however, require low fuel flow at full compressor speed, which means full air flow.
Thermodynamic cycles are such that the lowest fuel flow per unit mass flow of air through the
turbine exists at full speed and no load. The fuel flow here is about 1/6 of the full-load fuel flow.
Hence, the combustion system must be designed to operate over a 6:1 range of fuel flows with
full rated air flow.

Manufacturers have differed on gas turbine combustor construction in significant ways.
Three basic configurations have been used: annular, can-annular, and silo combustors. All
have been used successfully in machines with firing temperatures up to 1100∘C. Annular and
can-annular combustors feature a combustion zone uniformly arranged about the centerline of
the engine. All aircraft engines and most industrial gas turbines feature this type of design. A
significant number of units equipped with silo combustor have been built as well. Here, one
or two large combustion vessels are constructed on top or beside the gas turbine. All manu-
facturers of large machines have now abandoned silo combustors in their state-of-the-art large
gas turbine products. The can-annular, multiple-combustion chamber assembly consists of an
arrangement of cylindrical combustors, each with a fuel injection system, and a transition piece
that provides a flow path for the hot gas from the combustor to the inlet of the turbine. Annular
combustors have fuel nozzles at their upstream end and an inner and outer liner surface extend-
ing from the fuel nozzles to the entrance of the first-stage stationary blading. No transition piece
is needed.

The current challenge to combustion designers is to provide the cycle with a sufficiently
high firing temperature while simultaneously limiting the production of oxides of nitrogen,
NOx, which refers to NO and NO2. Very low levels of NOx have been achieved in special
low-emission combustors. NOx is formed from the nitrogen and oxygen in the air when it is
heated. The nitrogen and oxygen combine at a significant rate at temperatures above 1500∘C,
and the formation rate increases exponentially as temperature increases. Even with the high
gas velocities in gas turbines, NOx emissions will reach 200 parts per million by volume, dry
(ppmvd), in gas turbines with conventional combustors and no NOx abatement features. Emis-
sions standards throughout the world vary, but many parts of the world require gas turbines to
be equipped to control NOx to below 25 ppmvd at base load.

Emissions
Combustion of common fuels necessarily results in the emission of water vapor and carbon
dioxide. Combustion of near-stoichiometric mixtures results in very high temperatures. Oxides
of nitrogen are formed as the oxygen and nitrogen in the air combine, and this happens at
gas turbine combustion temperatures. Carbon monoxide forms when the combustion process
is incomplete. Unburned hydrocarbons (UHCs) are discharged as well when combustion is
incomplete. Other pollutants are attributed to fuel; principal among these is sulfur. Gas turbines
neither add nor remove sulfur; hence, what sulfur enters the gas turbine in the fuel exits as SO2
in the exhaust.

Carbon dioxide emissions are no longer considered totally benign due to global concern
for the “greenhouse effect” and global warming. Carbon in fuel is converted to CO2 in the com-
bustion process, so for any given fuel, increasing cycle efficiency is the only means of reducing
exhaust of the CO2 associated with each megawatt generated. Figure 7 gives the relationship
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between efficiency and exhaust CO2 for a gaseous and a solid fuel. Several studies have been
made for further reducing the release of CO2 to the environment, and these involve either
removing the carbon from the fuel or removing the CO2 from the exhaust. In either case, the
scheme requires an enabling technology for sequestering the carbon or carbon dioxide. Some
schemes involve gas turbine design considerations, as they require some integration with air
separation processes or working fluids with high water content, hence high thermal transport
properties.

Much of the gas turbine combustion research and development since the 1980s focused
on lowering NOx production in mechanically reliable combustors while maintaining low CO
and UHC emissions. Early methods of reducing NOx emissions included removing it from the
exhaust by selective catalytic reduction (SCR) and by diluent injection, which is the injection of
water or steam into the combustor. These methods continue to be employed. The lean-premix
combustors now in general use are products of ongoing research.

Thermal NOx is generally regarded as being generated by a chemical reaction sequence
called the Zeldovich mechanism,6 and the rate of NOx formation is proportional to tempera-
ture, as shown in Fig. 8. In practical terms, a conventional gas turbine emits approximately
200 ppmvd when its combustors are not designed to control NOx. This is because a significant
portion of the combustion zone has stoichiometric or near-stoichiometric conditions and tem-
peratures are high. Additional oxygen and, of course, nitrogen on the boundary of the flame
are heated to sufficiently high temperatures and held at these temperatures for sufficient time
to produce NOx.

Water- and steam-injected combustors achieve low flame temperatures by placing diluent
in the neighborhood of the reacting fuel and air. Among low-NOx combustion systems operating
today, water and steam injection are the most common means of flame temperature reduction.
Several hundred large industrial turbines operating with steam or water injection have accumu-
lated over 2.5 million hours of service. Water is not the only diluent used for NOx control. In the
case of integrated gasification combined-cycle (IGCC) plants, nitrogen and CO2 are available
and can be introduced into the combustion region.7
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Water or steam injection can achieve levels that satisfy many current standards, but water
consumption is sometimes not acceptable to the operator because of cost, availability, or impact
on efficiency. Steam injection sufficient to reduce NOx emissions to 25 ppmvd can increase fuel
consumption in combined-cycle power plants by over 3%. Water injection increases fuel use
by over 4% for the same emissions level. In base-load power plants, fuel cost is so significant
that it has prompted the development of systems that do not require water.8

In all combustion processes, when a molecule of methane combines with two molecules
of oxygen, a known and fixed amount of heat is released. When only these three molecules are
present, a minimum amount of mass is present to absorb the energy not radiated and the maxi-
mum temperature is realized. Add to the neighborhood of the reaction the nitrogen as found in
air (four times the volume of oxygen involved in the reaction) and the equilibrium temperature
is lower. By adding even more air to the combustion region, more mass is available to absorb
the energy, and the resulting observable temperature is lower still. The same can be achieved
through the use of excess fuel. Thus, by moving away from the stoichiometric mixture, observ-
able flame temperature is lowered, and the production of NOx is also reduced. On a microscopic
level, lean-burning, low-NOx combustors are designed to force the chemical reaction to take
place in such a way that the energy released is in the neighborhood of as much mass not taking
part in the reaction as possible. By transferring heat to neighboring material immediately, the
time at temperature is reduced. On a larger scale, a high measurable temperature will never be
reached in a well-mixed lean system. Thus, NOx generation is minimized. Both rich-mixture
and lean-mixture systems have led to low-NOx schemes. Those featuring rich flames followed
by lean-burning zones are sometimes suggested for situations where there is nitrogen in the
fuel; most of today’s systems are based on lean burning.
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Early lean, premix, dry, low-NOx combustors were operated in GE gas turbines at the
Houston Light and Power Wharton Station (U.S.) in 1980 and in Mitsubishi units in Japan in
1983 and were introduced in Europe in 1986 by Siemens KWU. These combustors control the
formation of NOx by premixing fuel with air prior to its ignition while conventional combus-
tors mix essentially at the instant of ignition. Dry low-NOx combustors, as the name implies,
achieve NOx control without consuming water and without imposing efficiency penalties on
combined-cycle plants.

Figures 9 and 10 show dry low-NOx combustors developed for large gas turbines. In the
GE system, several premixing chambers are located at the head end of the combustor. A fuel
nozzle assembly is located in the center of each chamber. Bymanipulating valves external to the
gas turbine, fuel can be directed to several combinations of chambers and to various parts of the
fuel nozzles. This is to permit the initial ignition of the fuel and to maintain a relatively constant
local fuel–air ratio at all load levels. There is one flame zone, immediately downstream of the
premixing chambers. The Westinghouse combustor illustrated in Fig. 10 has three concentric
premixing chambers. The two nearest the centerline of the combustor are designed to swirl the
air passing through them in opposite directions and discharge into the primary combustion zone.
The third, which has a longer passage, is directed to the secondary zone. Modulating fuel flow
to the various mixing passages and combustion zones ensures low-NOx production over a wide
range of operating temperatures. Both the combustors shown are designed for state-of-the-art,
high-firing-temperature gas turbines.

Low-NOx combustors feature multiple premixing features and a more complex control
system than more conventional combustors to achieve stable operation over the required range
of operating conditions. Conventional combustors operate with stability over a wide range of
fuel–air mixtures between the rich and lean flammability limits. A sufficiently wide range of
fuel flows could be burned in a combustor with a fixed air flow to match the range of load

Figure 9 GE DLN-2 lean-premix combustor designed for low emissions at high firing temperatures.
Courtesy of General Electric Company.
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Figure 10 Westinghouse dry low-NOx combustor for advanced gas turbines. Courtesy of Westinghouse
Corporation.

requirements from no load to full load. In a low-NOx combustor, the fuel–air mixture feeding
the flame must be regulated between the point of flame loss and the point where the NOx limit
is exceeded. When low gas turbine output is required, the air premixed with the fuel must be
reduced to match the fuel flow corresponding to the low power output. The two combustors
shown previously hold nearly constant fuel–air ratios over the load range by having multiple
premixing chambers, each one flowing a constant fraction of the compressor discharge flow. By
directing fuel to only some of these passages at low load, the design achieves both part load and
optimum local fuel–air ratio. Three, four, or more sets of fuel passages are not uncommon, and
premixed combustion is maintained to approximately 50% of the rated load of the machine.5,9

Catalytic combustion systems are under investigation for gas turbines. These systems have
demonstrated stable combustion at lower fuel–air ratios than those using chamber or noz-
zle shapes to stabilize flames. They offer the promise of simpler fuel regulation and greater
turn-down capability than low-NOx combustors now in use. In catalytic combustors, the fuel
and air react in the presence of a catalyticmaterial, which is deposited on a structure havingmul-
tiple parallel passages or mesh. Extremely low NOx levels have been observed in laboratories
with catalytic combustion systems.

Turbine
Figure 11 shows an axial-flow turbine. Radial in-flow turbines similar in appearance to centrifu-
gal compressors are also produced for some smaller gas turbines. By the time the extremely
hot gas leaves the combustor and enters the turbine, it has been mixed with compressor dis-
charge air to cool it to temperatures that can be tolerated by the first-stage blading in the turbine:
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(a) (b)

Figure 11 Turbine diagram and photograph of an axial-flow turbine during assembly. Courtesy of General
Electric Company.

temperatures ranging from 950∘C in first-generation gas turbines to over 1500∘C in turbines are
currently being developed and in state-of-the-art aircraft engines. Less dilution flow is required
as firing temperatures approach 1500∘C.

The first-stage stationary blades, or nozzles, are located at the discharge of the combustor.
Their function is to accelerate the hot working fluid and turn it so as to enter the following rotor
stage at the proper angle. These first-stage nozzles are subjected to the highest gas velocity in the
engine. The gas entering the first-stage nozzle can regularly be above themelting temperature of
the structural metal. These conditions produce high heat transfer to the nozzles, so that cooling
is necessary.

Nozzles are subjected to stresses imposed by aerodynamic flow of the working fluid, pres-
sure loading of the cooling air, and thermal stresses caused by uneven temperatures over the
nozzle structure (Fig. 12). First-stage nozzles can be supported at both ends by the inner and

Figure 12 Gas turbine nozzle. Sketch shows cooling system of one airfoil. Courtesy of General Electric
Company.
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Figure 13 Gas turbine first-stage air-cooled bucket. Cutaway view exposes serpentine cooling passages.
Courtesy of General Electric Company.

outer sidewalls. But later stage nozzles, because of their location in the engine, can be supported
only at the outer end, intensifying the effect of aerodynamic loading.

The rotating blades of the turbine, or buckets, convert the kinetic energy of the hot gas
exiting the nozzles to the shaft power used to drive the compressor and load devices (Fig. 13).
The blade consists of an airfoil section in the gas path, a dovetail or other type of joint connect-
ing the blade to the turbine disk, and often a shank between the airfoil and dovetail allowing the
dovetail to run at lower temperature than the root of the airfoil. Some bucket designs employ tip
shrouds to limit deflection at the outer ends of the buckets, raise natural vibratory frequencies,
and provide aerodynamic benefits. Exceptions from this configuration are radial inflow tur-
bines like those common to automotive turbochargers and axial turbines, wherein the buckets
and wheels are made of one piece of metal or ceramic.

The total temperature of the gas relative to the bucket is lower than that relative to the
preceding nozzles. This is because the tangential velocity of the rotor-mounted airfoil is in a
direction away from the gas stream and thus reduces the dynamic component of total temper-
ature. Also, the gas temperature is reduced by the cooling air provided to the upstream nozzle
and the various upstream leakages.

Buckets and the disks on which they are mounted are subject to centrifugal stresses.
The centrifugal force acting on a unit mass at the blades’ midspan is 10,000–100,000 times
that of gravity. Midspan airfoil centrifugal stresses range from 7 kg/mm2 (10,000 psi) to over
28 kg/mm2 (40,000 psi) at the airfoil root in the last stage (longest buckets).

Turbine efficiency is calculated similarly to compressor efficiency. Figure 6 also shows
the effect of turbine efficiency. Line cd represents the isentropic expansion process and cd′ the
actual. Turbine efficiency 𝜂t is the ratio of the vertical projections of the lines. Thus, (1250 −
557)/(1250 − 480) = 90%. It is possible at this point to compute the effect of a 90% efficient
compressor and a 90% efficient turbine upon the simple-cycle efficiency of the gas turbine
represented in the figure. The turbine work is proportional to 693∘C and the compressor work
to 372∘C. The heat added by combustion is proportional to 887∘C, the temperature rise from
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b′ to c. The ratio of the useful work to the heat addition is thus 36.2%. It was shown previously
that the efficiency with ideal components is approximately 48.3%.

The needs of gas turbine blading have been responsible for the rapid development of a
special class of alloys. To tolerate higher metal temperatures without decrease in component
life, materials scientists and engineers have developed and continue to advance families
of temperature-resistant alloys, processes, and coatings. The “superalloys” were invented
and continue to be developed primarily in response to turbine needs. These are usually
based on group VIIIA elements: cobalt, iron, and nickel. Bucket alloys are austenitic with
gamma/gamma-prime, face-centered-cubic structure (Ni3 Al). The elements titanium and
columbium are present and partially take the place of aluminum with beneficial hot corrosion
effect. Carbides are present for grain boundary strength, along with some chromium to
further enhance corrosion resistance. The turbine industry has also developed processes
to produce single-crystal and directionally solidified components, which have even better
high-temperature performance. Coatings are now in universal use, which enhance the corrosion
and erosion performance of hot-gas path components.10

Cooling
Metal temperature control is addressed primarily through airfoil cooling, with cooling air being
extracted from the gas turbine flow ahead of the combustor. Since this air is not heated by the
combustion process and may even bypass some turbine stages, the cycle is less efficient than
it would be without cooling. Further, as coolant reenters the gas path, it produces quenching
and mixing losses. Hence, for efficiency, the use of cooling air should be minimized. Turbine
designers must make trade-offs among cycle efficiency (firing temperature), parts lives (metal
temperature), and component efficiency (cooling flow).

In early first-generation gas turbines, buckets were solidmetal, operating at the temperature
of the combustion gases. In second-generation machines, cooling air was conducted through
simple, radial passages, to keep metal temperatures below those of the surrounding gas. In
today’s advanced-technology gas turbines, most manufacturers utilize serpentine air passages
within the first-stage buckets, with cooling air flowing out the tip, leading, and trailing edges.
Leading-edge flow is used to provide a cooling film over the outer bucket surface. Nozzles are
often fitted with perforated metal inserts attached to the inside of hollow airfoils. The cooling
air is introduced inside of the inserts. It then flows through the perforations, impinging on the
inner surface of the hollow airfoil. The cooling thus provided is called impingement cooling.
The cooling air then turns and flows within the passage between the insert and the inner surface
of the airfoil, cooling it by convection until it exits the airfoil in either leading-edge film holes
or trailing-edge bleed holes.

The effectiveness of cooling, 𝜂, is defined as the ratio of the difference between gas and
metal temperatures to the difference between the gas temperature and the coolant temperature:

𝜂 = (Tg − Tm)∕(Tg − Tc)

Figure 14 portrays the relationship between this parameter and a function of the cooling
air flow. It can be seen that, while increased cooling flows have improved cooling effectiveness,
there are diminishing returns with increased cooling air flow.

Cooling can be improved by precooling the air extracted from the compressor. This is done
by passing the extracted air through a heat exchanger prior to using it for bucket or nozzle cool-
ing. This does increase cooling but presents several challenges, such as increasing temperature
gradients and the cost and reliability of the cooling equipment. Recent advanced gas turbine
products have been designed with both cooled and uncooled cooling air.

Other cooling media have been investigated. In the late 1970s, the U.S. Department of
Energy sponsored the study and preliminary design of high-temperature turbines cooled by
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Figure 14 Evolution of turbine airfoil cooling technology.

water and steam. Nozzles of the water-cooled turbine were cooled by water contained in closed
passages and kept in the liquid state by pressurization; no water from the nozzle circuits entered
the gas path. Buckets were cooled by two-phase flow; heat was absorbed as the coolant was
vaporized and heated. Actual nozzles were successfully rig tested. Simulated buckets were
tested in heated, rotating rigs. Recent advanced land-based gas turbines have been configured
with both buckets and nozzles cooled with a closed steam circuit. Steam, being a more effec-
tive cooling medium than air, permits high firing temperatures and, since it does not enter
the gas path, eliminates the losses associated with cooling air mixing with the working fluid.
The coolant, after being heated in the buckets and nozzles, returns to the steam cycle of a
combined-cycle plant. The heat carried away by the steam is recovered in a steam turbine.

Steam cooling of gas path airfoils—both stationary and rotating—has been reduced to
practice in gas turbines, and such gas turbines are available commercially. The first so-called
“H” technology, the 50-Hz power plant operated at Baglan Bay in the United Kingdom,
has been observed to produce more than 530MW when operated at an ambient temperature
of 4.5∘C. The level of power was produced by a single-gas-turbine, single-steam-turbine
combined-cycle plant.

1.4 Controls and Accessories

Controls
The control system is the interface between the operator and the gas turbine. More correctly,
the control system of modern industrial and utility gas turbines interfaces between the operator
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and the entire power plant, including the gas turbine, generator, and all related accessories. In
combined-cycle power plants where in addition a steam turbine, heat recovery steam generator,
condensing system, and all related accessories are present, the control system interfaces with
these as well.

Functions provided are described in Section 1.5 plus protection of the turbine from faults
such as overspeed, overheating, combustion anomalies, cooling system failures, and high vibra-
tions. Also, controls facilitate condition monitoring, problem identification and diagnosis, and
monitoring of thermodynamic and emissions performance. Sensors placed on the gas turbine
include speed pickups, thermocouples at the inlet, exhaust, compressor exit, wheelspaces, bear-
ings, oil supplies, and drains. Vibration monitors are placed on each bearing. Pressures are
also monitored at the compressor exit. Multiple thermocouples in the exhaust can detect com-
bustor malfunction by noting abnormal differences in exhaust temperature from one loca-
tion to another. Multiple sensors elsewhere allow the more sophisticated control systems to
self-diagnose, to determine if a problem reading is an indication of a dangerous condition or
the result of a sensor malfunction.

Control system development over the past two decades has contributed greatly to the
improved reliability of power generation gas turbines. The control systems are now all com-
puter based. Operator input is via keyboard and cursor movement. Information is displayed to
the operator via color graphic displays and tabular and text data on color monitors.

Inlet Systems
Inlet systems filter and direct incoming air and provide attenuation of compressor noise. They
also can include heating and cooling devices to modify the temperature of the air drawn into the
gas turbine. Since fixed-wing aircraft engines operate most of the time at high altitudes where
air is devoid of heavier and more damaging particles, these engines are not fitted with inlet
air treatment systems performing more than an aerodynamic function. The premium placed
on engine weight makes this so. Inertial separators have been applied to helicopter engines to
reduce their ingestion of particulates.

Air near the surface of the earth contains dust and dirt of various chemical compositions.
Because of the high volume of air taken into a gas turbine, this dirt can cause erosion of com-
pressor blades, corrosion of turbine and compressor blades, and plugging of passages in the
gas path as well as cooling circuits. The roughening of compressor blade surfaces can be due
to particles sticking to airfoil surfaces, erosion, or because of corrosion caused by their chem-
ical composition. This fouling of the compressor can, over time, reduce mass flow and lower
compressor efficiency. Both effects will reduce the output and efficiency of the gas turbine.
“Self-cleaning” filters collect airborne dirt. When the pressure drop increases to a preset value,
a pulse of air is used to reverse the flow briefly across the filter medium, cleaning the filter.
More conventional, multistage filters also find application.

Under low-ambient-temperature, high-humidity conditions, it is possible to form frost or
ice in the gas turbine inlet. Filters can be used to remove humidity by causing frost to form
on the filter element; this frost is removed by the self-cleaning feature. Otherwise, a heating
element can be installed in the inlet compartment. These elements use higher temperature air
extracted from the compressor. This air is mixed with the ambient air raising its temperature.
Compressors of most robust gas turbines are designed so that these systems are required only
at part load or under unusual operating conditions.

Inlet chillers have been applied on gas turbines installed in high-ambient-temperature,
low-humidity regions of the world. The incoming air is cooled by the evaporation of water.
Cooling the inlet air increases its density and increases the output of the gas turbine.
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Exhaust Systems
The exhaust systems of industrial gas turbines perform three basic functions. Personnel must
be protected from the high-temperature gas and from the ducts that carry it. The exhaust gas
must be conducted to an exhaust stack or to where the remaining heat from the gas turbine cycle
can be effectively used. The exhaust system also contains baffles and other features employed
to reduce the noise generated by the gas turbine.

Enclosures and Lagging
Gas turbines are enclosed for four reasons: noise, heat, fire protection, and visual aesthetics.
Gas turbines are sometimes provided for outdoor installation, where the supplier includes a
sheet metal enclosure, which may be part of the factory-shipped package. Other times, gas tur-
bines are installed in a building. Even in a building, the gas turbine is enclosed for the benefit
of maintenance crews or other occupants. Some gas turbines are designed to accommodate
an insulating wrapping that attaches to the casings of the gas turbine. This prevents mainte-
nance crews from coming into contact with the hot casings when the turbine is operating and
reduces some of the noise generated by the gas turbine. Proponents cite the benefit of lowering
the heat transferred from the gas turbine to the environment. Theoretically, more heat is car-
ried to the exhaust, which can be used for other energy needs. Others contend that the larger
internal clearances resulting from hotter casings would offset this gain by lower component
efficiencies.

Where insulation is not attached to the casings—and sometimes when it is—a small
building-like structure is provided. This structure is attached to either the turbine base or the
concrete foundation. Such a structure provides crew protection and noise control and assists in
fire protection. If a fire is detected on the turbine, within the enclosure, its relative small vol-
ume makes it possible to quickly flood the area with CO2 or other fire-fighting chemical. The
fire is thereby contained in a small volume and more quickly extinguished. Even in a build-
ing, the noise control provided by an enclosure is beneficial, especially in buildings containing
additional gas turbines or other equipment. By lowering the noise 1m from the enclosure to
below 85 or 90 dBa it is possible to safely perform maintenance on this other equipment, yet
continue to operate the gas turbine. Where no turbine enclosure is provided within a building,
the building becomes part of the fire protection and acoustic system.

Fuel Systems
The minimum function required of a gas turbine fuel system is to deliver fuel from a tank or
pipeline to the gas turbine combustor fuel nozzles at the required pressure and flow rate. The
pressure required is somewhat above the compressor discharge pressure, and the flow rate is
that called for by the controls. On annular and can-annular combustors, the same fuel flowmust
be distributed to each nozzle to ensure minimum variation in the temperature to which gas path
components are exposed. Other fuel system requirements are related to the required chemistry
and quality of the fuel.

Aircraft engine fuel quality and chemistry are closely regulated, so extensive on-board
fuel-conditioning systems are not required. Such is not the case in many industrial applications.
Even the better grades of distillate oil may be delivered by ocean-going tankers and run the
risk of sodium contamination from the saltwater sometimes used for ballast. Natural gas now
contains more of the heavier liquefied petroleum gases. Gas turbines are also fueled with crude
oil, heavy oils, and various blends. Some applications require the use of nonlubricating fuels
such as naphtha. Most fuels today require some degree of on-site treatment.
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Complete liquid fuel treatment includes washing to remove soluble trace metals such as
sodium, potassium, and certain calcium compounds. Filtering the fuel removes solid oxides
and silicates. Inhibiting the vanadium in the fuel with magnesium compounds in a ratio of
three parts of magnesium by weight to one part of vanadium, limits the corrosive action of
vanadium on the alloys used in high-temperature gas path parts.

Gas fuel is primarily methane, but it contains varying levels of propane, butane, and other
heavier hydrocarbons. When levels of these heavier gases increase, the position of the flame
in the combustor may change, resulting in local hot spots, which could damage first-stage tur-
bine stator blades. Also, sudden increases could cause problems for dry low-NOx premixed
combustors. These combustors depend on being able to mix fuel and air in a combustible mix-
ture before the mixture is ignited. Under some conditions, heavier hydrocarbons can self-ignite
in these mixtures at compressor exit temperatures, thus causing flame to exist in the premix-
ing portion of the combustor. The flame in the premixing area would have to be extinguished
and reestablished in the proper location. This process interferes with normal operation of the
machine.

Lubricating Systems
Oil must be provided to the bearings of the gas turbine and its driven equipment. The lubri-
cating system must maintain the oil at sufficiently low temperature to prevent deterioration of
its properties. Contaminants must be filtered out. Sufficient volume of oil must be in the sys-
tem so that any foam has time to settle out. Also, vapors must be dealt with; preferably they
are recovered and the oil returned to the plenum. The oil tank for large industrial turbines is
generally the base of the lubricating system package. Large utility machines are provided with
tanks that hold over 12,000 L of oil. The oil is generally replaced after approximately 20,000 h
of operation. More oil is required in applications where the load device is connected to the gas
turbine by a gearbox.

The lubrication system package also contains filters and coolers. The turbine is fitted with
mist elimination devices connected to the bearing air vents. Bearings may be vented to the
turbine exhaust, but this practice is disappearing for environmental reasons.

Cooling Water and Cooling Air Systems
Several industrial gas turbine applications require the cooling of some accessories. The acces-
sories requiring cooling include the starting means, lubrication system, atomizing air, load
equipment (generator/alternator), and turbine support structure. Water is circulated in the com-
ponent requiring cooling, then conducted to where the heat can be removed from the coolant.
The cooling system can be integrated into the industrial or power plant hosting the gas turbine
or can be dedicated to the gas turbine. In this case the system usually contains a water-to-air
heat exchanger with fans to provide the flow of air past finned water tubes.

Water Wash Systems
Compressor fouling related to deposition of particles that are not removed by the air filter can
be dealt with by water washing the compressor. A significant benefit in gas turbine efficiency
over time can be realized by periodic cleaning of the compressor blades. This cleaning is most
conveniently done when the gas turbine is fitted with an automatic water-wash system.Washing
is initiated by the operator. The water is preheated and detergent is added. The gas turbine rotor
is rotated at a low speed and the water is sprayed into the compressor. Drains are provided to
remove wastewater.
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1.5 Gas Turbine Operation

Like other internal combustion engines, the gas turbine requires an outside source of starting
power. This is provided by an electrical motor or diesel engine connected through a gear box
to the shaft of the gas turbine (the high-pressure shaft in a multishaft configuration). Other
devices can be used (including the generator of large, electric utility gas turbines) by using a
variable-frequency power supply. Power is normally required to rotate the rotor past the gas
turbine’s ignition speed of 10–15%, on to 40–80% of rated speed where the gas turbine is
self-sustaining, meaning the turbine produces sufficient work to power the compressor and
overcome bearing friction, drag, etc. Below self-sustaining speed, the component efficiencies
of the compressor and turbine are too low to reach or exceed this equilibrium.

When the operator initiates the starting sequence of a gas turbine, the control system acts
by starting auxiliaries such as those that provide lubrication and the monitoring of sensors
provided to ensure a successful start. Then the control system calls for application of torque to
the shaft by the starting means. In many industrial and utility applications, the rotor must be
rotated for a period of time to purge the flow path of unburned fuel which may have collected
there. This is a safety precaution. Thereafter, the light-off speed is achieved; ignition takes
place and is confirmed by sensors. Ignition is provided by either a spark-plug-type device or a
liquefied petroleum gas torch built into the combustor. Fuel flow is then increased to increase the
rotor speed. In large gas turbines, a warm-up period of 1min or so is required at approximately
20% speed. The starting means remains engaged, since the gas turbine has not reached its
self-sustaining speed. This reduces the thermal gradients experienced by some of the turbine
components and extends their low-cycle fatigue life.

The fuel flow is again increased to bring the rotor to self-sustaining speed. For aircraft
engines, this is approximately the idle speed. For power generation applications, the rotor con-
tinues to be accelerated to full speed. In the case of these alternator-driving gas turbines, this
is set by the speed at which the alternator is synchronized with the power grid to which it is to
be connected.

The speed and thrust of aircraft engines are interrelated. The fuel flow is increased and
decreased to generate the required thrust. The rotor speed is principally a function of this fuel
flow but also depends on any variable compressor or exhaust nozzle geometry changes pro-
grammed into the control algorithms. Thrust is set by the pilot tomatch the current requirements
of the aircraft—through takeoff, climb, cruise, maneuvering, landing, and braking.

At full speed, the power generation gas turbine and its generator (alternator) must be
synchronized with the power grid in both speed (frequency) and phase. This process is com-
puter controlled and involves making small changes in turbine speed until synchronization is
achieved. At this point, the generator is connected with the power grid. The load of a power
generation gas turbine is set by a combination of generator (alternator) excitement and fuel
flow. As the excitation is increased, the mechanical work absorbed by the generator increases.
To maintain a constant speed (frequency) the fuel flow is increased to match that required by
the generator. The operator normally sets the desired electrical output and the turbine’s elec-
tronic control increases both excitation and fuel flow until the desired operating conditions are
reached.

Normal shutdown of a power generation gas turbine is initiated by the operator and begins
with the reduction of load, reversing the loading process described immediately previous. At a
point near zero load, the breaker connecting the generator to the power grid is opened. Fuel flow
is decreased, and the turbine is allowed to decelerate to a point below 40% speed, whereupon
the fuel is shut off and the rotor is allowed to a stop. The rotors of large turbines should be turned
periodically to prevent temporary bowing from uneven cooldown, which will cause vibration
on subsequent start-ups. Turning of the rotor for cooldown is accomplished by a ratcheting
mechanism on smaller gas turbines or by operation of a motor associated with shaft-driven
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accessories or even the starting mechanism on others. Aircraft engine rotors do not tend to
exhibit the bowing just described. Bowing is a phenomenon observed in massive rotors left
stationary surrounded by cooling, still air, which, due to free convection, is cooler at the 6:00
position than at the 12:00 position. The large rotor assumes a similar gradient and because
of proportional thermal expansion assumes a bowed shape. Because of the massiveness of the
rotor, this shape persists for several hours and could remain present at the timewhen the operator
wishes to restart the turbine.

2 GAS TURBINE PERFORMANCE

2.1 Gas Turbine Configurations and Cycle Characteristics

There are several possible mechanical configurations for the basic simple-cycle, or open-cycle,
gas turbine. There are also some important variants on the basic cycle—intercooled, regener-
ative, and reheat cycles.

The simplest configuration is shown in Fig. 15. Here the compressor and turbine rotors
are connected directly to one another and to shafts by which turbine work in excess of that
required to drive the compressor can be applied to other work-absorbing devices. Such devices
are the propellers and gear boxes of turboprop engines, electrical generators, ships’ propellers,
pumps, gas compressors, vehicle gear boxes and driving wheels, and the like. A variation is
shown in Fig. 16, where a jet nozzle is added to generate thrust. Through aerodynamic design,
the pressure drop between the turbine inlet and ambient air is divided so that part of the drop
occurs across the turbine and the remainder across the jet nozzle. The pressure at the turbine
exit is set so that there is only enough work extracted from the working fluid by the turbine
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Figure 16 Single-shaft, simple-cycle gas turbine with jet nozzle; simple turbojet engine schematic.
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Figure 17 Industrial two-shaft gas turbine schematic showing high-pressure gas generator rotor and sep-
arate, free-turbine low-pressure rotor.

to drive the compressor (and mechanical accessories). The remaining energy accelerates the
exhaust flow through the nozzle to provide jet thrust.

The simplest of multishaft arrangements appears in Fig. 17. For decades, such arrange-
ments have been used in heavy-duty turbines applied to various petrochemical and gas pipeline
uses. Here, the turbine consists of a high-pressure and a low-pressure section. There is no
mechanical connection between the rotors of the two turbines. The high-pressure (h.p.) tur-
bine drives the compressor and the low-pressure (l.p.) turbine drives the load—usually a gas
compressor for a process, gas well or pipeline. Often, there is a variable nozzle between the two
turbine rotors, which can be used to vary the work split between the two turbines. This offers the
user an advantage. When it is necessary to lower the load applied to the driven equipment—for
example, when it is necessary to reduce the flow from a gas pumping station—fuel flow would
be reduced. With no variable geometry between the turbines, both would drop in speed until a
new equilibrium between low- and high-pressure speeds occurs. By changing the nozzle area
between the rotors, the pressure drop split is changed, and it is possible to keep the high-pressure
rotor at a high, constant speed and have all the speed drop occur in the low-pressure rotor. By
doing this, the compressor of the gas turbine continues to operate at or near its maximum effi-
ciency, contributing to the overall efficiency of the gas turbine and providing high part-load
efficiency. This two-shaft arrangement is one of those applied to aircraft engines in indus-
trial applications. Here, the high-pressure section is essentially identical to the aircraft turbojet
engine, or the core of a fan-jet engine. This high-pressure section then becomes the “gas gen-
erator,” and the free turbine becomes what is referred to as the “power turbine.” The modern
turbofan engine is somewhat similar in that a low-pressure turbine drives a fan, which forces
a concentric flow of air outboard of the gas generator aft, adding to the thrust provided by the
engine. In the case of modern turbofans, the fan is upstream of the compressor and is driven
by a concentric shaft inside of the hollow shaft connecting the high-pressure compressor and
high-pressure turbine.

Figure 18 shows a multishaft arrangement common to today’s high-pressure turbojet and
turbofan engines. The high-pressure compressor is connected to the high-pressure turbine, and
the low-pressure compressor to the low-pressure turbine, by concentric shafts. There is no
mechanical connection between the two rotors (high pressure and low pressure) except via
bearings and the associated supporting structure and the shafts operate at speeds mechanically
independent of one another. The need for this apparently complex structure arises from the aero-
dynamic design constraints encountered in very high pressure ratio compressors. By having the
higher pressure stages of a compressor rotating at a higher speed than the early stages, it is pos-
sible to avoid the low annulus height flow paths that contribute to poor compressor efficiency.
The relationship between the speeds of the two shafts is determined by the aerodynamics of
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Figure 18 Schematic of multishaft gas turbine arrangement typical of those used in modern, high-
pressure-ratio aircraft engines. Either a jet nozzle, for jet propulsion, or a free power turbine, for mechanical
drive, can be added aft of the low-pressure turbine.

the turbines and compressors, the load on the loaded shaft, and the fuel flow. The speed of
the high-pressure rotor is allowed to float but is generally monitored. Fuel flow and adjustable
compressor blade angles are used to control the low-pressure rotor speed. Turbojet engines,
and at least one industrial aeroderivative engine, have been configured just as shown in Fig. 18.

Additional industrial aeroderivative engines have gas generators configured as shown and
have power turbines as shown in Fig. 17.

The next three configurations reflect deviations from the basic Brayton gas turbine cycle.
To describe them, reference must be made back to the temperature–entropy diagram.

Intercooling is the cooling of the working fluid at one or more points during the com-
pression process. Figure 19 shows a low-pressure compression from points a to b. At point b,
heat is removed at constant pressure, moving to point c. At point c, the remaining compression
takes place (line cd), after which heat is added by combustion (line de). Following combustion,
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Figure 19 Temperature–entropy diagram for intercooled gas turbine cycle. Firing temperature arbitrarily
selected at 1100∘C and pressure ratio at 24:1.
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expansion takes place (line ef) and finally the cycle is closed by discharge of air to the environ-
ment (line fa), closing the cycle. Intercooling lowers the amount of work required for compres-
sion, because work is proportional to the sum of line ab and line cd, and this is less than that
of line ad′, which would be the compression process without the intercooler. Lines of constant
pressure are closer together at lower temperatures, due to the same phenomenon that explains
higher turbine work than compressor work over the same pressure ratio. Although the compres-
sion process is more efficient with intercooling, more fuel is required by this cycle. Note the line
de as compared with the line d′e. It is clear that the added vertical length of line de versus d′e
is greater than the reduced vertical distance achieved in the compression cycle. For this reason,
when the heat in the partially compressed, air is rejected, the efficiency of an intercooled cycle
is generally lower than a similar simple cycle. Some benefit may be observed when comparing
real machinery with intercooling applied early in the compression process, but it is, arguably,
small. Furthermore, attempts to utilize low-quality heat in a cost-effective manner are usually
not successful.

The useful work, which is proportional to ef less the sum of ab and cd, is greater than the
useful work of the simple ad′efa cycle. Hence, for the same turbomachinery, more work is pro-
duced by the intercooled cycle—an increase in power density. This benefit is somewhat offset
by the fact that relatively large heat transfer devices are required to accomplish the intercooling.
The intercoolers are roughly the size and volume of the turbomachinery and its accessories.

The preceding comments compare intercooled with simple cycles at fixed pressure ratio
and firing temperature. The comparison ignores a potential benefit. Supercharging existing
compressors and adding intercooling means pressure ratio can be increased without the
mechanical implications of high compressor exit temperature. Higher cycle efficiency will
follow from a higher pressure ratio.

An intercooled gas turbine is shown schematically in Fig. 20. A single-shaft arrangement
is shown to demonstrate the principal, but a multishaft configuration could also be used. The
compressor is divided at some point where air can be taken off-board, cooled, and brought back
to the compressor for the remainder of the compression process.

The compressor discharge temperature of the intercooled cycle (point d) is lower than that
of the simple cycle (point d′). Often, cooling air used to cool turbine and combustor components
is taken from, or from near, the compressor discharge. An advantage often cited for intercooled
cycles is the lower volume of compressor air that has to be extracted. Critics of intercooling
point out that the cooling of the cooling air only, rather than the full flow of the machine, would
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Figure 20 Schematic of a single-shaft, intercooled gas turbine. In this arrangement, both compressor
groups are fixed to the same shaft. Concentric, multishaft, and series arrangements are also possible.
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Figure 21 Temperature–entropy diagram for a reheat, or refired, gas turbine. Firing temperatures were
arbitrarily chosen to be equal and to be 1250∘C. The intermediate pressure ratio was chosen to be 8:1, and
the overall pressure ratio was chosen to be 32:1. Dashed lines are used to illustrate comparable simple gas
turbine cycles.

offer the same benefit with smaller heat exchangers. Only upon assessment of the details of the
individual application can the point be settled.

The temperature–entropy diagram for a reheat or refired gas turbine is shown in Fig. 21.
The cycle begins with the compression process shown by line ab. The first combustion process
is shown by line bc. At point c, a turbine expands the fluid (line cd) to a temperature associ-
ated with an intermediate pressure ratio. At point d, another combustion process takes place,
returning the fluid to a high temperature (line de). At point e, the second expansion takes place,
returning the fluid to ambient pressure (line ef); thereafter, the cycle is closed by discharge of
the working fluid back to the atmosphere.

An estimate of the cycle efficiency can be made from the temperatures corresponding to
the process end points of the cycle in Fig. 21. By dividing the turbine temperature drops less
the compressor temperature rise by the sum of the combustor temperature rises, one calculates
an efficiency of approximately 49%. This, of course, reflects perfect compressor, combustor,
and turbine efficiency and pure air as the working fluid. Actual efficiencies and properties and
consideration of turbine cooling produce less optimistic values.

A simple cycle with the same firing temperature and exhaust temperature would be
described by the cycle ab′efa. The efficiency calculated for this cycle is approximately 38%,
significantly lower than for the reheat cycle. This is really not a fair comparison, since the
simple cycle has a pressure of only 8:1, whereas the refired cycle operates at 32:1. The
ALSTOM GT26 shown in Fig. 22 and the 60-Hz version, the GT24, are current examples of
refired gas turbines.

A simple-cycle gas turbine with the same pressure ratio and firing temperature would be
described by the cycle abcd′a. Computing the efficiency, one obtains a value of approximately
54%, more efficient than the comparable reheat cycle. However, there is another factor to
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Figure 22 ALSTOM GT26 gas turbine. Courtesy of ALSTOM.
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Figure 23 Schematic of a reheat, or refired, gas turbine. This arrangement shows both turbines connected
by a shaft. Variations include multiple-shaft arrangements and independent components or component
groups arranged in series.

be considered. The exhaust temperature of the reheat cycle is 270∘C higher than for the
simple-cycle gas turbine. When applied in combined-cycle power plants (these are discussed
later) this difference is sufficient to allow optimized reheat cycle-based plants more efficient
than simple-cycle-based plants of similar overall pressure ratio and firing temperature.
Figure 23 shows the arrangement of a single-shaft, reheat gas turbine.

Regenerators, or recouperators, are devices used to transfer the heat in a gas turbine exhaust
to the working fluid, after it exits the compressor but before it is heated in the combustor.
Figure 24 shows the schematic arrangement of a gas turbine with regenerator. Such gas turbines
have been used extensively for compressor drives on natural gas pipelines and have been tested
in wheeled vehicle propulsion applications. Regeneration offers the benefit of high efficiency
from a simple, low-pressure gas turbine without resort to combining the gas turbine with a
steam turbine and a boiler to make use of exhaust heat. Regenerative gas turbines with modest
firing temperature and pressure ratio have comparable efficiency to advanced, aircraft-derived
simple-cycle gas turbines.
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Figure 24 Regenerative, multishaft gas turbine.

The temperature–entropy diagram for an ideal, regenerative, gas turbine appears in
Fig. 25. Without regeneration, the 8:1 pressure ratio, 1000∘C firing temperature gas turbine
has an efficiency of [(1000 − 480) − (240 − 15)]/(1000 − 240) = 38.8% by the method used
repeatedly above. Regeneration, if perfectly effective, would raise the compressor discharge
temperature to the turbine exhaust temperature, 480∘C. This would reduce the heat required
from the combustor, reducing the denominator of this last equation from 760 to 520∘C and
thereby increasing the efficiency to 56.7%. Such efficiency levels are not realized in practice
because of real component efficiencies and heat transfer effectiveness in real regenerators. The
relative increase in efficiency between simple and regenerative cycles is as indicated in this
example.

Figure 25 has shown the benefit of regeneration in low-pressure ratio gas turbines. As the
pressure ratio is increased, the exhaust temperature decreases, and the compressor discharge
temperature increases. The dashed line ab′cd′a shows the effect of increasing the pressure to
24:1. Note that the exhaust temperature d′ is lower than the compressor discharge temper-
ature b′. Here regeneration is impossible. As the pressure ratio (at constant firing tempera-
ture) is increased from 8:1 to nearly 24:1, the benefit of regeneration decreases and eventually
vanishes. There is, of course, the possibility of intercooling the high-pressure-ratio compres-
sor, reducing its discharge temperature to where regeneration is again possible. Economic
analysis and detailed analyses of the thermodynamic cycle with real component efficiencies
is required to evaluate the benefits of the added costs of the heat transfer and air-handling
equipment.
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Figure 25 Temperature–entropy diagram comparing an 8:1 pressure ratio, ideal, regenerative cycle with a 24:1 pressure ratio
simple cycle, both at a firing temperature of 1000∘C.

2.2 Trends in Gas Turbine Design and Performance

Output or Size
Higher power needs can be met by increasing either the number or the size of gas turbines.
Where power needs are high, economics generally favor large equipment. The specific cost
(cost per unit power) of gas turbines decreases as size increases, as can be shown in Fig. 26.
Note that the cost decreases, but at a decreasing rate; the slope remains negative at themaximum
current output for a single gas turbine, around 300MW. Output increases are accomplished by
increased mass flow and increased firing temperature. Mass flow is roughly proportional to the
inlet annulus area of the compressor. There are four ways of increasing this:

1. Lower rotor speed while scaling root and tip diameter proportionally. This results in
geometric similarity and low risk but is not possible in the case of synchronous gas
turbines where the shaft of the gas turbine must rotate at either 3600 or 3000 rpm to
generate 60 or 50Hz (respectively) alternating current.

2. Increase tip diameter. Designers have been moving the tip velocity into the transsonic
region. Modern airfoil design techniques have made this possible while maintaining
good aerodynamic efficiency.

3. Decrease hub diameter. This involves increasing the solidity near the root, since the
cross section of blade roots must be large enough to support the outer portion of the
blade against the centrifugal force. The increased solidity interferes with aerodynamic
efficiency. Also, where a drive shaft is designed into the front of the compressor



932 Gas Turbines

SC Plants

0

100

200

300

400

500

600

700

800

900

1000

0 100 200 300 400

Output (MW)

$/
kW

Figure 26 Cost of simple-cycle, generator-drive electric power generation equipment. Source: From
Ref. 11, R. Farmer, ed., Gas TurbineWorld 2003 Handbook, Vol. 23, Pequot Publishing Inc. © Gas Turbine
World.

(cold end drive) and where there is a large bearing at the outboard end of the
compressor, there are mechanical limits to reducing the inlet inner diameter.

4. Reduce the thickness of the blades themselves.

Firing Temperature
Firing temperature increases provide higher output per unit mass flow and higher
combined-cycle efficiency. Efficiency is improved by increased firing temperature wher-
ever exhaust heat is put to use. Such uses include regeneration/recouperation, district heating,
supplying heat to chemical and industrial processes, Rankine bottoming cycles, and adding
a power turbine to drive a fan in an aircraft engine. The effect of firing temperature on the
evolution of combined Brayton–Rankine cycles for power generation is illustrated in Fig. 27.

Firing temperature increases when the fuel flow to the engine’s combustion system is
increased. The challenge faced by designers is to increase firing temperature without decreasing
the reliability of the engine. A metal temperature increase of 15∘C will reduce bucket creep life
by 50%. Material advances and more increasingly more aggressive cooling techniques must be
employed to allow even small increases in firing temperature. These technologies have been
discussed previously.

Maintenance practices represent a third means of keeping reliability high while increas-
ing temperature. Sophisticated life prediction methods and experience on identical or similar
turbines are used to set inspection, repair, and replacement intervals.

Coupled with design features that reduce the time required to perform maintenance, both
planned and unplanned downtime can be reduced to offset shorter parts lives, with no impact
on reliability. Increased firing temperature usually increases the cost of the buckets and nozzles
(developments involve exotic materials or complicated cooling configurations). Although these
parts are expensive, they represent a small fraction of the cost of an entire power plant. The
increased output permitted by the use of advanced buckets and nozzles is generallymuch higher,
proportionally, than the increase in power plant cost and maintenance cost, and hence increased
firing temperature tends to lower specific power plant cost.
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Figure 27 History of power generation, combined-cycle efficiency and firing temperature, illustrating the
trends to higher firing temperature and its effect on efficiency.

Pressure Ratio
Two factors drive the choice of pressure ratio. First is the primary dependence of simple-cycle
efficiency on pressure ratio. Gas turbines intended for simple-cycle application, such as those
used in aircraft propulsion, emergency power, or power where space or weight is a primary
consideration, benefit from higher pressure ratios.

Combined-cycle power plants do not necessarily benefit from high pressure ratios. At a
given firing temperature, an increase in pressure ratio lowers the exhaust temperature. Lower
exhaust temperature means less power from the bottoming cycle and a lower efficiency bot-
toming cycle. So, as pressure ratio is increased, the gas turbine becomes more efficient and
the bottoming cycle becomes less efficient. There is an optimum pressure ratio for each fir-
ing temperature, all other design rules held constant. Figure 28 shows how specific output and
combined-cycle efficiency are affected by gas turbine firing temperature and pressure ratio for a
given type of gas turbine and steam cycle. At each firing temperature there is a pressure ratio for
which the combined-cycle efficiency is highest. Furthermore, as firing temperature is increased,
this optimum pressure ratio is higher as well. This fact means that, as firing temperature is
increased in pursuit of higher combined-cycle efficiency, pressure ratio must also be increased.

Reducing the flow area through the first-stage nozzle of the turbine increases pressure ratio.
This increases the pressure ratio per stage of the compressor. There is a point at which increased
pressure ratio causes the compressor airfoils to stall. Stall is avoided by either adding stages
(reducing the pressure ratio per stage) or increasing the chord length and applying advanced
aerodynamic design techniques. For a very high pressure ratio a simple, single-shaft rotor with
fixed stationary airfoils cannot deliver the necessary combination of pressure ratio, stall margin,
and operating flexibility. Features required to meet all design objectives simultaneously include
variable-angle stationary blades in one or more stages; extraction features, which can be used
to bleed air from the compressor during low-speed operation; and multiple rotors that can be
operated at different speeds.

Larger size, higher firing temperature, and higher pressure ratio are pursued by manufac-
turers to lower cost and increase efficiency. Materials and design features evolve to accomplish
these advances with only positive impact on reliability.
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fixed air flow and representative gas and steam turbine designs.

3 APPLICATIONS

3.1 Use of Exhaust Heat in Industrial Gas Turbines

By adding equipment for converting exhaust energy to useful work, the thermal efficiency of
a gas-turbine-based power plant can be increased by 10% to over 30%. Of these numerous
schemes, the most significant is the fitting of a heat recovery steam generator (HRSG) to the
exhaust of the gas turbine and delivering the steam produced to a steam turbine. Both the steam
turbine and gas turbine drive one or more electrical generators.

Figure 29 displays the combining of the Brayton and Rankine cycles. The Brayton cycle
abcda has been described already. It is important to point out that the line da now represents
heat transferred in the HRSG. In actual plants, the turbine work is reduced slightly by the back
pressure associated with the HRSG. Point d would be above the 1:1 pressure curve, and the
temperature drop would be proportionately reduced.

The Rankine cycle begins with the pumping of water into the HRSG, linemn. This process
is analogous to the compression in the gas turbine, but rather than absorbing 50% of the turbine
work, consumes only about 5%, since the work required to pump a liquid is less than that
required to compress a gas. The water is heated (line no) and evaporated (op). The energy for
this is supplied in the HRSG by the exhaust gas of the gas turbine. More energy is extracted to
superheat the steam as indicated by line pr. At this point, superheated steam is delivered to a
steam turbine and expanded (rs) to convert the energy therein to mechanical work.

The addition of the HRSG reduces the output of the gas turbine only slightly. The power
required by the mechanical devices (like the feedwater pump) in the steam plant is also small.
Therefore, most of the steam turbine work can be added to the net gas turbine work with almost
no increase in fuel flow. For combined-cycle plants based on industrial gas turbines where
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Figure 29 Temperature–entropy diagram illustrating the combining of a gas turbine (abcda) and steam
turbine cycle (mnoprsm). The heat wasted in process da in simple-cycle turbines supplies the heat required
by processes no, op, and pr.

exhaust temperature is in the 600∘C class, the output of the steam turbine is about half that of the
gas turbine. Their combined-cycle efficiency is approximately 50% higher than simple-cycle
efficiency. For high-pressure-ratio gas turbines with exhaust temperature near 450∘C the asso-
ciated steam turbine output is close to 25% of the gas turbine output, and efficiency is increased
by approximately 25%. The thermodynamic cycles of the more recent large, industrial gas tur-
bines have been optimized for high combined-cycle efficiency. They have moderate to high
simple-cycle efficiency and relatively high exhaust temperatures. Figure 30 has shown that net
combined-cycle efficiency (lower heating value) of approximately 55% has been realized as of
this writing, and levels of 60% and beyond are under development.

Figure 30 shows a simple combined-cycle arrangement where the HRSG delivers steam
at one pressure level. All the steam is supplied to a steam turbine. Here, there is neither steam
reheat nor additional heat supplied to the HRSG. There are many alternatives.

Fired HRSGs have been constructed where heat is supplied both by the gas turbine and
by a burner in the exhaust duct. This practice lowers overall efficiency but accommodates the
economics of some situations of variable load requirements and fuel availability. In other appli-
cations steam from the HRSG is supplied to nearby industries or used for district heating,
lowering the power generation efficiency but contributing to the overall economics in specific
applications.

Efficiency of electric power generation benefits form more complicated steam cycles.
Multiple-pressure, nonreheat cycles improve efficiency as a result of additional heat transfer
surface in the HRSG. Multiple-pressure, reheat cycles, such as shown in Fig. 31, match the
performance of higher exhaust temperature gas turbines (600∘C). Such systems are the most
efficient currently available but are also the most costly. The relative performance for several
combined-cycle arrangements is shown in Table 1.12 The comparison wasmade for plants using
a gas turbine in the 1250∘C firing temperature class.
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Table 1 Comparison of Performance for Combined-Cycle
Arrangements Based on Third-Generation (1250∘C Firing Temperature)
Industrial Gas Turbines

Steam Cycle
Relative Net

Plant Output (%)
Relative Net

Plant Efficiency (%)

Three pressure, reheat Base Base
Two pressure, reheat −1.1 −1.1
Three pressure, nonreheat −1.2 −1.2
Two pressure, nonreheat −2.0 −2.0

Table 2 Recent Large Multiunit Gas-Turbine-Based
Combined-Cycle Power Plants

Station Country
Number
of GTs

Rating
(MW)

Seo-Inchon 1-4 Korea 16 3950
Chiba 2-3 Japan 8 2850
Hsinta 1-5 Taiwan 15 2450
Gila River 1-4 United States 8 2350
El Dorado 1-4 United States 8 2330
Ratchaburi Thailand 6 2310
Lumut Malaysia 9 2230
Phu My 1-3 Vietnam 7 2190
Black Point Hong Kong 6 2080

Plant costs for simple-cycle gas turbine generators is lower than that for steam turbines
and most other types of power plant. Since combined-cycle plants generate two-thirds of their
power with the gas turbine, their cost is between that of simple-cycle gas turbine plants and
steam turbine plants. Their efficiency is higher than either. The high efficiency and low cost
make combined-cycle plants extremely popular. Very large commitments to this type of plant
have been made around the world. Table 2 shows some of the more recent to be put into service.

There are other uses for gas turbine exhaust energy. Regeneration, or recuperation, uses
the exhaust heat to raise the temperature of the compressor discharge air before the combustion
process. Various steam injection arrangements have been used as well. Here, an HRSG is used
as in the combined-cycle arrangements shown in Fig. 31, but instead of expanding the steam in
a steam turbine, it is introduced into the gas turbine, as illustrated in Fig. 32. It may be injected
into the combustor, where it lowers the generation of NOx by cooling the combustion flame.
This steam increases the mass flow of the turbine and its heat is converted to useful work as it
expands through the turbine section of the gas turbine.

Steam can also be injected downstream of the combustor at various locations in the tur-
bine, where it adds to the mass flow of the working fluid. Many gas turbines can tolerate steam
injection levels of 5% of the mass flow of the air entering the compressor; others can accom-
modate 16% or more if distributed appropriately along the gas path of the gas turbine. Gas
turbines specifically designed for massive steam injection have been proposed and studied.
These proposals arise from the fact that the injection of steam into gas turbines of existing
designs has significant reliability implications. There is a limit to the level of steam injection
into combustors without flame stability problems and loss of flame. Adding steam to the gas
flowing through the first-stage nozzle increases the pressure ratio of themachine and reduces the
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Figure 32 LM500 aeroderivative gas turbinewith steam injection. Courtesy of General Electric Company.

stall margin of the compressor. Addition of steam to the working fluid expanding in the turbine
increases the heat transfer coefficient on the outside surfaces of the blading, raising the temper-
ature of these components. The higher work increases the aerodynamic loading on the blading,
which may be an issue on later stage nozzles, and increases the torque applied to the shafts and
rotor flanges. Design changes can be made to address the effects of steam in the gas path.13

Benefits of steam injection are an increase in both efficiency and output over those of the
simple-cycle gas turbine. The improvements are less than those of the steam turbine and gas
turbine combined cycles, since the pressure ratio of the steam expansion is much higher in a
steam turbine. Steam turbine pressures may be greater than 100 atm and gas turbines no higher
than 40 atm. Steam injection cycles are less costly to produce since there is no steam turbine.
There is, of course, higher water consumption with steam injection, since the expanded steam
exits the plant in the gas turbine exhaust.

3.2 Integrated Gasification Combined Cycle

In many parts of the world, coal is the most abundant and inexpensive fuel. Coal-fired boil-
ers raising steam that is expanded in steam turbine generators is the conventional means of
converting this fuel to electricity. Pulverized coal plants with flue gas desulfurization operate
at over 40% overall efficiency and have demonstrated the ability to control sulfur emissions
from conventional boiler systems. Gas turbine combined-cycle plants are operating with min-
imal environmental impact on natural gas at 55% efficiency, and 60% is expected with new
technologies. A similar combined-cycle plant that could operate on solid fuel would be an
attractive option.

Competing means of utilizing coal with gas turbines have included direct combustion,
indirect firing, and gasification. Direct combustion in conventional, on-engine combustors has
resulted in rapid, ash-caused erosion of bucket airfoils. Off-base combustion schemes—such
as pressurized fluidized bed combustors—have not simultaneously demonstrated the high exit
temperature needed for efficiency and low emissions. Indirect firing raises compressor dis-
charge temperature by passing it through a heat exchanger. Metal heat exchangers are not
compatible with the high turbine inlet temperature required for competitive efficiency. Ceramic
heat exchangers have promise, but their use will necessitate the same types of emission controls
required on conventional coal-fired plants. Power plants with the gasification process, desulfu-
rization, and the combined-cycle machinery integrated have been successfully demonstrated,
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with high efficiency, low emissions, and competitive first cost. Significant numbers of integrated
gasification combined-cycle (IGCC) plants are operating or under construction.

Fuels suitable for gasification include several types of coal and other low-cost fuels. Those
studied include:

• Bituminous coal
• Subbituminous coal
• Lignite
• Petroleum coke
• Heavy oil
• Orimulsion
• Biomass

Fuel feed systems of several kinds have been used to supply fuel into the gasifier at the
required pressure. Fuel type, moisture content size, and the particular gasification process need
to be considered in selecting a feed system.

Several types of gasifiers have been designed to produce fuel with either air or oxygen
provided. The system shown in Fig. 33 features a generic oxygen-blown gasifier and a system
for extracting some of the air from the compressor discharge and dividing it into oxygen and
nitrogen. An oxygen-blown gasifier produces a fuel about one-third of the heating value of
natural gas. The fuel produced by the gasifier (after sulfur removal) is about 40% CO, 30% H2.
Most of the remaining 30% is H2O and CO2 which are inert and act as diluents in the gas turbine
combustor, reducing NOx formation. A typical lower heating value is 1950 K-cal/m3. The fuel
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Figure 33 Integrated gasification combined-cycle diagram. Air compressed in the gas turbine is cooled,
then separated into oxygen and nitrogen. Oxygen is fed to the gasifier while the nitrogen is sent back to the
gas turbine for NOx control. Coal is partially burned in the gasifier. The gas produced is cleaned and flows
to the gas turbine as fuel.
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exits the gasifier at a temperature higher than that at which it can be cleaned. The gas is cooled
by either quench or heat exchange and cleaned. Cleaning is done by water spray scrubber or
dry filtration to remove solids that are harmful to the turbine and potentially harmful to the
environment. This is followed by a solvent process that absorbs H2S.

Some gas turbine models can operate on coal gas without modification. The implications
for the gas turbine relate to the volume of fuel, which is three times or more higher than that of
natural gas. When the volume flow through the first-stage nozzle of the gas turbine increases,
the back pressure on the compressor increases. This increases the pressure ratio of the cycle
and decreases the stall margin of the compressor. Gas turbines with robust stall margins need
no modification. Others can be adapted by reducing inlet flow by inlet heating or by closing off
a portion of the inlet. (Variable inlet stator vanes can be rotated toward a closed position.) The
volume flow through the turbine increases as well. This increases the heat transfer to the buckets
and nozzles. To preserve parts lives, depending on the robustness of the original design, the
firing temperaturemay have to be reduced. The increased flow and decreased firing temperature,
if required, result in higher gas turbine output than developed by the same gas turbine fired on
natural gas.

3.3 Applications in Electricity Generation

Before 1965, the generating capacity of gas turbines shipped per year was below 2 GW. In
2003, in sharp contrast, about 75 GW of electrical generation power plants were commis-
sioned. Approximately 16% of the entire world’s current generating capacity is now produced
by gas turbines, either in simple cycle or combined cycle. In 2003, over 12% of new power
plants featured simple-cycle gas turbines, and over 50% were combined-cycle plants, which
derive two-thirds of their capacity from gas turbines. Thus, 45% of new power plant capac-
ity is provided by gas turbine generators. This compares to 40% for steam turbine generators,
either alone or in combined cycle. Hydroelectric plants, nuclear and other means, provide the
remaining additions.

The 30-fold increase in the rate of gas turbine installations between 1965 and 2003 was due
to several factors. In the late 1960s and early 1970s, there was an increasing need for peaking
power, particularly in the United States. Gas turbines, because of their low cost, low operating
crew size, and fast installation time, were the engine of choice. Because of the seasonal and
daily variations in the demand for electric power, generating companies could minimize their
investment in plant and equipment by installing a mixture of expensive but efficient base-load
plants (steam and nuclear) run over 8000 hours per year and far less expensive (but less efficient)
plants, which would operate only a few hundred hours per year. However, rapid progress in
efficiency, reliability, availability, and environmental impact would soon follow.

Existing industrial gas turbines and newly designed larger units, whose operating speed
was chosen to match the requirements of a directly coupled alternator, met the demand for
peaking power. The experience on these early units resulted in improvements in efficiency, reli-
ability, and cost-effectiveness.Much of the technology needed to improve the value of industrial
gas turbines came from aircraft engine developments, as it still does. Beginning in the 1970s,
with the rapid rise in oil prices and associated natural gas prices, electric utilities focused on
ways of improving the efficiency of generating plants. Combined-cycle plants are the most
thermally efficient fuel-burning plants. Furthermore, their first cost is lower than all other types
of plants except for simple-cycle gas turbine plants.

The only drawback to gas turbine plants was the requirement for more noble fuels; natu-
ral gas and light distillates are usually chosen to minimize maintenance requirements. Coal is
abundant in many parts of the world and costs significantly less that oil or gas per unit energy.
Experiments in the direct firing of gas turbines on coal have been conducted without favor-
able results. Other schemes for using coal in gas turbines include indirect firing, integrating
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with a fluidized bed combustor, and integrated gasification. The last of these offers the highest
efficiency due to its ability to deliver the highest temperature gas to the turbine blading. Further-
more, integrated gasification is the most environmentally benign means of converting coal to
electricity. The technology has been demonstrated in several plants, including early technology
demonstration plants and commercial power-generating facilities.

3.4 Engines in Aircraft

Like electricity generation, gas turbine design for aircraft engines begins with an understanding
of customer requirements. Utility metrics, such as cost of electricity, internal rate of return, and
project net present value, are equivalent to cost per seat-mile for a commercial turbofan, or
specific mission performance objectives for a military engine.

In addition to optimizing for best economics or performance, electric power and aircraft
engine designs are usually subject to a number of constraints. From the utility perspective, these
could include kilowatts or fuel consumption on a hot or cold day or power response during grid
events. For an aircraft engine customer, mission objectives such as airspeed, range, payload,
maneuverability, runway length, or engine-out rate of climb may limit the available solutions.
For both design environments, engineers will optimize the cycle selection variables (such as
overall pressure ratio, firing temperature, and bypass ratio) in conjunction with technology
(materials, cooling, airfoil aerodynamics) to produce a solution that optimizes economics for
an acceptable risk.

Three of the key propulsion parameters to an aircraft are thrust, thrust-specific fuel con-
sumption (SFC, or lbm/h fuel flow/lbf thrust), and weight. Gas turbines currently provide the
best combination of these three parameters for flight Mach numbers ranging from about 0.3
through supersonic speeds. Normally, aspirated piston engines (both Otto and Diesel cycles)
are favored for aircraft operating at low speeds and altitudes; turbocharged versions are used
at higher speeds and at higher altitudes, up to about 400–500 km/h. Pulse jet, scramjet, and
rocket propulsion take over from gas turbines at high supersonic and hypersonic speeds. The
two most commonly used aircraft gas turbine configurations are the turboprop and turbofan.
Gas turbines are particularly appropriate for aircraft applications because of their efficiency at
high airspeeds, high power-to-weight ratios, and good high-power efficiency.

Equations for thrust and SFC are shown below:

NetThrust ∶ Fn = W1(Vj − Vo) + Ae(Pj − Po) for turbojet
Fn = Wc(Vj − Vo) +Wd(Vd − Vo) + Ae(Pj − Po) for turbofan

Specific Thrust ∶ ST = Fn∕W1

Specific Fuel Consumption ∶ SFC = Wf∕Fn general definition
SFCtp = Wf ∕hp∕h sometimes applied to to

turboprop and shaft engines

where W1 = total inlet mass flow rate,
Wc = portion of W1 passing through the core engine,
Wd = portion of W1 passing through bypass duct,
Vo = flight velocity,
Vj = exhaust jet velocity,
Ae = exhaust area,
Pj = exhaust jet static pressure,
Po = ambient pressure,

and Wf = fuel flow rate.
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The gas turbine flight speed range mentioned above is not met with a single gas tur-
bine configuration, however. The equations above show that to produce thrust at higher flight
velocity, higher exhaust velocity is required. Each configuration—turboprop, turbofan, and
turbojet—has its own range of potential and optimum exhaust velocities, which, in addition to
thrust, are set as a function of SFC and weight objectives.

While the prior power generation thermal efficiency conclusions still hold true for aircraft
turbines, higher firing temperature and overall pressure ratio are selected in conjunction with
cooling component efficiency technology to select the right balance between specific power
and thermal efficiency. Two new efficiency definitions are required, however, to quantify the
aircraft fuel efficiency metric (SFC): overall and propulsive efficiency. SFC is proportional to
the flight velocity times the inverse of overall efficiency, while overall efficiency is the product
of thermal and propulsive efficiencies:

SFC ∼= Vo∕𝜂overall

where 𝜂overall = 𝜂thermal × 𝜂PS
𝜂ps = const × (Fn Vo)∕Wf or 𝜂ps = const × Vo∕SFC

This more extensive efficiency definition adds computational complexity and new design vari-
ables to mission design and optimization problems: bypass ratio and fan pressure ratio.

Because of its high exhaust velocity, the twin-spool turbojet shown in Fig. 19 will have
a high specific thrust and low frontal area, which are ideal for high flight speeds. To improve
the fuel consumption at lower speeds, the exhaust velocity could be lowered to the ideal level
for a turbojet (two times flight velocity) by extending the low-pressure compressor blades and
adding a duct around this extension, creating a turbofan. The duct airflow divided by core
airflow is defined as the bypass ratio. The pressure ratio of the low-pressure compressor (now
called the fan) is now available to optimize efficiency but is also available to meet other mission
objectives, such as specific power. For unmixed core and exhaust streams, the fan pressure ratio
impacts the turbine specific power and relative exhaust velocities between the two streams.
In a mixed-flow exhaust, common to military turbofans, fan pressure ratio communicates to
the core exhaust through a common static pressure during mixing of the two streams. This
communication can be controlled by area sizing before these flows mix, and can be used to
modify the cycle performance match at both design and off-design flight conditions.

In this example, thrust has increased because core flow was unchanged. If bypass ratio
were increased at constant thrust, the total flowwill increase faster than the core flow decreases,
driving up weight. As technology has improved, however (with better materials, aerodynamics,
manufacturing, and heat transfer technologies), core specific power has gone up, leading to
increased bypass ratio and lower weight at a given thrust.

Trends in specific thrust and SFC with flight Mach number are shown in Figs. 34 and 35.
The figures show that at lowerMach numbers, the turbofan engines have relatively high propul-
sion efficiency (low SFC). The need for improved efficiency in the high-subsonic-speed regime
has produced a focus on turbofan engines rather than turbojets. At lower speeds, turboprop
engines are preferred.

Installation Effects
Specific thrust curves shown in Fig. 34 and most other gas-turbine-only comparisons are done
on an uninstalled basis. Here, thrust means net thrust as it is used in the equations above.
The curves are particularly convenient for showing generic effects of technology or of chang-
ing design parameters. For actual cycle design, optimization, control scheduling, operability
studies, and aircraft performance calculations, however, installation effects must be considered
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to develop the optimum propulsion system. The effect of installation parameters and features
on performance is more significant in aircraft applications than in power generation. Aircraft
engine installation effects include items such as inlet and nozzle drag, inlet ram recovery, horse-
power and bleed extraction, and inlet pressure distortion.

Inlets and Nozzles
For aircraft and propulsion performance analysis, thrust is converted from gross levels (pro-
duced by the exhaust) to net, which subtracts inlet ram drag. Installed corrections also account
for real losses and are used to align the bookkeeping between aircraft and propulsion manu-
facturers. These corrections include inlet spillage drag, inlet ram recovery (pressure losses),
and nozzle drag. The design of inlets and nozzles and scheduling of inlet airflow represent a
compromise between performance and aeromechanical considerations. Supersonic inlets can
become more complex in an effort to reduce shock losses.

As design speeds increase, inlets increase in complexity from a normal shock design,
used for subsonic, transonic, and low supersonic designs, to external compression, to
mixed internal/external compression designs. Military aircraft such as the Boeing F-15 use
variable-geometry inlet ramps to reduce recovery losses, which improves performance and
operability across its flight envelope while paying a penalty in weight and cost.

Exhaust nozzle configurations are driven by the throat area, efficiency, and cost require-
ments of the propulsion system. Fixed-area convergent nozzles are satisfactory for subsonic,
nonafterburning designs. Variable-area convergent nozzles maintain high efficiency up to low
supersonic speeds with afterburning engines. Variable-area convergent–divergent nozzles
are required for good performance for afterburning engines operating at higher supersonic
speeds.

Figures of Merit and Cycle Design Variables

Business, Commercial, and Transport Aircraft. Turbofans use two or three concentric
spools and bypass the fan exit air from the outer spool, usually through an independent
duct nozzle. Commercial aircraft are characterized by requirements for relatively low
thrust-to-weight ratio, high efficiency during cruise, low noise, and low emissions.
The low thrust-to-weight requirement means gas turbine size, or scale factor, is set by
the takeoff thrust specification. Cruise conditions are generally at a high fraction of
full power, which is ideal for high gas turbine thermal efficiency.

Military Turbofans. Most modern military aircraft use a twin-spool turbofan configura-
tion similar to commercial aircraft but will have additional complexity driven by
requirements across a larger flight envelope. Military aircraft designed for supersonic
operation and high thrust-to-weight ratio require low drag and low weight. Emerg-
ing military aircraft designs include the engines as an integral part of the fuselage and
associated engine designswith higher specific power as opposed to the pylon-mounted
large-fan engines used in commercial and transport aircraft. Military engine cruise
thrust is usually a lower fraction of peak thrust, and cruise operation is frequently
interrupted by maximum power operation during the mission, decreasing its signifi-
cance and adding to the frequency and severity of fatigue loading cycles.

Afterburners are designed to be a cost-effective means of achieving high thrust for short
duration. During afterburner operation (referred to as augmentation) fuel is introduced and
burned downstream of the last turbine stage and diffuser to increase thrust through higher
exhaust exit velocity. The temperature increase causes the exiting gas to expand. Since mass
flow is fixed and set by the compressor and fan, exit velocity must increase to satisfy continuity.
Afterburner performance is measured by percentage increase in thrust due to augmentation.
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Figure 36 Rated thrust of current aircraft engines.

Turbojets, low-bypass-ratio turbofans, and gas turbines with high exit fuel–air from the gas
generator core have reduced potential for augmentation percentage because of stoichiometric
fuel/air ratio and exhaust temperature limits.

Military turbofans have historically led the development of gas turbine technologies.
Absolute performance metrics have driven materials development, advanced turbine cooling
schemes, variable cycle technology, and control software.

Figure 36 compares the engines selected or competing for recent applications. All of the
larger commercial transport applications and newer military applications are met by turbofan
engines.16

There are multiple ratings for several basic engine designs. The range of ratings is due to
the practice of fine tuning engine performance for particular applications, incremental perfor-
mance gains over time, and optional features. This comparison is a snapshot of performance
over a particular time. Relative ratings change often as manufacturers continue to apply new
technologies and improve designs. One of the newest and most powerful turbofan engines is
shown in Fig. 37. It is a two-rotor engine. The 1-stage fan and 3-stage, low-pressure com-
pressor are joined on one shaft connected to a 6-stage, low-pressure turbine. The 10-stage,
high-pressure compressor is driven by the 2-stage, high-pressure turbine, both joined on another
shaft that can rotate at a higher speed. The ratio of the air mass flow through the duct to the air
flowing through the compressor, combustor, and turbines is 9:1. The overall pressure ratio is
40:1, and the rated thrust is in the 85,000-lb class. The engine is over 3m in diameter. A new
feature for aircraft engines is the double-domed, lean-premixed, fuel-staged dry low-NOx com-
bustor. The GE 90, PW4084, and 800-series RB.211 Trent high-bypass-ratio turbofan engines
have been built for use on the Boeing 777 aircraft.

Control Scheduling. Aircraft engine control scheduling has also led the field in gas tur-
bine development. Fast thrust transients, wide ranges of inlet conditions, airframe
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Figure 37 Sectional view of the GE 90, a high-bypass-ratio, two-shaft, turbofan engine rated at over
80,000 lbf thrust. Courtesy of General Electric Company.

bleed and power demands, mission demands such as in-flight refueling, and high reli-
ability have necessitated more reliable and smarter controls. To create such controls,
designers make the best use of a wide range of control effectors, including primary
combustor and augmentor fuel flow, fan and compressor vane angles, bleed valves,
exhaust nozzle area and area ratio, and other variable geometry. The advent of digital
electronic controls in the early 1980s led to significant improvements in this regard.
Controls technology has produced increased monitoring and diagnostic capability,
which allows real-time sensor fault identification and corrective action.

Auxiliary Power Units. Another aircraft engine type is the auxiliary power unit (APU). It
is a small turboshaft engine that provides air-conditioning and electric and hydraulic
power while the main engines are stopped, but its main function is to start the main
engines without external assistance. The APU is usually started from batteries by an
electric motor. When it reaches its operating speed, a substantial flow of air is bled
from its compressor outlet and is ducted to drive the air turbine starters on the main
engines. The fuel flow is increased when the turbine air supply is reduced by the air
bleed to provide the energy required for compression. These engines are also found
on ground carts, which may be temporarily connected to an aircraft to service it. They
may also have uses in industrial plants requiring air pressure at 3 or 4 bars.

3.5 Engines for Surface Transportation

This category includes engines for rail, road, off-road, and over-water transport. The lowweight
and high power density of gas turbines are assets in all cases, but direct substitution for Diesel
or Otto cycle engines is unusual. When the economics of an application favor high power den-
sity or high driven-device speed, or when some heat recovery is possible, gas turbines become
the engines of choice. Surface vehicle engines include the array of turboshaft and turboprop
derivatives, free-turbine aeroderivative and industrial gas turbines, and purpose-built gas tur-
bines. Applications exist for engines ranging from around 100 hp to nearly 40,000 hp.

Truck, bus, and automobile gas turbine engines are, for the most part, in the development
stage. Current U.S. Department of Energy initiatives are supporting development of gas tur-
bine automobile engines of superior efficiency and low emissions. Production cost similar to
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current power plants is also a program goal. Additional requirements must be met, such as
fast throttle response and low fuel consumption at idle. The balancing of efficiency, first cost,
size, and weight have led to different cycle and configuration choices than for aircraft or power
generation applications. Regenerative cycles with low pressure ratios have been selected. Parts
count and component costs are addressed through the use of centrifugal compressors, integral
blade-disk axial turbines, and radial inflow turbines. Low-pressure-ratio designs support the low
stage count. It is possible to achieve the necessary pressure ratio with one centrifugal compres-
sion stage, and in one turbine stage, or one each high pressure and power turbine. The small
size of parts and the selection of radial inflow or integral blade-disk turbines make ceramic
materials an option. Single-can combustors are also employed to control cost. Prototypes have
been built and operated in the United States, Europe, and Japan.17

The most successful automotive application of gas turbines is the power plant for the M1
Abrams Main Battle Tank. The engine uses a two-spool, multistage, all-axial-flow, gas genera-
tor plus power turbine. The cycle is regenerative. Output and cost appear too high for highway
vehicle application.

Ship propulsion by gas turbine is more commonplace. One recent report summarizing
orders and installations over an 18-month period listed 10 orders for a total of 64 gas
turbines—75MW in all. Military applications accounted for 55% of the total. The remaining
45% were applied to fast ferries and similar craft being built in Europe, Australia, and Hong
Kong.11 Gas turbine outputs in the 3–5-MW range, around 10MW, and in the 20–30-MW
range account for all the applications. Small industrial engines were selected in the 3–5-MW
range and aeroderivative, free-turbine engines accounted for the remainder.

Successful application of gas turbines aboard ship requires protection from the effects of
saltwater and, in the case of military vessels, maneuver and sudden seismic loads. In addition to
the common problems with saltwater-induced corrosion of unprotected metal, airborne sodium
(in combination with sulfur usually found in the fuel or air) presents a problem for buckets,
nozzles, and combustors. Hot corrosion—also called sulfidation—has led to the development
of alloys that combine the creep strength of typical aircraft engine bucket and nozzle alloys,
with superior corrosion resistance. Inconel 738 was the first such alloy, and this set of alloys is
used in marine propulsion engines. Special corrosion-resistant coatings are applied to further
improve the corrosion resistance of nickel-based superalloy components. The level of sodium
ingested by the engine can also be controlled with proper inlet design and filtration.10

Although there was a period when gas turbines were being applied as prime movers on
railroad locomotives, the above report contained only one small railroad application.

4 EVALUATION AND SELECTION

4.1 Maintenance Intervals, Availability, and Reliability

Service requirements of aircraft and industrial gas turbines differ from other power plants prin-
cipally in the fact that several key components operate at very high temperatures and thus have
limited lives and have to be repaired or replaced periodically to avoid failures during oper-
ation. Components that must be so maintained include combustion chambers, buckets, and
nozzles. Occasionally, other components, such as wheels or casings, may require inspection or
retirement.

Wear-out mechanisms in hot gas path components include creep, low cycle fatigue, cor-
rosion, and oxidation. All combustors, buckets, and nozzles have a design life and, if operated
for significantly longer than this design life, will fail in one these modes. Repair or replace-
ment is required to avoid failure. Most of the failure mechanisms give some warning prior to
loss of component integrity. Corrosion and oxidation are observable by visual inspection, and
affected parts can be repaired or replaced. The creep deflection of nozzles can be detected by
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measuring changes in clearances. Low-cycle fatigue cracks can occur in nozzles, buckets, and
combustors without causing immediate failure of these components. These can be detected
visually or by more sophisticated nondestructive inspection techniques. Tolerance of cracks
depends on the particular component design, service conditions, and what other forces or tem-
peratures are imposed on the component at the location of the crack. Inspection intervals are
set by manufacturers (based on analysis, laboratory data, and field experience) so that compo-
nents with some degree of distress can be removed from service or repaired prior to component
failure.

Bucket creep often gives no advance warning. There are several factors that make this so.
First, the ability of bucket alloys to withstand alternating stress and the rate of creep progression
are both affected by the existence of creep void formation. Local creep void formation is dif-
ficult to observe even in individual buckets subjected to radiographic and other nondestructive
inspections. Destructive inspection of samples taken from a turbine are not useful in predicting
the conditions of a particular bucket in a stage suffering the most advanced creep damage. This
is due to the statistical distribution of creep conditions in a sample set. Such a large number of
samples would be required to accurately predict the condition of the worst part in a set that the
cost of such an inspection would be higher than the set of replacement components. Because of
this, creep failure can be avoided by the retirement of sets of buckets as the risk of the failure
of the weakest bucket in the set increases to a preselected level.

Some of the wear-out mechanisms are time related while others are start related. Thus,
the actual service profile is significant to determining when to inspect or retire gas path com-
ponents. Manufacturers differ in the philosophy applied. Some aircraft engine maintenance
recommendations have been based on a particular number of mission hours of operation. Each
mission contains a number of hours at takeoff conditions, a number at cruise, a number of rapid
accelerations, thrust reversals, etc. Components’ lives have been calculated and expressed in
terms of a number of mission cycles. Thus, the life of any component can be expressed in
hours, even if the mechanism of failure expected is low cycle fatigue, related to the number of
thermal excursions to which the component is exposed. Inspection and component retirement
intervals (based on mission-hours) can be set to detect distress and remove or repair compo-
nents before the actual failure is likely to occur. Actual starts and actual hours are becoming
more commonplace measures for aircraft engines.

Industrial gas turbine manufacturers have historically designed individual products to be
suitable for both continuous duty and frequent starts and stops. A particular turbine model may
be applied to missions ranging from twice-daily starts to continuous operation for over 8000 h
per year and virtually no start cycles. To deal with this, manufacturers of industrial gas turbines
have developed two ways of expressing component life and inspection intervals. One is to set
two criteria for inspection—one based on hours and one based on starts. The other is to develop
a formula for “equivalent hours,” which counts each start as a number of additional hours of
operation. These two methods are illustrated in Fig. 39. The figure is a simplification in that
it considers only normal starts and base-load hours. Both criteria evaluate hours of operation
at elevated firing temperature, fast starts, and emergency shutdown events as more severe than
normal operating hours and starts. Industry practice is to establish maintenance factors that
can be used to account for effects that shorten the intervals between inspections. Table 3 gives
typical values. The hours to inspection or starts to inspection in Fig. 38 would be divided by
the factor in Table 3.

The values shown here are similar to those used by manufacturers,but are only approxi-
mate, and recommendations are modified and updated periodically. Also, the number, extent,
and types of inspections vary across the industry. To compare the frequency of inspection rec-
ommended for competing gas turbines, the evaluator must forecast the number of starts and
hours expected during the evaluation period and, using the manufacturers’ recommendation
and other experience, determine the inspection frequency for the particular application.
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Table 3 Maintenance Factors—Industrial Gas Turbine
Nozzles and Buckets

Hours Factors
Fuel Natural gas 1

Distillate 1–1.5
Residual 3–4

Peak load Elevated firing
temperature

5–10

Diluent injection Water or steam 1–2
Starts Factors

Trip from full load 6–10+
Fast load 2–4
Emergency start 10–20

Reliability and availability have specific definitions when applied to power generation
equipment18:

Reliability = 1 − (FOH∕PH), expressed as a percentage.

FOH = total forced outage hours

PH = period hours(8760 hr per year).

Reliability is used to reflect the percentage of time for which the equipment is not on
forced outage. It is the probability of not being forced out of service when the unit is needed and
includes forced outage hours while in service, while on reserve shutdown, and while attempting
to start.

Availability = 1 − (UH∕PH), expressed as a percentage.

UH = total unavailable hours(forced outage, failure to start, unscheduled main-

tenance hours, maintenance hours)
PH = period hours

Availability reflects the probability of being available, independent of whether or not the
unit is needed, and includes all unavailable hours normalized by period hours.

There are some minor differences in the definitions across the industry, which reflect the
way different databases treat particular types of events, but the equations given above reason-
ably represent industry norms. Availability and reliability figures used in the power generation
industry literature reflect the performance of not only the turbomachinery but also the genera-
tor, control system, and accessories. Historically, less than half of the unavailability and forced
outage hours are due to the turbomachinery.

Availability is affected by the frequency of inspections, duration of inspections, as well as
the duration of forced outages. Improvements in analytical capability, understanding of mate-
rial behavior, operating practices, and design sophistication have led to improvements in both
availability and reliability over the past decades. The availability of industrial gas turbines has
grown from 80% in the early 1970s to better than 95% in the mid-1990s.

4.2 Selection of Engine and System

In the transportation field, gas turbines are the engine of choice in large, and increasingly in
small, aircraft where the number of hours per year flown is sufficiently high that the higher speed
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and lower fuel and service costs attributable to gas turbines justifies the higher first cost. Private
automobiles, which operate nominally 400 hours per year, and where operating characteristics
favor the Otto and Diesel cycles, are not likely to be candidates for gas turbine power, since
exhaust-driven superchargers are a more acceptable application of turbomachinery technology
to this market. Long-haul trucks, buses, and military applications may be served by gas turbines
if the economics that made them commonplace on aircraft can be applied.

Gas turbine technology finds application in mechanical drive and electric power gener-
ation. In mechanical drive application, the turbine rotor shaft typically drives a pump, com-
pressor, or vehicle drive system. Mechanical drive applications usually employ “two-shaft” gas
turbines in which the output shaft is controllable in speed to match the varying load/speed char-
acteristic of the application. In electric power generation, the shaft drives an electric generator at
a constant synchronous speed. Mechanical drive applications typically find application for gas
turbines in the 5–25-MW range and over the last four years this market was over 3000MW per
year. Power generation applications are typically in the larger size ranges, from 25 to 250MW,
and have recently averaged over 60,000MW per year.

Gas turbine technology competes with other technologies in both power generation and
mechanical drive applications. In both applications, the process for selecting which thermo-
dynamic cycle or engine type to apply is similar. Table 4 summarizes the four key choices in
electric power generation.

Steam turbine technology utilizes an externally fired boiler to produce steam and drive a
Rankine cycle. This technology has been used in power generation for nearly a century. Because
the boiler is fired external to the working fluid (steam), any type of fuel may be used, including
coal, distillate oil, residual oil, natural gas, refuse, and biomass. The thermal efficiencies are
typically in the 30% range for small (20–40-MW) industrial and refuse plants to 35% for large
(400-MW) power generation units, to 40% for large, ultraefficient, ultrasupercritical plants.
These plants are largely assembled and erected at the plant site and have relatively high invest-
ment cost per kilowatt of output. Local labor costs and labor productivity influence the plant
cost. Thus, the investment cost can vary considerably throughout the world.

Diesel technology uses the Diesel cycle in a reciprocating engine. The diesels for power
generation are typically medium speed (800 rpm). The diesel engine has efficiencies from 40
to 45% on distillate oil. If natural gas is the fuel, the Diesel cycle is not applicable, but a spark

Table 4 Fossil Fuel Technologies for Mechanical Drive and Electric Power Generation

Technology
Power
Cycle

Performance
Level

Primary
Advantages

Primary
Disadvantages

Steam turbine Rankine cycle 30–40% Custom size Low efficiency
Solid fuels Relatively high $/kW
Dirty fuels Slow load change

Gas turbine Brayton cycle 30–40% Packaged power plant Clean fuels
Low $/kW Ambient dependence
Medium fast starts
Fast load delta

Combined cycle Brayton topping/
Rankine
bottoming

45–60% Highest efficiency Clean fuels
Medium $/KW Ambient dependence
Limited fast load delta Medium start times

Diesel Diesel cycle 40–50% Relatively high efficiency High maintenance
Packaged power plant Small size (5MW)
Fast start
Fast construction
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ignition system based on the Otto cycle can be employed. The Otto cycle leads to three percent-
age points lower efficiency than the diesel. Diesel engines are available in smaller unit sizes
than the gas turbines that account for most of the power generated for mechanical drive and
power generation (1–10MW). The investment cost of medium-speed diesels is relatively high
per kilowatt of output, when compared with large gas turbines, but is lower than that of gas tur-
bines in this size range. Maintenance cost of diesels per kilowatt of output is typically higher
than gas turbine technology.

The life-cycle cost of power generation technology projects is the key factor in their appli-
cation. The life-cycle cost includes the investment cost charges and the present worth of annual
fuel and operating expenses. The investment cost charges are the present-worth costs of financ-
ing, depreciation, and taxes. The fuel and operating expenses include fuel consumption cost,
maintenance expenses, operational material costs (lubricants, additives, etc.), and plant opera-
tion and maintenance labor costs. For a combined-cycle technology plant, investment charges
can contribute 20%, fuel 70%, and operation and maintenance costs 10%. The magnitude and
composition of costs are very dependent on technology and geographic location.

One way to evaluate the application of technology is to utilize a screening curve as shown
in Fig. 39. This chart represents one particular power output and set of economic conditions
and is used here to illustrate a principle, not to make a general statement on the relative mer-
its of various power generation means. The screening curve plots the total $/kW/year annual
life-cycle cost of a power plant versus the number of hours per year of operation. At zero
hours of operation (typically of a standby plant used only in the event of loss of power from
other sources), the only life-cycle cost component is from investment financing charges and
any operating expense associated with providing manpower to be at the site. As the operating
hours increase toward 8000 h/year, the costs of fuel, maintenance, labor, and direct materials
are added into the annual life-cycle cost.

If the application has only a few hours per year of operation (less than 2000), the
simple-cycle gas turbine technology has typically the lowest annual life-cycle cost and is
therefore chosen. The simple-cycle gas turbine has the lowest annual life-cycle cost in this
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Figure 39 Hypothetical screening curve for selecting power generation technology from among various
thermodynamic cycles and fuel alternatives. This curve would indicate the most economic choice for few
operating hours per year is the simple-cycle gas turbine and the combined cycle for base-load applications.
Position of the lines depends greatly on anticipated relative fuel costs. Source: From http://www.asme.
org/igti/resources/articles/hybrid6.html.
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region in view of its low investment cost. If the application has more than 2000 h/year of
operation, then the combined-cycle technology provides the lowest annual life-cycle cost and
is selected for application.

Other technology choices are the higher investment cost alternatives of the coal-fired steam
turbine technology and the IGCC technology. In the example of Fig. 39 these technologies do
not have the lowest annual life-cycle cost in any region. Consequently, they would not find
application. However, the screening curve of Fig. 39 is based on a specific set of fuel prices and
investment costs. In other regions of the world, coal prices may be less or natural gas prices
may be higher. In this case, the coal technologies may be the lowest annual life-cycle cost in
the 6000–8000-h range. These technologies would then be selected for application.

In summary, there is a range of fuel prices and investment costs for power generation tech-
nology. This range influences the applicability of the power generation technology. In some
countries with large low-priced coal resources, coal steam turbine technology is themost widely
used. Where natural gas is available and modestly priced, gas turbine and combined-cycle tech-
nology is frequently selected.
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1 MARKET AND ECONOMICS

Wind power has long been used for grain-milling and water-pumping applications. Significant
technical progress since the 1980s, however, driven by advances in aerodynamics, materials,
design, controls, and computing power, has led to economically competitive electric energy
production from wind turbines. Technology development, favorable economic incentives (due
to its early development status and environmental benefits), and increasing costs of power from
traditional fossil sources have led to significant worldwide sales growth since the early 1980s.
Production has progressed at an even faster pace beginning in the late 1990s. Figure 1 shows
the U.S. wind turbine installations (MW, net) since 1981.

The spike in U.S. wind turbine installations from 1982 to 1985 was due to generous tax
incentives (up to 50% in California2), access to excellent wind resources, and high fossil fuel
prices. Today, Germany, the United States, Spain, and Denmark lead in installed MW, although
significant growth is occurring worldwide.3 From an energy-share standpoint, the northern Ger-
man state, Shleswig-Holstein, produces approximately 30% of its electric energy from wind
power, while Denmark produces about 20%.4

Like other power-producing technologies, wind turbines are measured on their ability to
provide low cost of electricity (COE) and high project net present value (NPV). Unlike fossil
fuel plants, however, fuel (wind energy) is free. This causes COE to be dominated by the ratio of
costs per unit energy, rather than a combination of capital costs, fuel cost, and thermal efficiency.
For customers purchasing based on highest NPV, high power sale prices and energy production
credits can drive turbine optimization to a larger size (and/or energy capture per rated MW) and
higher COE than would be expected from a typical optimization for lowest COE. Operation and
maintenance costs (in cents per kWh) for wind turbines trend higher than those for fossil plants,
primarily due to their lower power density. The ability to predict and trade life-cycle costs
versus energy improvement from new technologies is a key contributor to efficient technology
development and market success.

2 CONFIGURATIONS

The most popular configuration for power-generating wind turbines is the upwind three-bladed
horizontal-axis wind turbine (HAWT), shown in Fig. 2. Upwind refers to the position of the
blades relative to the tower.
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Figure 1 U.S. wind turbine installations (MW) by year. From Ref. 1

Figure 2 Horizontal Access Wind Turbine (HAWT). Copyright © tln/Shutterstock.
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Figure 3 Nacelle cutaway view of a horizontal-axis turbine. © A. Guzzetta, G. Myers, A. Purse via
Wikidot. Accessed at http://me1065.wikidot.com/types-of-wind-turbines-and-associated-advantages.

Wind turbine configurations can be traced back to vertical-axis drag-type machines used
for milling grain, which had the theoretical potential to achieve an 8% power coefficient, or
percent energy extracted from the wind.5 Modern vertical-axis wind turbines (VAWT), like
HAWTs, use the much more effective lift principle to produce power. VAWTs have been
built in both Darrieus (curved blades connected at one or both ends) and H (separate vertical
blades; also called giromill) configurations, although neither has been put into widespread
use. VAWT aerodynamics are somewhat more complex, with a constantly changing angle of
attack, and analyses have generally concluded that their power coefficient entitlement is lower
than HAWTs.46 Figure 3 shows the nacelle cutaway view of a horizontal-axis turbine.

The rotor, made up of the blades and hub, rotates a drive train through the low-speed
shaft connected to a gearbox, high-speed shaft, and generator (or from the low-speed shaft to
a direct-drive generator). The nacelle consists of the base frame and enclosure; it houses the
drive train, various systems, and electronics required for turbine operation. Towers are made of
steel or steel-reinforced concrete. Steel towers use either a tubular or lattice-type construction.
Today’s turbine configuration has evolved from both scaling-up and adding features to small
wind turbine designs and from private and government-sponsored development of large
machines.

3 POWER PRODUCTION AND ENERGY YIELD

Turbines extract energy from the wind according to following formula, derived from the first
law of thermodynamics:

P = Cp
1
2
𝜌AU3

where P = power
Cp = power coefficient
𝜌 = air density
A = rotor swept area
U = air velocity at hub height

http://me1065.wikidot.com/types-of-wind-turbines-and-associated-advantages
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This equation shows power to be a function of air density and swept area while varying by
the cube of wind speed. These functions are not exact in real calculations, however, as aerody-
namic and drive-train characteristics restrict the power coefficient over much of the operating
range. The maximum theoretical power coefficient with zero airfoil drag and other simplifying
assumptions is 59.3%, while modern turbines deliver peak coefficients in the mid-40% range.

The peak efficiency corresponds to a rotor exit air velocity of one-third the initial wind
speed. This wake effect—along with site geographic, turbulence, and wind rose data—is sig-
nificant when planning turbine spacing and arrangement on a multiturbine wind farm. Turbu-
lence acts to reduce the velocity reduction immediately behind the turbine by reenergizing the
wake, while it also spreads the energy loss over a larger area.5 Crosswind spacing, depending
on wind characteristics, can usually be much closer than downwind spacing—crosswind tower
spacing is on the order of three to five rotor diameters.

The power equation also provides insight into the basic power and mass scaling relation-
ships. Power increases as a function of area, a function of diameter squared, while mass is a
function of volume, or diameter cubed. This is true for aerodynamically load-limited compo-
nents. Most electrical capacities and costs scale with rated power, while some part sizes are
independent of turbine size. The cubed–squared relationship between component mass and
power is the same found in most power generation cycles, such as gas turbines. Larger wind
turbines are made economically possible by both reducing this 3/2 exponent, by improving
technology and design strategy, such as using more advanced materials, and from increased
leverage over fixed costs.

Wind turbine performance is characterized by its power curve, in Fig. 4, which shows the
gross power produced as a function of wind speed. This curve assumes clean airfoils, standard
control schedules, a given wind turbulence intensity, and a sea-level air density. Three items

0

200

400

600

800

1,000

1,200

1,400

1,600

1 3 5 6 7 8 9 11 13 15 17 19 21 23 25 27 29 31 33 35
0

0.02

0.04

0.06

0.08

0.1

0.12

WIND SPEED

PROBABILITY

DISTRIBUTION

WIND TURBINE
POWER CURVES

WIND SPEED (METERS / SECOND)

G
R

O
SS

 P
O
W

E
R

 (
K
W

)

W
IN

D
 S
PE

E
D

 P
R

O
B

A
B

IL
IT

Y

CUT-IN SPEED

CUT-OUT
SPEED

GENERATOR RATING
PITCH-REGULATED

STALL-REGULATED

Figure 4 Wind speed probability distribution and notional power curves. Adapted from General Electric
Company.



4 Rotor and Drive Train Design 959

to note on the power curve are the cut-in speed, cut-out speed, and generator rating. Cut-in
speed is determined by the wind speed where the aerodynamic torque is enough to overcome
losses. Cut-out speed is set to balance the power production in high winds with design loads and
costs. Both speeds have dead-band regions around them to minimize the number of start–stop
transients during small changes in wind speed.

Like cut-out speed, selecting the rotor diameter relative to generator rating requires bal-
ancing higher energy production at high wind speeds while minimizing costs.

Economic and design analysis has proven that turbines designed for high-wind-speed oper-
ation should have a larger generator relative to rotor size, while those designed for low wind
speed will have a larger rotor for a given generator size.7 Advances in design and controls tech-
nology have not only helped turbines scale economically to larger sizes but also have allowed
turbines to run larger rotor diameters at a given rating.4

Representative power curves are shown for two methods of limiting power in high winds.
The pitch-controlled blade curve shows a constant generator output above rated power, while
the curve for a stall-controlled (fixed-pitch) turbine delivers a peaked profile. Gross annual
energy production (in kilowatt-hours, kWh) is calculated by multiplying the wind probabil-
ity (in annual hours) at each wind speed by the power curve kW at that same wind speed,
then adding up the total. Because of the higher probability for low wind speeds and turbine
design/economic tradeoffs, wind turbines operate at 25–45% plus net capacity factor, depend-
ing on the turbine and site. Capacity factor is the fraction of energy produced relative to the
rated capacity. This is much lower than the 95% plus levels achieved by dispatchable fossil fuel
power plants:

Annual energy yield = 5,000,000 kWh (assumed: measured from a kWh meter,
or calculated based on turbine and wind conditions)

Rated capacity = 1500 kW (Rating) × 8,760 hours∕year

Capacity Factor = 5,000,000∕(1,500 × 8,760) = 38%
Some of the gross-to-net loss is bookkept as availability losses (1–4% of energy produced),
which are caused by both forced and scheduled outages. Other losses can total less than 15%
and include array interference effects, electrical collection losses, blade soiling, and control
losses.

Predictive performance analysis generally assumes that wind speed probability follows a
Rayleigh distribution (Weibull distribution with shape factor equal to 2), along with an average
wind speed at the hub height. In-depth and site analyses will use modifications to this statistical
model or will use data unique to a given site. Although the previous example considers the
effects of vertical wind shear on average wind speed at hub height, detailed energy yield analysis
and loads calculations need to consider the effects of vertical velocity distribution. Taller towers
allow turbines to see a higher average wind speed due to reduced friction with the ground and
other objects at lower heights.

4 ROTOR AND DRIVE TRAIN DESIGN

The rotor and drive train are ultimately optimized to yield the best economics for the
turbine’s mission. This is part of a multidisciplinary process involving aerodynamics, weight,
materials, aeroelasticity, life, first cost, operating cost, frequency response, controls strategy,
configuration options/technology availability, noise, site characteristics, supply chain, and a
customer value equation. One modern mission requirement is quieter operation for land-based
turbines—various noise sources correlate with tip speed raised to powers as high as 5, among
other variables.5 Aerodynamic characteristics that are selected include number of blades,
tip speed ratio, blade radius, solidity, blade twist, chord length, airfoil section, and so on, in
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greater detail. As an example of this process, consider that at a given rated power, higher tip
speed ratio (higher rotor speed at a given wind speed) does the following:

• It reduces main shaft torque requirements and component sizes (costs).
• It increases noise.
• It decreases rotor solidity (to maintain or increase the power coefficient), which reduces

blade chord length and thickness (for a given number of blades).
• It makes it more difficult to fabricate blades and achieve strength objectives.

Prior to generating power, wind turbines were generally configured as direct-drive units to
pump water or mill grain. These applications place a high emphasis on torque coefficient at zero
rotor speed, defining their ability to start under load. A high-power coefficient was sacrificed
by using high blade solidity (blade area divided by rotor disk area) and low tip speed ratios
(tip speed divided by wind speed) in order to achieve high torque.8 When transferring power
through an electrical connection, such as a generator, rotor design generally favors higher power
coefficients via low solidity and high tip speed ratio, resulting in modern high-aspect-ratio
blade shapes. Three blades have generally been favored over two because power coefficient is
higher at lower tip speed ratios and for several structural dynamic considerations: Out-of-plane
bending loads are higher on two-blade designs due to wind shear, tower shadow effect, effects
of an upward-tiled shaft (to improve tower clearance), and from yaw-induced moments due to
a changing moment of inertia.9 Several of these loads can be eliminated in two-blade rotors
with the use of a teetering hub.

As already described above, a wind turbine will generally be designed with little excess
weight, or structural design, margin in order optimize life-cycle economics. Design misses,
such as higher weight blades, have subsequent effect in weight, cost, and/or life of drive train,
tower, and foundation components. Turbine fatigue and ultimate loads are driven by four cate-
gories: aerodynamic, gravity, dynamic interactions, and control.10

Drive trains absorb the rotor loads and distribute them to the bedplate for transmission
to the tower and foundation. They also serve to convert torque into electrical power via the
nacelle-mounted generator. Direct-drive generators, used by some manufacturers, turn at the
rotor RPM, use a higher number of generator poles, and use power electronics to convert this
rotor RPM into 50 or 60 Hz alternating current. Geared drive trains use a gearbox to drive
a high-speed shaft connected to a smaller generator (with a fewer number of poles). Most
manufacturers are employing variable-speed and pitch control using power electronics, pitch
controllers, gearboxes, and induction (asynchronous) generators to optimize cost, energy yield,
and grid power quality.

Design advances are evident in the lighter and more compact drive trains. ENERCON
GmbH has used direct-drive generators since the early 1990s.11 These, and mixed solutions
that use a single-stage gearbox to step up to a smaller low-speed generator, have been receiving
more attention by other manufacturers as power electronic costs have come down.

5 SITE SELECTION

Turbine siting tasks are designed to solve a wide range of economic, environmental, social, and
technical issues. Computer modeling of wind farm concepts can both help estimate the wind
resource and improve understanding of visual, acoustic, and environmental issues. Some of the
early site election activities include the following:

1. Wind resource
• Determining location(s) with highest average wind speeds
• Estimating array losses and terrain effects
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2. Revenue
• Energy
• Capital, energy, and/or emissions incentives

3. Costs
• Transportation and construction access
• Grid interconnection costs and transmission impact
• Land-lease and/or opportunity costs
• Foundation costs and geological compatibility

4. Site access and environmental
• Noise and visual restrictions
• Access rights
• Impact on wildlife such as birds, bats, or endangered species
• Interference with aviation flight routes or radar

Micrositing optimizes turbine placement at a given site through the detailed evaluation
of energy resource and iteration for best energy yield and/or farm economics. It can be
performed after or during the early selection process. State-of-the-art micrositing utilizes
macro- and microlevel weather and flow models that are correlated to both long-term (usually
low-resolution data, such as airport weather stations) and shorter term high-resolution
data taken from meteorological masts. Models will include topographical features and
turbulence estimates and should be able to produce uncertainty estimates that are useful
in financial risk calculations. Ideally, micrositing optimization will include the impact
of cost, such as roads and electrical collection, and noise/control strategy in addition to
energy yield.

Although it pays for large farms to expend considerable resources to optimize farm layout,
smaller installations consisting of one or a few small turbines may not want to cover the cost
of detailed analysis. For these cases, rules of thumb can be used to optimize siting to account
for turbulence and boundary layer effects caused by surface roughness and interference, topo-
graphical features in the terrain, and turbine wakes. Boundary layer impact on wind velocity
is usually expressed by a power law equation, often using a default one-seventh exponent to
model a typical vertical wind shear profile:

V(z)∕V(zr) = (z∕zr)𝛼

where 𝛼 = 1∕7 = 0.143
V(z) = Average wind velocity (m∕s) at hub height
V(zr) = average wind velocity (m∕s) at reference elevation

z = elevation, m
zr = reference elevation, m

This allows correcting from a measured (reference) wind location, such as a 10-m weather
tower to a much taller wind turbine hub height. The actual exponent will be calculated from
meteorological mast data, extending to a much taller height, and will vary with wind direc-
tion and speed (topography, array interference), among other factors. For improved—but still
approximate—calculations, the exponent equation can be replaced with an expression based
on terrain features:

V(z)∕V(zr) = ln(z∕z0)∕ ln(zr∕z0)
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where V(z) = average wind velocity (m∕s) at hub height
V(zr) = average wind velocity (m∕s) at reference elevation

z = elevation, m
z0 = roughness length, m
zr = reference elevation, m

Terrain z0, Roughness Length (m)

Cities, forests 0.7
Suburbs, wooded countryside 0.3
Villages, countryside with trees and hedges 0.1
Open farmland 0.03
Flat, grassy plains 0.01
Flat desert, rough sea 0.001
Calm open sea 0.0002

As both equations show, wind speed will be higher at a given hub height when there is
reduced interference or vertical shear. This is favorable for energy yield, allowing lower hub
heights to collect the same wind energy, reducing tower, foundation, and installation costs.
Expected revenue should be weighed versus these costs to guide the micrositing turbine place-
ment and farm design.
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1 INTRODUCTION

The term “cogeneration” refers to the combined production of electrical power and useful ther-
mal energy by the sequential use of a fuel or fuels. The electrical power is produced by an
electrical generator which is most often powered by a prime mover such as a steam turbine, gas
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turbine, or reciprocating engine. Examples of useful thermal energy include hot exhaust gases,
hot water, steam, or chilled water.

Cogeneration is important because of the potential for monetary and energy savings and
emission reductions. Any facility that uses electrical power and has thermal energy needs is
a candidate for cogeneration. Although many considerations are involved in determining if
cogeneration is feasible for a particular facility, the basic consideration is if the savings on
thermal energy costs is sufficient to justify the capital expenditures for a cogeneration system.
Facilities that may be considered for cogeneration include those in the industrial, commercial,
and institutional sectors.

The technology for cogeneration exists for a range of sizes: from less than 50 kW to
over 100MW. The major equipment requirements include a prime mover, electrical generator,
electrical controls, heat recovery systems, and other typical power plant equipment. These com-
ponents are well developed, and the procedures to integrate these components into cogeneration
systems are well established.

In addition to the economic and technical considerations, the application of cogeneration
systems involves an understanding of the governmental regulations and legislation on electrical
power production and on environmental impacts. With respect to electrical power production,
certain governmental regulations were passed during the late 1970s which removed barriers and
provided incentives to encourage cogeneration development. Finally, no cogeneration assess-
ment would be complete without an understanding of the financial arrangements, contracts, and
agreements that are possible.

The sections of this brief overview of cogeneration systems will include introductory com-
ments, descriptions of basic systems and terminology, descriptions of prime movers and major
equipment, some comments on technical designs, a summary of relevant regulations, descrip-
tions of economic evaluations, and comments on financial and ownership aspects. A number
of references exist that cover various aspects of cogeneration systems (e.g., Refs. 1–7).

1.1 History of Cogeneration

At the beginning of the twentieth century, electrical power generation was in its infancy. Most
industrial facilities generated all their own electrical power and often supplied power to nearby
communities. They used the thermal energy which was available during the electrical power
production to provide or supplement process or building heat. These industrial facilities, there-
fore, were the first “cogenerators.” The dominant primemover at this timewas the reciprocating
steam engine, and the low-pressure exhaust steam was used for heating applications.

Between the early 1920s and through the 1960s, the public electric utility industry grew
rapidly because of increasing electrical power demands. Coincident with this rapid growth was
a general reduction in the costs to produce the electrical power mainly due to the economies
of scale, more efficient technologies, and decreasing fuel costs. During this period, industry
often abandoned their own electrical power generation because of (1) the decreasing electrical
rates charged by public utilities, (2) income tax regulations which favored expenses instead of
capital investments, (3) increasing costs of labor, and (4) the desire of industry to focus on their
product rather than the side issue of electrical power generation. Estimates are available that
suggest that industrial cogenerated electrical power decreased from about 25 to 9% of the total
electrical power generated in the country between the years of 1954 and 1976. Since about the
mid-1980s, this percentage has been fairly constant at about 5%. For example, at the end of
1992, 5.1% of the total U.S. electrical capacity was due to cogeneration systems.

In late 1973 and again in 1979, America experienced major “energy crises” which were
largely a result of reduced petroleum imports. Between 1973 and 1983, the prices of fuels
and electrical power increased by a factor of about five (5). Any facility purchasing electrical
power began to consider (or reconsider) the economic savings associated with cogeneration.
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These considerations were facilitated by federal regulations which were enacted in 1978 to ease
or remove barriers to cogeneration.

As of 2010, cogeneration accounts for about 9% of total generating capacity in the United
States. Texas, California, Lousiana, New York, and Florida are the top five U.S. states in terms
of cogeneration capacity. About 88% of the U.S. cogeneration capacity is located at industrial
or manufacturing facilities. Natural gas is used in about 73% of these cogeneration plants, and
about 66% of all capacity uses gas turbines. Interestingly, in terms of numbers, reciprocating
engines account for 42% of all plants, but due to their smaller sizes they only account for 2%
of electrical capacity.

Cogeneration is widely used throughout the world. In some European countries, cogener-
ation may account for 30–50% of their total generating capacity. In China and India, cogen-
eration accounts for about 13 and 5%, respectively, of their total generating capacity. The
International Energy Agency (IEA) projects that, by 2030, cogeneration in China and India
could increase to 28 and 26%, respectively. A large majority (∼80%) of the cogeneration world-
wide is sited at industrial and manufacturing locations.

1.2 Constraints on Cogeneration

Although the arguments for cogeneration technology are persuasive, a number of obstacles may
exist which constrain the implementation of these systems:

• High Cost of Capital Investment. Costs of cogeneration systems vary depending upon
the size and the type of facility, and for relatively large systems, these costs can be
millions of dollars.

• High Cost of Fuel. The fuel cost can be the major operating expense of a cogeneration
facility.

• Low Cost of Electricity. Despite the rate increases of recent years, the cost of electric-
ity still remains low in many areas of the country and for certain sectors (such as for
large industrial users due to the declining block rate structuring approach used by some
utilities).

• Environmental Concerns. The regulations on environmental emissions continue to
impede the implementation of new power facilities. In some areas of the country (e.g.,
California), new power plant construction has slowed or stopped for some periods of
time.

• Restricted Revenue from Electricity Sales. The Federal Energy Regulatory Commis-
sion (FERC) has required utilities to purchase cogenerated electricity, minimizing this
obstacle, but the utilities pay a rate on an “avoided cost” basis.

• High Back-Up Rates. Electric utilities have traditionally charged high rates to provide
stand-by power. The FERC has ruled that electric utilities must apply the theory of load
diversity in a nondiscriminatory fashion to establish stand-by rates.

• Business Uncertainty. A company must be certain that a particular location will be eco-
nomically viable long enough to support the investment.

2 BASIC COGENERATION SYSTEMS

2.1 Topping Cycles

A cogeneration system may be classified as either a topping-cycle system or a bottoming-cycle
system. Figure 1 illustrates a topping-cycle system. As shown, a primemover uses fuel to power
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Figure 1 Cogeneration topping-cycle system.

an electrical generator to produce electricity. This electricity may be used completely on-site or
may be tied into an electrical distribution network for sale to the local utility or other customers.
The hot exhaust gases are directed to a heat recovery steam generator (HRSG)∗ to produce
steam or hot water. This steam or hot water is used on-site for process or building heat. This
cogeneration system is classified as a topping-cycle because the electrical power is generated
first at the higher (“top”) temperatures associated with the fuel combustion process, and then,
the rejected or exhausted energy is used to produce useful thermal energy. The majority of
cogeneration systems are based on topping cycles.

2.2 Bottoming Cycles

The other classification of cogeneration systems is bottoming-cycle systems. Figure 2 illustrates
a bottoming-cycle system. As shown, the high-temperature combustion gases are used first in
a high-temperature thermal process (such as high-temperature metal treatment), and then, the
lower temperature gases are used in a special low-temperature cycle to produce electrical power.
After the energy is removed at the high temperatures, the energy available at the “bottom” or
lower temperatures is then used to produce electrical power.†

Bottoming-cycle cogeneration systems have fewer applications than topping-cycle sys-
tems and must compete with waste heat recovery systems such as feedwater heaters, recuper-
ators, and process heat exchangers. One of the difficulties with bottoming-cycle systems is
the low-temperature electrical power producing cycle. One example, depicted in Fig. 2, is a
low-temperature Rankine cycle. The low-temperature Rankine cycle is a power cycle similar
to the conventional steam Rankine cycle, but a special fluid such as an organic substance (like
a refrigerant) is used in place of water. This fluid vaporizes at a lower temperature compared to
water, and therefore, this cycle is able to utilize the low-temperature energy. These cycles are
generally much less efficient than conventional power cycles, often involve special equipment,
and use more expensive working fluids.

∗ Many other terms for this boiler are common: e. g., waste heat boiler (WHB) and heat recovery boiler
(HRB).
† Other definitions of bottoming cycles are common. These other definitions often include any second use of
the energy. For example, some authors refer to the steam turbine in a combined cycle as using a bottoming
cycle. The more precise thermodynamic definition employed here is preferred, although fewer applications
meet this definition.
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Figure 2 Cogeneration bottoming-cycle system.

2.3 Combined Cycles

One power plant configuration which is based on a form of a topping cycle and is widely used in
industry and by electrical utilities is known as a combined cycle. Figure 3 illustrates a possible
combined-cycle cogeneration system. In this example, a gas turbine generates electrical power,
and the exhaust gas is ducted to an unfired heat recovery boiler. The produced steam then
drives a steam turbine which produces additional electrical power. The exhaust steam from
the steam turbine is at a high enough pressure and temperature to supply thermal energy for
process or building heat. In this example, the steam is then condensed and pumped back into the
boiler. For such a combined-cycle gas turbine (CCGT) power plant to qualify as a cogeneration
application, some steam would need to be used to satisfy a thermal requirement. If no thermal
commodity is produced and used, the facility could not be considered a cogeneration system.

As might be expected, combined cycles have high power-to-heat ratios and high electri-
cal efficiencies. Current designs may have electrical efficiencies as high as 60% depending
on the equipment, location, and details of the specific application. These current designs for
combined-cycle plants result in the gas turbine power to be between 1.5 and 3.5 times the power
obtained from the steam turbine. These plants are most often base-load systems operating more
than 6000 hours per year. More details on gas turbines and steam turbines are provided in the
following sections on the prime movers.

2.4 Applications of Cogeneration Systems

Cogeneration systems may involve different types of equipment and may be designed to satisfy
specific needs at individual sites. On the other hand, many sites have similar needs and pack-
aged (preengineered) cogeneration systems may satisfy these needs and are less expensive than
custom engineered systems.

Cogeneration systems are found in all economic sectors of the world. For convenience,
cogeneration systems are often grouped into one of three sectors: (1) industrial, (2) institu-
tional, or (3) commercial. The types and sizes of the cogeneration systems in these sectors
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overlap to varying degrees, but nonetheless, these sectors are convenient for describing various
applications of cogeneration. Examples of successful applications are often found for universi-
ties (and other similar campuses), hospitals, other medical facilities, military bases, industrial
sites, laundries, hotels, and airports.

3 DESCRIPTIONS OF PRIME MOVERS

Cogeneration systems consist of several major pieces of equipment and many smaller compo-
nents. This section will describe the prime movers, and the following section will describe the
other major equipment (electrical equipment, heat recovery devices, absorption chillers, and
balance of plant equipment).

Prime movers include those devices that convert fuel energy into rotating shaft power to
drive electrical generators. The prime movers that are used most often in cogeneration systems
are steam turbines, gas turbines, and reciprocating engines. Each of these prime movers are
described below. Important distinctions between the prime movers are the fuels that they may
use, their combustion processes, their pollutant emissions, their overall thermal efficiency, and
the type, amount, and temperature of their rejected thermal energy. In cogeneration applica-
tions, a significant parameter for each type of prime mover is the ratio of the rate of supplied
thermal energy and the output power. This ratio is called the heat-to-power ratio. Knowing the
value of the heat-to-power ratio assists in matching a particular prime mover to a particular
application. This matching is discussed in a subsequent section.

3.1 Steam Turbines

Steam turbines are widely used in power plants throughout industry and electric utilities. Steam
turbines use high-pressure, high-temperature steam from a boiler. The steam flows through the
turbine, forcing the turbine wheel to rotate. The steam exits the turbine at a lower pressure and
temperature. A major advantage of the steam turbine relative to reciprocating engines and gas
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turbines is that the combustion occurs externally in a separate device (boiler). This allows a
wide range of fuels to be used, including solid fuels such as coal or solid waste materials. The
turbine’s exit steam, of course, can be used for thermal heating or to supply the energy to an
absorption chiller.

Steam turbines are available in a multitude of configurations and sizes. A major distinc-
tion is whether the machine is a condensing or noncondensing (back-pressure) steam turbine.
Condensing steam turbines are steam turbines designed so that the steam exits at a low pressure
(less than atmospheric) such that the steam may be condensed in a condenser at near-ambient
temperatures. Condensing steam turbines provide the maximum electrical output and hence are
most often used by central plants and electric utilities. Since the exiting steam possesses little
available energy, applications of condensing steam turbines for cogeneration would require the
extraction of steam prior to the exhaust.

Noncondensing steam turbines are those steam turbines which are designed so that the
exiting steam is at a pressure above atmospheric. The exiting steam possesses sufficient energy
to provide process or building heat. Either type of steam turbine may be equipped with one or
more extraction ports so that a portion of the steam may be extracted from the steam turbine at
pressures between the inlet and exit pressures. This extracted steam may be used for heating or
thermal processes which require steam at higher temperatures and pressures than that which is
available from the exiting steam.

Noncondensing steam turbines are available in a wide range of outputs beginning at about
50 kW and increasing to over 100MW. Inlet steam pressures typically range from 150 to 2000
psig, and inlet temperatures range from 500 to 1100∘F. Depending on the specific design and
application, the heat-to-power ratio for steam turbines could range from 4 to over 10. The
thermal efficiency typically increases with size (or power level). Although the major source of
thermal energy is the exit or extracted steam, the boiler exhaust may be a possible secondary
source of thermal energy in some cases.

3.2 Gas Turbines

As with steam turbines, stationary gas turbines are major machines in many power plants. Sta-
tionary gas turbines share many of the same components with the familiar aircraft gas turbines.
In fact, both stationary (or industrial) and aircraft (or aeroderivative) gas turbines are used in
cogeneration systems. The major components of a gas turbine are the air compressor, the com-
bustor, and the turbine. A significant fraction of the turbine power is used internally to drive the
compressor. This brief description will highlight the important characteristics of gas turbines
as applied to cogeneration.

Many configurations, designs, and sizes of gas turbines are available. The simple-cycle
gas turbine uses no external techniques such as regeneration to improve its efficiency. The
thermal efficiency of simple-cycle gas turbines may be increased, therefore, by the use of
several external techniques, but the designs and configurations become more complex. Many
of these modifications to the simple-cycle gas turbine are directed at using the energy in the
exhaust gases to increase the electrical output and efficiency. Of course, such modifications will
decrease the available energy in the exhaust. For some cogeneration applications, therefore, the
most efficient gas turbine may not always be the appropriate choice.

The single shaft, single turbine described above is the configuration of the simple-cycle
gas turbine. Other configurations are available. Gas turbines may be designed with two or more
turbines. This permits one turbine to be designed for high rotating speeds to drive the compres-
sor and a second (mechanically uncoupled) turbine to be operated at generator speeds. This
flexibility permits a more overall efficient design. These gas turbines are known as two- or
three-shaft machines. The multiple-shaft machines are more complex and hence more costly
than the simple single-shaft machines.
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A gas turbine may also be equipped with regeneration,∗ intercooling, and reheating.
Regeneration is the process of using exhaust gas energy to heat the air from the compressor
before the air enters the combustor. This lowers the fuel consumption of the gas turbine for the
same combustor outlet gas temperature, but regeneration will reduce the energy (temperature)
of the exhaust gases for cogeneration applications. Intercooling is the process of cooling
the partially compressed air. Intercooling would normally be installed between stages of a
gas turbine which used two or more compressor stages. The use of intercooling reduces the
required compressor power and therefore increases the turbine output power. Reheating is
the process of providing other combustors after the main combustor. Reheating is especially
effective where two or more turbines are used. The gases may be reheated between the multiple
turbines. Other modifications and variations of gas turbines are available, but these are the
most common.

A variety of combustor designs are used in different gas turbines. These designs are aimed
at providing stable combustion, long life, and low emissions. Typically, the combustor has a
primary zone that operates near stoichiometric, and then the product gases are diluted with
additional air. This dilution is necessary to reduce the gas temperatures to acceptable levels for
the turbine blades. The final product gas mixture will represent a high air–fuel mass ratio (for
some cases, the total air mass flow rate may be on the order of 100 times the fuel mass flow rate).
In other words, the gas turbine operates will high levels of overall excess air. Due to the large
amount of excess air used in the combustion process of gas turbines, the exiting exhaust gas
contains a relatively high concentration of nitrogen and oxygen. Hence, the gas turbine exhaust
may be characterized as mostly heated air and is nearly ideal for process or heating purposes.

Gas turbines may use liquid fuels such as jet fuel or kerosene or they may use gaseous
fuels such as natural gas or propane. The highest performance is possible with liquid fuels, but
the lowest emissions have been reported for natural gas operation.

3.3 Reciprocating Engines

A third category of prime movers for cogeneration systems is internal combustion (IC), recip-
rocating engines.† These engines are available in several forms. Probably the most familiar
form of the reciprocating engine is the typical spark-ignited gasoline engine used in automo-
biles. For cogeneration applications, the spark-ignited gasoline engine must be converted to
operate in a stationary, continuous mode with fuels such as natural gas. Such engines are typ-
ically for small cogeneration systems with less than about 100 kW of electrical output. One
major group of reciprocating engines for mid- to large-sized cogeneration systems are station-
ary diesel engines operating with either diesel fuel or in a dual-fuel mode with natural gas.
Another large number of reciprocating engines for cogeneration systems are stationary gas
engines using natural gas fuel and spark ignition. All of these engines share some common
characteristics for cogeneration applications and some distinctive features as well.

Power ratings for reciprocating engines are similar to those for gas turbines in that both
continuous and intermittent duty cycle ratings are provided. As with the gas turbines, these
power ratings are provided for a set of standard conditions for ambient temperature and pres-
sure and elevation. The standard power ratings need to be adjusted for the local conditions at the
site of the installation. Reciprocating engines are not as adversely affected by high inlet air tem-
peratures as are gas turbines. Furthermore, many larger reciprocating engines are equipped with
turbochargers and after coolers which minimize the effects of inlet air conditions. For cogen-
eration applications, reciprocating engines are available in many power levels and designs.

∗ Regeneration also is known as recuperation.
† Although rotary engines could be used in cogeneration systems, at this time no significant applications
are known. The remaining discussion will focus on reciprocating engines.
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These power levels range from less than 50 kW to over 60MW for single engines. Some man-
ufacturers even offer “mini” cogeneration systems with outputs as low as 6 kW.

The portion of the fuel energy which is not converted into mechanical power ultimately
is rejected to the surroundings. This energy is rejected to the cooling water and lubricating oil,
and to the surroundings by radiation from the engine block and by the hot exhaust gases. The
fraction of energy rejected in these different manners depends on the engine design and oper-
ating conditions. As an example, if 35% of the fuel energy is converted to shaft power output,
then 30% of the fuel energy may be rejected to the cooling liquid, 27%may be rejected with the
exhaust gas, and 8% may be rejected as radiation and miscellaneous other energy rejections.

For those reciprocating internal combustion engines that are liquid cooled (the majority
of the engines considered here), the cooling liquid is a secondary source of thermal energy.
Although not at the high temperatures of exhaust gas, this energy can be used to produce hot
water. Several designs are available for recovering the energy in the cooling liquid. These
designs use one or more direct or indirect heat exchangers to generate the hot water or
low-pressure steam. Liquid-to-liquid heat exchangers can have high efficiencies, and most
of this energy is recoverable (but at relatively low temperatures). Other sources of energy
from a reciprocating engine are sometimes possible to recover such as from oil coolersand
turbocharger after-coolers. This energy is usually at temperatures below 160∘F and would
only be practical to recover for low-temperature requirements.

Another benefit of the reciprocating engine is that the maintenance and repair are less
specialized than for gas turbines. On the other hand, the maintenance may be more frequent
and more costly.

3.4 Other Possible Prime Movers

Although most cogeneration systems are based on the above prime movers, some other
possibilities exist. Some cogeneration systems are based on fuel cells. Fuel cells generally
use hydrogen to produce electricity. During this conversion process, thermal energy must be
removed. This energy can be captured and used to produce hot water. Such a system would be
a cogeneration plant.

Microturbines are also used in cogeneration systems. Although actually a subclassification
of gas turbines, since they represent a relatively new technology, they are often described as a
separate category of prime mover. The generic description above for gas turbines would apply
in general to microturbines. As small as about the size of a refrigerator, a microturbine may
produce something on the order of 25–300 kW of electricity. Thermal energy in the exhaust is
generally used to produce hot water.

4 DESCRIPTION OF OTHER EQUIPMENT AND COMPONENTS

In addition to the prime mover, cogeneration systems consist of several major pieces of equip-
ment and many smaller components: (1) electrical equipment, (2) heat recovery devices, (3)
absorption chillers, and (4) balance of plant equipment.

4.1 Electrical Equipment

The electrical equipment for cogeneration systems includes electrical generators, transformers,
switching components, circuit breakers, relays, electric meters, controls, transmission lines, and
related equipment. In addition to the equipment which supports electrical production, cogener-
ation systems may need equipment to interconnect with an electric utility to operate in parallel
for obtaining supplementary power, the use of back-up (emergency) power, or for electrical
sales to the utility.
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The electric generator is a device for converting the rotating mechanical energy of a prime
mover to electrical energy. The basic principle for this process, known as the Faraday effect,
is that when an electrically conductive material such as a wire moves across a magnetic field,
an electric current is produced in the wire. This can be accomplished in a variety of ways, and
therefore, there are several types of electric generators. The frequency of the generator’s output
depends on the rotational speed of the assembly.

Most often the manufacturer of the prime mover will provide the prime mover and gener-
ator as an integrated, packaged assembly (called a “gen-set”). Performance characteristics of
generators include power rating, efficiency, voltage, power factor, and current ratings. Each of
these performance characteristics must be considered when selecting the proper generator for
a given application. Electric generators may have conversion efficiencies of between about 50
and 98%, and, in general, the efficiency increases with increases in generator size (power level).
Only the largest electric generators (say, on the order of 100MW) attain efficiencies of 98%.

4.2 Heat Recovery Equipment

The primary heat recovery equipment used in cogeneration systems includes several types of
steam and hot-water production facilities. In addition, absorption chillers could be considered in
this section, but for organizational reasons, absorption chillers will be discussed in the following
section.

Several configurations of heat recovery devices are available. As mentioned above, these
devices may be referred to as “heat recovery steam generators” or HRSGs. HRSGs are often
divided into the following categories: (1) unfired, (2) partially fired, and (3) fully fired. An
unfired HRSG is essentially a convective heat exchanger. A partially fired HRSG may include
a “duct burner” which often uses a natural gas burner upstream of the HRSG to increase the
exhaust gas temperature. A fully fired HRSG is basically a boiler which simply uses the exhaust
gas as preheated air. Figure 4 is a schematic of one configuration of an unfired HRSG. As shown
in this schematic, gas turbine exhaust flows up through the device and exits at the top. Energy
from the exhaust gas is used to heat and vaporize the water and to superheat the steam.

Figure 5 shows the water/steam and exhaust gas temperatures for the three sections of a
typical unfired HRSG: economizer, evaporator, and superheater. The top line shows the exhaust
gas temperature decreasing from left to right as energy is removed from the gas to heat the water.
The lower line represents the water heating up from right to left in the diagram. The lower
temperature exhaust is used to preheat the water to saturation conditions in the economizer.
The intermediate temperature exhaust is used to vaporize (or boil) the water to form saturated
steam. Finally, the highest temperature exhaust is used to superheat the steam.

The temperature difference between the exhaust gas and the water where the water first
starts to vaporize is referred to as the pinch point temperature difference. This is the smallest
temperature difference in the HRSG and may limit the overall performance of the heat recovery
device. Since the rate of heat transfer is proportional to the temperature difference, the greater
this difference, the greater the heat transfer rate. On the other hand, as this temperature differ-
ence increases, the steam flow rate must decrease and less of the exhaust gas energy will be
utilized. To use smaller temperature differences and maintain higher heat transfer rates, larger
heat exchanger surfaces are required. Larger heat transfer surface areas result in higher capital
costs. These, then, are the types of trade-offs that must be decided when incorporating a heat
recovery device into a cogeneration system design.

4.3 Absorption Chillers

Absorption chillers may use the thermal energy from cogeneration systems to provide cooling
for a facility. Absorption chillers use special fluids and a unique thermodynamic cycle which
produces low temperatures (for the cooling) without the requirement of a vapor compressor
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Figure 5 Temperature as a function of heat transfer (or position) for the three sections (economizer, evap-
orator, and superheater) of a typical unfired HRSG.

which is used in mechanical chillers. Instead of the vapor compressor, an absorption chiller
uses liquid pumps and energy from hot water, steam, or exhaust gas.

For cogeneration applications, the important feature of absorption chillers is that they use
relatively low-temperature energy available directly or indirectly from the prime mover and
produce chilled water for cooling. The use of absorption chillers is particularly advantageous
for locations where space and water heating loads are minimal during a good part of the year.
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For these situations, the thermal output of a cogeneration system can be used for heating during
the colder part of the year and, using an absorption chiller, for cooling during the warmer part
of the year. Furthermore, by not using electric chillers, the electric loads are more constant
throughout the year. In warm climates, absorption chillers are often an important, if not an
essential, aspect of technically and economically successful cogeneration systems.

Some absorption chillers are designed as indirect-fired units using hot water or steam. As
examples of typical numbers, a single-stage unit could use steam at 250∘F to produce a ton of
cooling for every 18 lb of steam flow per hour. A dual-stage unit would need 365∘F steam to
produce a ton of cooling for every 10 lb of steam flow per hour. If hot water is available, a ton
of cooling could be produced for every 220 lb of 190∘F hot water per hour.

Other absorption chillers use the exhaust gas directly and are called direct-fired units.
Direct-fired absorption chillers are particularly advantageous when a steam or hot-water sys-
tem does not exist. For a direct-fired absorption chiller, the exhaust gas temperature needs to
be 550–1000∘F. The higher the exhaust temperature, the less energy (or exhaust gas flow) is
needed per ton of cooling. For example, for 1000∘F exhaust gas, a ton of cooling requires 77 lb
per hour of flowwhereas for 550∘F exhaust gas a ton of cooling requires 313 lb per hour of flow.

4.4 Balance of Plant Equipment

Balance of plant (BOP) equipment includes those components not explicitly described already.
The BOP equipment for cogeneration systems is similar to that for conventional power plants.
This includes other controls, emergency devices, exhaust systems and stacks, natural gas com-
pressors, any thermal energy storage equipment, water treatment devices, concrete bases or
pads, fuel supply system components, any necessary building modifications, other piping and
fittings, mechanical system interfaces, condensers, cooling systems, feedwater tanks, deaera-
tors, feedwater pumps, other pumps, flue gas bypass valves, dampers and ducts, and other such
equipment.

5 TECHNICAL DESIGN ISSUES

5.1 Selecting and Sizing Prime Mover

The selection of a prime mover for a cogeneration system involves the consideration of a vari-
ety of technical and nontechnical issues. Technical issues which often dominate the selection
process include the operating mode or modes of the facility, the required heat-to-power ratio
of the facility, the overall power level, and any special site considerations (e. g., low noise).
Other issues, which may play a role in the selection process, include the desire to match exist-
ing equipment and to utilize the skills of existing plant personnel. Of course, the final decision
is often dominated by the economics.

Steam turbines and boilers usually are selected for a cogeneration system if the fuel of
choice is coal or another solid fuel. For certain situations, a steam turbine system may be
selected even for a liquid or gaseous fuel. Also, steam turbines and boilers would be selected
if a high heat-to-power ratio is needed. Steam turbines also may be selected for a cogeneration
system in certain specialized cases. For example, a large pressure reduction valve in an exist-
ing steam system could be replaced with a steam turbine and thereby provide electrical power
and thermal energy. In other applications, steam turbines are selected to be used in conjunction
with a gas turbine in a combined-cycle power plant to increase the electrical power output.
Combined-cycle gas turbine power plants for cogeneration system applications were described
in an earlier section.

Gas turbines are selected for many cogeneration systems where the required heat-to-power
ratio and the electrical power need are high. Also, gas turbines are the prime mover of choice
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where minimal vibration or low weight-to-power ratio (such as for a roof installation) is
required. Reciprocating engines are selected where the heat-to-power ratio is modest, the
temperature level of the thermal energy is low, and the need for the highest electrical efficiency
is necessary for the economics. Usually, for the smaller size systems, reciprocating engines will
result in the most favorable economics. Additionally, reciprocating engines may be selected if
the plant personnel are more suited to the operation and maintenance of these engines.

Selecting the appropriate size prime mover involves identifying the most economic cogen-
eration operating mode. This is accomplished by first obtaining the electrical and thermal
energy requirements of the facility. Next, various operating modes are considered to satisfy
these loads. By conducting a comprehensive economic analysis, the most economic operating
mode and prime mover size can be identified. The process of matching the prime mover and
the loads is described next.

5.2 Matching Electrical and Thermal Loads

To properly select the size and operating mode of the prime mover, the electric and thermal
loads of the facility need to be obtained. For the most thorough “matching,” these loads are
needed on an hourly, daily, monthly, and yearly basis. As an example, Fig. 6 shows the month
totals for the electrical and thermal loads for a hypothetical facility. For the summer months
(numbers 5–9), the heating loads are minimum, and then for the winter months, the heating
loads are higher. The electrical loads are highest for the summer months reflecting the use of
air conditioning. In addition, this figure shows dashed lines which represent the “base loads”
for the electrical and heating loads, respectively. The base loads are the minimum loads during
the year and form a floor or base for the total loads. Often a cogeneration system may be sized
so as to provide only the base loads. In this case, auxiliary boilers would provide the additional
heating needed during the days where the heating needs exceeded the base amount. Similarly,
electrical power would need to be purchased to supplement the base power provided by the
cogeneration system.

The possible overall operating modes for a cogeneration power plant are often categorized
into one of three classes. (1) The plant may operate as a base-load system with little or no
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variation in power output. Base-load plants operate in excess of 6000 hours per year. Power
needs above the base load are typically provided by interconnections to a local utility or by
an auxiliary power plant. (2) The plant may operate as an intermediate system for 3000–4000
hours per year. These systems are less likely than base-load systems, but if the economics
are positive, they may have application for facilities that are not continuously operated, such
as some commercial enterprises. (3) Finally, a third class of plant is a peaking system which
operates only for 1000 hours or less per year. Utility plants often use peaking systems to provide
peaking power during periods of high electrical use. For cogeneration applications, peaking
units may be economical where the costs of the electricity above a certain level is unusually
high. These units are sometimes referred to as “peak shaving” systems.

5.3 Dynamic Power and Thermal Matching

In addition to selecting and sizing the prime mover for the average loads, consideration must
be given to dynamic operation of the cogeneration system. Dynamic operation refers to the
necessity of satisfying the “minute-by-minute” electrical power and thermal needs of a facility.

The options for electrical power modulation include operating the prime mover at part
load as needed. This is essentially “load following.” The disadvantage to this approach is the
lower efficiencies at part load. The second option is to use multiple prime movers. This option
allows the prime movers to be operated near full load more often. When the power require-
ments increase, one or more additional prime movers would be activated. One disadvantage of
this option is that the economics may be less attractive since multiple units are generally more
expensive than a single, larger unit. Another disadvantage is the additional wear and deterio-
ration of the prime mover due to the more frequent starting and stopping of individual prime
movers. A third option (and often the most common) is to use the utility power to make up any
power needed in excess of what the prime mover can supply. The disadvantage is the utility
charges for electrical power and the dependence on the utility.

The options for providing the dynamic thermal loads of a facility include the use of one
or more supplementary boilers. This is the most common form of thermal modulation and
simply requires the supplementary boiler or boilers to “follow” the thermal loads and provide
the thermal requirements in excess of what can be supplied by the cogeneration system. The
next option is heat dumping, which is simply discharging the thermal energy not needed. This
is obviously not attractive from an energy conservation or economic perspective but may be
acceptable as a short-term solution in cases where future thermal needs are expected to increase.
The last option is to utilize some form of thermal storage. In this case, thermal energy is stored
during periods of excessive production of thermal energy. The storage options are varied, but
a common technique is the use of hot-water tanks.

The overall topic of dynamic matching of the electrical power and thermal needs is com-
plex and is central to the overall issue of selecting and sizing the prime movers for a given
facility. Many scenarios need to be explored and the resulting economics examined. Once all
the issues are fully explored, decisions may be made on what technical design makes the most
sense for a given facility.

5.4 Packaged Systems

In general, facilities with low electrical power needs cannot utilize customized cogeneration
systems because of the relatively high initial costs that are associated with any size system.
These initial costs include at least a portion of the costs related to the initial design, engineering,
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and related development and installation matters. Also, smaller facilities often do not have the
specialized staff available to develop and operate complex power plants.

To solve some of these above problems, preengineered, factory-assembled, “packaged”
cogeneration systems have been developed. The major advantage of packaged cogeneration
systems is the fact that the initial engineering, design, and development costs can be spread
over many units, which reduces the capital cost (per kW) for these systems. Other advantages of
packaged cogeneration systems include factory assembly and testing of the complete system. If
there are any problems, they can be fixed while the system is still at the manufacturer’s plant.
The standard design and reduced installation time result in short overall implementation times.
In some cases, a packaged cogeneration system could be operational within a few months after
the order is received. This short implementation time reduces the project’s uncertainty, which
eases making decisions and securing financing.

Another advantage of packaged cogeneration systems is the fact that the customer only
interacts with one manufacturer. In some cases, the packaged cogeneration system manufac-
turer will serve as project engineer and take the project from initial design to installation to
operation. The customer often may decide to purchase a “turn-key” system. This provides the
customer with little uncertainty and places the burden of successful project completion on the
manufacturer. Also, the manufacturer of a packaged cogeneration system will have experience
interacting with regulating boards, financing concerns, and utilities and may assist the customer
in these interactions.

The major disadvantage of packaged cogeneration systems is that the system is not cus-
tomized for a specific facility. This maymean some compromise and lack of complete optimiza-
tion. Specialized configurations may not be available. Also, beyond a certain size, packaged
cogeneration systems are simply not offered and a customized unit is the only alternative.

6 REGULATORY CONSIDERATIONS

This section includes brief overviews of the relevant federal regulations on electric power gen-
eration by cogenerators and the related environmental constraints. Specifically, this section
contains the following sections: federal regulations on power generation related to cogen-
eration, air pollution regulations, water and waste pollution regulations, and permitting and
certificates for cogeneration.

6.1 Federal Regulations Related to Cogeneration

The passage of the Public Utility Regulatory Policies Act (PURPA), in 1978, helped cogen-
eration to become a much more attractive option for electric power generation for a variety of
facilities. Prior to the passage of PURPA, the three most common barriers to cogeneration were
(1) no general requirement by electric utilities to purchase electric power from cogenerators,
(2) discriminatory back-up power for cogenerators, and (3) fear on the part of the cogenerator
that they might become subject to the same state and federal regulations pertaining to
electric utilities. The passage of PURPA helped to remove these obstacles to development of
cogeneration facilities.

Although PURPA was passed in 1978, it was not until 1980 that the FERC issued its final
rulemakings and orders on PURPA. In the National Energy Act, FERC was designated as the
regulatory agency for implementation of PURPA. The regulations dealing with PURPA are
contained in Part 292 of the FERC regulations, and Sections 201 and 210 are the two primary
sections relevant to small power production and cogeneration.
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Section 201 contains definitions of cogeneration and sets annual efficiency standards for
new topping-cycle∗ cogeneration facilities which use oil or natural gas.† For a cogenerating
facility to qualify for the privileges and exclusions specified in PURPA, the facility must meet
these legislated standards. These standards define a legislated or artificial “efficiency” which
facilities must equal or exceed to be considered a “qualified facility” (QF). A qualified facility is
eligible to use the provisions outlined in PURPA regarding nonutility electric power generation.
This legislated “efficiency” is defined as:

𝜂PURPA =
P + 1∕2T

F
where P is the electrical energy output, T is the used thermal energy, and F is the fuel energy
used (all items in consistent units). The 1∕2 in the relation helps to encourage systems to have
significant electrical power to obtain acceptable PURPA efficiencies (see more below).

Table 1 lists the standards for the PURPA efficiencies. These standards state that a facility
must produce at least 5% of the site energy in the form of useful thermal energy. For cases
where the useful thermal energy percentage is between 5 and 15%, the facility must have a
PURPA efficiency of at least 45.0%. If the thermal fraction is greater than 15%, the facility
meets the standards if it has an efficiency of at least 42.5%. Values for the thermal percentage
and the PURPA efficiency are based upon projected or estimated annual operations.

The purpose of introducing the “artificial” standards was to ensure that useful thermal
energy was produced on-site in sufficient quantities to make the cogenerator more efficient than
the electric utility. Any facility which meets or exceeds the required efficiencies will be more
efficient than any combination of techniques producing electrical power and thermal energy
separately. Section 201 also put limitations on cogenerator ownership, i. e., electric utilities
could not own amajority share of a cogeneration facility, nor could any utility holding company
or a combination thereof. These ownership restrictions were removed in the Energy Act of 2005
(described below).

Section 210 defines the procedures for obtaining QF status. An owner or operator of a
generating facility may obtain QF status by either submitting a self-certification or applying
for and obtaining a Commission certification of QF status. The choice of whether to certify a
facility through a self-certification or Commission certification is up to the applicant. In some
instances, negotiations with a lender or utility purchaser may proceed more smoothly if the
facility has been certified by the Commission.

Table 1 Required Efficiency Standards for
Qualified Facilities

If the Useful Thermal
Energy Fraction Is:

The Required 𝜂PURPA
Must Be:

≥5.0% ≥45.0%
≥15.0% ≥42.5%

∗ Since bottoming-cycle cogeneration facilities do not use fuel for the primary production of electrical
power, these facilities are only regulated when they use oil or natural gas for supplemental firing. The
standard states that during any calendar year the useful power output of the bottoming-cycle cogeneration
facility must equal or exceed 45% of the energy input if natural gas or oil is used in the supplementary firing.
The fuels which are used first in the thermal process prior to the bottoming-cycle cogeneration facility are
not taken into account for satisfying PURPA requirements.
† For topping-cycle cogeneration facilities using energy sources other than oil or natural gas (or facilities
installed before March 13, 1980), no minimum has been set for efficiency.
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Section 210 of the PURPA regulations specifically addressed the above three major
obstacles to developing cogeneration facilities. The principal issues in Section 210 include
the following legal obligations of the electric utility toward the cogenerator: (1) obligation
to purchase cogenerated energy and capacity from QFs, (2) obligation to sell energy and
capacity to QFs, (3) obligation to interconnect, (4) obligation to provide access to transmission
grid to “wheel” to another electric utility, (5) obligation to operate in parallel with QFs, and
(6) obligation to provide supplementary power, back-up power, maintenance power, and
interruptible power.

Section 210 also exempted QFs from utility status and established a cost basis for purchase
of the power from QFs. FERC specified that the price paid to the QF must be determined both
on the basis of the utility’s avoided cost for producing that energy and, if applicable, on the
capacity deferred as a result of the QF power (i.e., the cost savings from not having to build a
new power plant). Other factors, such as QF power dispatchability, reliability, and cooperation
in scheduling planned outages, could also be figured into the price paid to the QFs by the electric
utilities. The state public utility commissions were responsible for determining the value of
these avoided cost rates.

6.2 Energy Policy Act of 2005

The Energy Policy Act (EPAct) of 2005 contained several items that specifically concerned
cogeneration. In particular, EPAct eliminated the ownership limitations on qualifying facilities
which were part of the original PURPA. This means, for example, that utilities are allowed to
own up to 100% of a cogeneration plant (while the original PURPA restricted utilities to less
than 50% ownership). For qualifying facilities that have nondiscriminatory access to other
sources of electric power (such as from wholesale markets), EPAct relaxed the requirements
that utilities must purchase cogenerated power and must sell electric energy to qualifying
facilities. EPAct also contains new language which encourages the thermal output of cogen-
eration plants to be productive and useful (and to avoid situations where no real need existed
for the thermal energy).

6.3 2008 and 2009 Legislation

The Energy Improvement and Extension Act (EIEA) of 2008 and the American Recovery
and Reinvestment Act (ARRA) of 2009 includes wording that encourages cogeneration. This
encouragement is in the form of tax incentives such as the CHP tax credit and accelerated
depreciation and funding programs for select CHP projects.

6.4 Air Pollution Regulations

Legislation to limit pollutant emissions has a long history. In the United States, the first major
national legislation was the Air Pollution Control Act in 1955. This legislation was motivated
largely by the recognition of the air quality concerns in California, particularly in the Los
Angeles area. This act was narrow in scope and provided no specific limitations on pollutant
emissions.

The current era of air pollution regulation was started with the Clean Air Act (CAA) of
1963. The CAA was considered the first major modern environmental law established by the
U.S. Congress and set the groundwork for the present regulation format. The original CAA has
been revised by Congress six times since it became law, with major amendments in 1967, 1970,
1977, and 1990. These amendments are referred to as the Clean Air Act Amendments (CAAA).
Each of these subsequent amendments continued to increase the strength of the original law by
lowering the acceptable levels of emissions. The CAA and the subsequent CAAA apply to a
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wide range of applications, and they have a significant impact on the design and operation of
power generation facilities.

The first major revision to the CAA occurred in 1967 and established the National Ambi-
ent Air Quality Standards (NAAQS) and required State Implementation Plans (SIPs) to verify
compliance on the state level. In addition, the amendment established Air Quality Control
Regions (AQCR) to interconnect different states into larger regional areas since air pollution
is not restricted to state boundaries. The NAAQS established maximum safe levels for the dif-
ferent pollutants designated under the original CAA. Although these standards did not have a
direct effect on power generation facilities, it was the precursor to several minor amendments
between 1970 and 1975 that established federal emission limits for specific equipment. These
amendments were used as a basis for the new source performance standards (NSPSs), which
apply to both new and modified stationary sources. These stationary sources include not only
power generation facilities but also a larger number of industrial operations such as munici-
pal waste combustors, sulfuric acid production units, and grain elevators. These intermediate
amendments also established regulations for mobile sources of air pollution such as automo-
biles and also for hazardous air pollutants. The NSPS regulation only takes into account the
pollutant emissions from the source regardless of the surrounding environment. This required
facilities to control or reduce pollutant emissions even though the ambient air pollution levels
may be significantly lower than the NAAQS amounts.

One of the major amendments to the CAA was passed in 1977 and added two additional
regulatory programs: the nonattainment (NA) program and the prevention of significant dete-
rioration (PSD) program. These two programs addressed the issue of meeting the previously
established ambient air quality standards for the air quality control regions. The NA program
applied to the regions that failed to meet the ambient air standards and the PSD program was
design to preserve and protect air quality in regions surpassing the national standards. The PSD
program set the allowable pollutant levels lower than theNA areas to prevent previously clean or
unpolluted areas from becoming polluted. The PSD program also required the large-size facili-
ties (facilities producing over 100 tons/yr of a controlled pollutant) to include the best available
control technology (BACT) to reduce emission levels below that required by the NSPS. Under
the NA program, new facilities in NA zones must be equipped with controls to assure the low-
est achievable emissions rate (LAER). The facility must also show that some other source of
pollutants must be reduced or eliminated to provide a net increase in air quality. The NA pro-
gram also affects existing facilities by requiring timely reduction of emissions using reasonable
available control technology (RACT). The difference between BACT, RACT, and LAER is that
the first two include economic considerations when determining the required control equipment
while LAER is based on the most advanced equipment to achieve the lowest emissions without
regard to cost. The addition of these two programs increased the complexity of determining the
emission limits for new and modified power generation facilities significantly.

The regulation of emission levels for power generation facilities is determined by several
different agencies at the federal, state, and local levels. State and local agencies can require
lower emission levels but can never require higher levels than the federal requirements. The
Clean Air Act also allowed state and local authorities to reduce the acceptable levels to meet
specific local air quality standards. For example, the Los Angeles basin area is regulated by
the South Coast Air Quality Management District (SCAQMD) and has stricter standards than
those set by the federal government.

6.5 Equipment Specific Regulations

In addition to the above requirements, regulations exist for specific equipment. In terms of
power generation, the specific equipment which is regulated are stationary gas turbines and
boilers (steam systems). Stationary reciprocating engines are not specifically covered by NSPS
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since they have a much smaller impact on the overall generation capacity.∗ The emissions from
reciprocating engines will, of course, need to satisfy any local, state, or federal limits at the
installation site.

Stationary gas turbines have become one of the prominent types of power generation
facilities. As a result of this growth, the Code of Federal Regulations (CFR) includes specific
requirements for the emission levels of gas turbines. The NOX emission limits are divided into
two levels depending on the energy input rate of the plant and are increased if the fuel contains
nitrogen. For natural-gas-fired units, neither fuel bound nitrogen nor sulfur dioxide exist in sig-
nificant quantities. Also, the NSPS limits do not cover particulates or unburned hydrocarbon
emissions for gas turbines since neither exist in significant amounts.

Steam-based Rankine cycle electric power generation facilities are also covered under the
NSPS regulations. The allowable emission levels vary based on the type of fuel used with
substantially lower limits for liquid and gaseous fuels. The nitrogen oxide limits also vary
between the different types of solid fuel consumed. This variation in the limits is due to the
different amounts of fuel bound pollutants in each of the different fuel sources.

In 1998, revised nitric oxide emission limits for steam power plants were introduced. In
addition to lower limits, the limits for new utility boilers are expressed per “MWh,” in contrast
with the other limits, which are expressed per “MMBtu.” The use of these new units (MWh)
is referred to as “output-based” format where emissions are linked to the amount of power
generated. This was used to promote energy efficiency as well as pollution prevention. The use
of “MMBtu” is referred to as an “input-based” format where emissions are linked to the amount
of fuel energy used.

The standards for the stationary gas turbine and Rankine cycle electric utilities are for that
particular source unit and do not cover the ambient air quality limits. The total pollutant levels
for a given region must also be considered, and at this point, even facilities not covered by the
NSPS are considered, including reciprocating engines. The ambient air quality is regulated by
the NAAQS discussed previously and varies from region to region. The NAAQS determines
if a region is governed by the PSD or NA program and therefore if BACT or LAER control
equipment is required. Different types of pollution control technologies are often required for
each of the three power generation facilities discussed in this section (gas turbine, reciprocating
engine, and Rankine cycle), and these are described in numerous references.

As described, the regulations for air pollutants relative to power generation are complex
and numerous. To help clarify this situation, Table 2 is a flow chart of the various regulations
and their interactions. As shown, the regulations that govern a given situation depend on several
factors. First, the most restrictive limits are applicable. These limitations could be those due to
local regulations or due to original equipment regulations. For local regulations, the NAAQS
must be met. These limits depend on whether the location is in an attainment zone or a NA
zone. Depending on the specific “zone,” the facility might have to meet limits imposed by new
source review (NSR), or PSD. The technologies that will be needed are BACT for PSD and
LAER for NSR.

6.6 Water Quality and Solid Waste Disposal

The main legislative basis for managing water pollution is the Federal Water Pollution Control
Act of 1956, as amended by theWater Quality Act of 1965, the Federal Water Pollution Control
Act amendments of 1972, and the Clean Water Act of 1977. Discharge water will often be
monitored and will often require both state and federal permits if the wastewater is discharged

∗ Emissions from reciprocating engines are, of course, regulated extensively for mobile and some
off-highway applications.
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Table 2 Federal Air Quality Regulations (Most Restrictive Limits Apply)

Equipment
Limitations Location Limitations

New Source Per-
formance Stan-
dards (NSPS) 

National Ambient Air 
Quality Standards

(NAAQS) 

Attainment Area?

Attainment Areas Nonattainment Areas 

Prevention of Significant
Deterioration (PSD) New Source Review (NSR) 

Best Available Control
Technology (BACT)

Lowest Achievable Emission
Rate (LAER) 

into a public waterway. In some cases, both the temperature and the pH of the discharged water
will need to be controlled.

Solid waste disposal is generally not a problem with either natural gas or oil-fired cogen-
eration plants but could be a problem for a coal-fired, coal gasification, or waste-to-energy
cogeneration system. In some states the bottom ash from waste-to-energy plants has been con-
sidered hazardous waste, and the ash disposal cost per ton was more expensive than the refuse
disposal cost. All states have different standards for both the quality of the water discharged
and the requirements for solid waste disposal, and all project planners should check with the
appropriate regulatory agencies in the state where the project is planned to ensure what air,
water, and solid waste (if applicable) permits are required.

6.7 Permits and Certificates for Cogeneration

A number of certifications are required to get a cogeneration plant approved. These include
not only a FERC certificate but also various state permits. Since each state will set its own
permitting requirements, it is not possible to generalize what is required on each application.
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As described above, different requirements must be met if the proposed site is in an
“attainment” or “NA” zone. An attainment area will require sufficient modeling of ambient
air conditions to ensure that no significant deterioration of existing air quality occurs. For a
“nonattainment” area, no new emissions can be added unless they are offset by the removal of
existing emissions. This has led to the selling or trading of emissions by industrial facilities
and utilities.

Satisfying the emission regulations has become one of the most important factors in deter-
mining whether a cogeneration system is feasible for a specific application. The type of prime
mover is a major consideration. Gas turbines have often been easier to permit than other prime
movers, but each application is unique. Also, the offset of emissions from existing central plant
boilers (which are shut down) can often be important in satisfying the overall emission levels.

7 ECONOMIC EVALUATIONS

A decision to install a cogeneration system often is based primarily on economic consid-
erations. Since a cogeneration system requires that funds be spent for the system (capital
expense), the monetary earnings and savings resulting from the cogeneration system must
be sufficient by some criteria to justify the expenditures. To determine if a cogeneration
system is economically justifiable requires a wide range of input information about both
the current mode of operation and the proposed system. This section is a brief overview of
the considerations that are necessary to complete an economic evaluation of a cogeneration
system installation. Fundamentals of completing engineering economic assessments may be
found in a number of references (e.g., Ref. 8).

Some of the aspects needed to complete economic evaluations include the computation of
charges from the utility for electrical power before and after the installation of the cogenera-
tion system. In addition, both the capital and the operating costs incurred with the installation
and operation of a cogeneration system are needed. Finally, all of the economic information
must be analyzed to determine the economic feasibility of cogeneration systems. Economic
performance measures will be described and compared for use in these economic evaluations.

When discussing and completing economic evaluations for cogeneration systems, several
important terms need to be defined. Unlike some engineering projects, installation of a
cogeneration system may result in annual savings (for example, as a result of reducing thermal
energy costs) in addition to generating annual income (for example, as a result of electrical
or thermal energy sales). For this reason, economic evaluations for cogeneration systems must
be based on revenue which is defined as the sum of any income and savings cash flows minus
the associated costs.

The process of conducting an economic evaluation of a cogeneration system involves a
variety of actions. These actions include (1) determining the current electrical and thermal
loads, (2) determining the current or base case operating costs, (3) estimating the future elec-
trical and thermal loads, (4) estimating the future operating costs, (5) estimating the capital
costs of the cogeneration system, (6) estimating the new electrical and thermal loads with the
cogeneration system, (7) estimating the new operating costs with the cogeneration system, (8)
estimating the savings and revenues as a result of the cogeneration system, and (9) using this
information to complete the overall economic evaluation of the project. For simplicity, the
following discussion will consider the above items in three categories.

7.1 Operating Costs of Current System

A successful economic analysis must be based on accurate values for current and future (pro-
jected) electrical and thermal operating costs. This means that the current and future electrical
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and thermal loads are needed. Depending on the facility, the appropriate values for the electrical
and thermal loads may or may not be easy to obtain. Electrical and thermal loads will gener-
ally vary with time and will possess specific profiles on an hourly, daily, monthly, and seasonal
basis. For different facilities, the variation may be negligible or significant for one or another of
these time periods. For example, in a large industrial plant that operates seven days a week on a
24-hour per day basis, the electrical and process steam loads are often nearly constant. On the
other hand, for small manufacturing facilities, schools, and many commercial enterprises, the
electrical and thermal loads will vary significantly on an hourly, daily, monthly, and seasonal
basis. Whenever an accurate economic analysis is required, the electrical and thermal loads
need to be obtained for each of these time periods.

For large industrial facilities, the process steam and electric data often are available on an
hourly (or even on a 15-min) basis. For many other facilities, however, obtaining the required
load information (particularly on an hourly basis) is difficult. For example, for universities,
small manufacturing plants, and many commercial enterprises, this type of data is not always
available. Typically whole campus/facility electrical data are available on a monthly basis only
(from utility bills), and hourly electrical profiles may have to be “constructed” from monthly
energy and demand data. Hourly thermal data, also, may not exist. Boiler operators may have
daily logs, but these may not provide enough detail and may not be in electronic form. Con-
structing accurate hourly thermal energy profiles can involve hours of tedious work pouring
over graphs and boiler operator logs. In the worst case scenario, only monthly gas bills may
be available, and it may be necessary to construct hourly thermal profiles from monthly bills,
boiler efficiencies, and heating value content of the fuel. Since the monthly utility charges have
to be matched, there is often a great deal of “trial and error” involved before there is a match
between assumed hourly energy profiles and monthly energy consumption and costs from the
utility bills.

While “first cut” energy and cost analyses may be completed using monthly load profiles,
more exact analyses require more detailed load profiles. These more detailed load profiles often
consist of hourly data for a typical work day and a typical nonwork day. Although for an indus-
trial facility that operates seven days a week, 24 hours a day, such detail data may not be needed.
That is not the case for many other facilities such as a university, a commercial building com-
plex, or a one- or two-shift manufacturing facility. In these latter cases, the energy loads are
highly variable, and hourly analyses are required. In these cases, there will often be a signif-
icant difference between weekday and weekend loads. This means that the analysis needs to
distinguish between the typical week day and weekend day.

Once a valid energy profile (hourly preferred) is constructed, the current operating costs
are determined. This is the annual cost of doing business without the cogeneration system,
including annual purchased electrical energy sales, electrical demand charges, boiler fuel costs,
boiler maintenance, direct and contract labor, insurance, and other such items. This total number
is the baseline to which the cogeneration economics are compared.

Since the economic analysis will be completed for the life of the project, the future electri-
cal and thermal loads are needed. Although these factors are often uncertain, the best estimates
should be used. The future electrical and thermal loads should be obtained for each of the years
of the cogeneration system life. Based on the future electrical and thermal loads, the projected
(noncogeneration) operating costs should be estimated.

7.2 Operating Costs of the Proposed Cogeneration System

Determining the new electrical and thermal loads associated with a cogeneration system will
depend on the type and size of system selected. Ideally, the cogeneration system could be sized
to match the electrical and thermal loads exactly; however, seldom is there an “exact” match.
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Based on the new electrical and thermal loads for the cogeneration installation, the
projected operating costs should be estimated. For the cogeneration system, these operating
costs include the costs of fuels and maintenance. Also, estimates of the new utility costs are
needed. Costs of both the electrical energy (per kWh) and the electrical demand (kW) are
needed. Since utility rates are often dependent on the total power (demand) used, the utility
rates and costs may be different not only because of the reduction of utility electrical energy
consumption but also because of the reduction in electrical demand. Another important cost
may be a back-up or stand-by charge imposed by the utility to have power available for the
facility in case of an emergency shutdown of the cogeneration system.

As for the current system, the estimated projected future electrical and thermal loads need
to be used for the cogeneration system for each of the project years. Based on these future
electrical and thermal loads, the projected operating costs for the cogeneration system should
be estimated.

7.3 Economic Merit

By comparing the operating costs of the current system with the costs associated with the
cogeneration system, the project savings can be estimated. The savings and income from the
cogeneration system must be determined as well as the additional costs associated with such
items as the additional fuel and the additional maintenance. At this point, all the necessary infor-
mation is available to complete a detailed economic assessment of the cogeneration project for
the economic life of the project. Several economic measures may be used to judge the economic
feasibility of a specific project.

For some situations, a simple payback (or investor’s rate of return) approach is often suffi-
cient. Once an acceptable payback period is defined, a decision can be made on the feasibility
of the cogeneration project. If the simple payback period is fairly short (e.g., two to three years),
then small variations in the assumptions, approximations, or prices will have little effect on the
decision. As the payback period lengthens (e.g., more than four years), other more complete
economic measures should be examined. For these longer periods, the time value of money has
to be considered, as well as projected energy rates, and projected changes in energy needs for
the facility. For projects with these longer payback periods, other economic measures should
be used.

An example of a more detailed evaluation would be the use of a net present-value anal-
ysis. For this approach, all costs and income (including savings) streams are “brought to the
present” using a discount factor and summed. This process starts with the initial investment
which is often the only entry for the first year. For each subsequent year, the operating income
or savings, depreciation, and taxes are listed. These amounts are used to determine the net cash
flow for each year. These values are then adjustedwith the discount factor for each year to obtain
“present” values. A final net present value at the end of the project can then be determined and
compared to the net present values of other alternatives.

Table 3 is a simple “template” of the type of final evaluation that may be developed. As
shown, tax considerations are a part of the evaluation for “for profit” facilities. The number
of years will be dictated by the economic life of the project. Typically, the numbers that are
needed for each item in Table 3 are supplied from earlier tables that can be arranged to provide
the numbers automatically. If set up in such a fashion, a number of studies can be completed
rather easily.

Once the first case is completed, various sizing and operating modes for the cogeneration
system should then be evaluated. The case with the highest net present value would then be
the most favorable economic choice. With any potential operating mode considered, the use
of the thermal energy is what generally makes a cogeneration system feasible. If electricity
production were the primary output, the cogenerator could not typically compete with the local
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Table 3 Template for Final Economic Evaluation

Year 0 Year 1 Year 2 —

Investment — — —
Income calculations Operating income —

Depreciation (%) —
Depreciation ($) —
Adjusted income —

Tax calculations Tax (%) —
Tax ($) —
Investment tax credits (if any) —
Adjusted tax —

Present-value
calculations

Income after tax (operating
income minus the adjusted tax)

—

Discount factor —
Discounted revenue —
Net present value —

electric utility. The simultaneous production of and need for the thermal energy is what makes
a cogeneration project economically attractive.

A final aspect of any comprehensive economic evaluation is to conduct a series of “sensi-
tivity analyses.” These sensitivity analyses are designed to detect the sensitivity of the results
to the assumptions and approximations used in the analysis. For example, the future cost of
fuels and electric rates should be varied (by, say, ± 20%) to determine the effect on the final
net present value or other economic measures. In a similar manner, the effect of inflation on
specific items on the final results should be explored. A comprehensive sensitivity study will
include most of the parameters of the economic evaluation and can be quite extensive.

In general, an economic analysis of a cogeneration system is complicated, and the results
will vary greatly depending on values for most of the parameters (such as interest rates, cost of
fuel, permitting requirements, cost of electricity sales, and other factors). To complete detailed
studies with all of these considerations in a reasonable manner requires the use of computer
programs of one nature or another. Commercial computer programs and simulations for cogen-
eration systems are available, and “spreadsheet”-type programs can be constructed for specific
uses (e.g., Ref. 4).

8 OWNERSHIP AND FINANCIAL ARRANGEMENTS

8.1 Overall Considerations

Even with a reliable technical design and favorable economics, the successful completion of
a cogeneration project often will depend on acceptable financial arrangements. Financing is
critical to the success of a cogeneration project, and it is best to determine, early on, the financial
arrangement to be used. The selected financial arrangement will be intimately linked to the
ownership structure. A cogeneration system may be owned by the facility,∗ by a third-party†

entity, or by a partnership. The ownership may be structured in a variety of ways. By increasing

∗ In this section, “facility” refers to the entity with the electric and thermal loads. This is sometimes called
the thermal consumer, heat consumer, or thermal host.
† A “third-party” refers to an entity separate from the thermal load owner (first party) and from the local
utility (second party).
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the number of participants in the project, the individual risk decreases, but the venture is more
difficult to organize and the individual potential gains decrease.

The thermal and electric loads of a facility are the items that might motivate others to
be involved in developing a cogeneration system. In one respect, these loads represent the
opportunity for financial gains. There are a number of potential project participants that could
conceivably have an interest in the development of the cogeneration system. These potential
participants include equipment manufacturers, power plant operators, investors (such as banks,
insurance companies, and pension funds), electric utilities, fuel suppliers, engineering firms,
and governmental agencies. In general, the goal of the selected ownership structure and the
related financial arrangements is to result in some combination of maximum profits, minimal
risk, and maximum tax benefits.

External participants, partners, and investors will examine a number of issues before decid-
ing to be involved in the project. These issues include the overall economics, the revenue from
thermal and electricity sales, the accuracy of the capital costs and operating expenses, the expe-
rience of the participants, the projected availability of the plant, the previous success of the
proposed technology, the assurance that permits, contracts, and agreements will be obtained on
a timely basis, and the availability and cost of fuel. A net positive assessment of these issues
will be necessary for any external participation.

Cogeneration projects can be financed by a variety of options. The traditional approach
to financing is owner financing; however, cogeneration facilities are expensive and complex,
and a number of alternatives are available for financing. When deciding on the most favorable
financial arrangement, the owners of a facility will often consider the following questions:

• Do the owners have adequate capital to finance the whole project?
• If borrowing the money to finance the plant, will the effect on the owners’ credit rating
be acceptable?

• How will the financing impact the owners’ balance sheet?
• Do the owners desire to receive guaranteed savings (and minimize their risk)?
• If the owners finance the project, do they have the ability to utilize available tax benefits?
• Do the owners have an interest in operating or owning the plant (since this is probably
not their main line business)?

Answers to these questions will help the owners of a facility select the most attractive
ownership and financial structures for their needs. They will evaluate the possible options and
select the ones that will have the most favorable impact on their business.

The following are descriptions of examples of possible financial arrangements. They are
grouped according to three major ownership structures. For the first category, the owners of the
thermal load may own and operate the cogeneration system and use conventional financing. In
the second category, the owners of the thermal load may develop a partnership arrangement for
the ownership and financing of the cogeneration system. For the third category, the owners may
offer a third party the opportunity to develop the cogeneration project. A third-party ownership
structure has the greatest variety of financing arrangements. Examples of these various finan-
cial structures are described below. Other financing arrangements may be possible, including
combinations of these, but most financial arrangements will possess characteristics represented
by one or more of the following arrangements.

8.2 Conventional Ownership and Operation (100% Ownership)

The owner of the electric and thermal loads has two basic financing options in a conventional
owner/operator structure: (1) fund the project internally from profits in other areas of the busi-
ness or (2) fund part of the project from internal sources and borrow the remainder from a
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conventional lending institution. Sole ownership offers the largest degree of control and rewards
but also results in the largest exposure to risk. All external participants (e.g., utilities, engineer-
ing and construction firms, and operating and maintenance organizations) must interact with
the facility owner.

Most businesses have a minimum internal rate of return on equity that they require for
any investment. They may not be willing to fund any project which does not meet the internal
hurdle rate using 100% equity (internal) financing. With 100% internal financing the company
avoids the problems of arranging external financing (perhaps having to add partners). If there
is a marginal return of equity, however, the company will not finance the project, especially if
the money could be used to expand a product line or create a new product which could provide
a greater return on equity.

Because the cost of borrowed money is typically lower than a business’s own return on
equity requirements, the combination of partial funding internally and conventional borrowing
is often used. By borrowing most of the funds, the internal funds can be leveraged for other
projects, thus magnifying the overall return on equity.

External contract issues are simpler in conventional ownership. Contracts will be required
for the gas supply, excess power sales to the local utility, possible operating and maintenance
agreements, and any agreements with possible lenders. For conventional ownership and financ-
ing, no contracts may be needed for the thermal energy and electricity if all is used internally.

8.3 Partnership Arrangements

One alternative to 100% ownership is to share ownership with partners. A variety of partnership
arrangements are possible. These arrangements include conventional partnerships, limited part-
nerships, jointly owned corporation, unincorporated associations, and others. Partners might
include a gas utility, a major equipment vendor (such as a gas turbine manufacturer), investors,
and engineering firms.

The major advantage of a partnership is the sharing of risks and credit. The disadvantages
are that profits are also shared and that contract complexity increases. Since the partnership
is the “owner” of the cogeneration system, thermal and power sales agreements have to be
arranged with the owners of the facility, in addition to the other contracts required under con-
ventional ownership. The joint venture company must develop agreements and contracts with
the utilities, engineering and construction firms, possible operating and maintenance firms, and
lenders (if any).

8.4 Third-Party Ownership

As mentioned above, the potential for financial gain may attract third parties to develop and
operate a cogeneration system where the owner of the thermal load would contract for at least
a portion of the electrical and thermal outputs of the plant. In third-party ownership, the entity
with the electric and thermal loads distances himself from both the financing and construction
of the cogeneration facility. A third party arranges the finances, develops the project, arranges
for gas supply, power sales for any excess power produced, thermal sales to the heat consumer,
and operating and maintenance agreements. Under the 1992 National Energy Policy Act, the
third party may also be able to enter into an electric power sales contract with the heat consumer
as well. The third party might operate the facility and sell the thermal and electric to customers,
or the third party might lease the facility to the entity with the electric and thermal loads. Often,
the facility is colocated on or in close proximity to the thermal owners’ facility.

A number of third-party ownership and financing arrangements are possible. Three of
the more common forms are lease arrangement, guaranteed savings arrangement, and energy
services contract arrangement.
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Table 4 Summary of Main Characteristics of Major Ownership/Financing Structures

Characteristic
Self-Owned,
Self-Operated

Not Owned,
Self-Operated

Not Owned,
Not Self-Operated

Typical financing Conventional Leased Third party
Capital requirements Maximum None None
Balance sheet impact Maximum Some None
Risk Maximum Some Least
Rate of return Depends, probably

highest
Depends, probably

moderate
Depends, probably

lowest
Personnel required Maximum Some Least
Control of supply of electric

power and thermal
Yes Yes No

Fuel contracts Required Required For others

8.5 Final Comments on Financial Aspects

Financing arrangements are a crucial aspect of most cogeneration developments. These
arrangements may range from simple to highly complex. They are affected by internal factors
such as ownership arrangements, credit ratings, and risk tolerance. In addition, these financial
aspects are affected by external factors such as the financial and credit markets, tax laws, and
cogeneration regulations. A variety of initial financial arrangements have been outlined in
this section to illustrate the nature of these arrangements. Much more detailed arrangements
are possible and often necessary, but these are beyond the scope of this chapter. Table 4 is a
summary of the main characteristics of the major ownership/financing structures.

To reduce the costs, risk, and uncertainties associated with financing, a number of actions
should be considered. These include establishing reliable and robust contracts and agreements
with engineering and construction firms, fuel suppliers, and the local utility. Also, actions to
minimize any volatility (or perceived volatility) will enhance the situation and should include
using reliable and well-known firms. Other actions that will be useful include emphasizing
profitability, flexibility, detail work, and careful understanding of the governing regulations.

9 SUMMARY AND CONCLUSIONS

This chapter has provided a brief overview of cogeneration systems. Cogeneration systems are
attractive options for facilities where electrical power and thermal energy are used. The major
motivations for considering cogeneration systems are the potential savings inmoney and energy
and the potential for lower emissions.

The technology for cogeneration exists for a range of sizes, and the procedures to integrate
these components into cogeneration systems are well established. The key item in the design
of a cogeneration system is the prime mover, which is typically a steam turbine, gas turbine, or
reciprocating engine. Other important components are the HRSG, possibly adsorption chillers,
and other power plant equipment. The arrangements of the equipment are quite varied, partic-
ularly for larger systems. An important aspect of the technical design of a cogeneration system
is the selection of the size of the system to match the electrical and thermal energy needs.

In addition to the technical considerations, the application of cogeneration systems
involves completing an economic evaluation and an understanding of the governmental
regulations and legislation on electrical power production and on environmental impacts.
With respect to electrical power production, certain governmental regulations (PURPA) were
passed during the late 1970s which removed barriers and provided incentives to encourage
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cogeneration development. Finally, no cogeneration assessment would be complete without an
understanding of the financial arrangements that are possible and the contracts and agreements
that are needed.
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1 INTRODUCTION

Fossil fuels are not renewable. They are limited in supply, their economic cost is continuously
increasing, and their use is growing exponentially. Moreover, combustion of fossil fuels is caus-
ing global climate change and harming the environment in other ways as well, which points to
the urgency of developing environmentally clean alternatives to fossil fuels.1

Hydrogen is a good alternative to fossil fuels for the production, distribution, and storage
of energy.2,3 Automobiles can run on hydrogen either used as fuel in internal combustion (IC)
engines or fuel cell cars or in hybrid configurations. Hydrogen is not a primary energy source but
an energy carrier that holds tremendous potential to use renewable and clean energy options. It
is not available in free form andmust be dissociated from other molecules containing hydrogen,
such as natural gas or water. Once produced in free form, it must be stored in a compressed or
liquefied form or in solid-state materials.

991
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Figure 1 Schematic diagram to demonstrate hydrogen production, storage, and utilization in IC
engine/fuel cell vehicles.

There are a number of advantages in using hydrogen as a universal energy medium.4 The
conversion of hydrogen by combustion or fuel cells results in only heat or electricity and water,
as represented by the following equation:

H2 +
1
2
O2 → H2O + electricity + heat (1)

Hydrogen is nontoxic and is easily absorbed in the biosphere. It can be readily produced
(albeit at high cost) from water by electrolysis. However, additional research is needed for the
production from nonfossil resources, storage, and transportation of hydrogen before it becomes
commercially viable as an alternative to conventional fuels (see Fig. 1).5–7

The following sections cover the production, storage, utilization, and safety of hydrogen.8

The standards and codes are also discussed at the very end.

2 HYDROGEN PRODUCTION

As hydrogen is not readily available in its natural state, it must be produced at low cost, with-
out creating any imbalance in global ecology. The conventional technologies used by industry
to produce hydrogen are steam reforming of natural gas, partial oxidation of heavy hydro-
carbons, gasification, and water electrolysis (driven by fossil fuel electricity production). All
these processes are heavily dependent on fossil fuels. Thus, they have the inherent pollution
and availability problems. The other potential ways of producing hydrogen include photo-
electrochemical, photochemical, thermochemical, photocatalytic, and biologicalmethods using
renewable energy sources.

2.1 Steam Reforming of Natural Gas

Steam reforming of natural gas, or steammethane reformation (SMR), is one of the most devel-
oped and commercially used technologies. A block diagram of the SMR process is shown
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Figure 2 Block diagram of hydrogen production by steam reforming process. (Adapted from Ref. 11.)

in Fig. 2. Steam reforming of natural gas involves two steps. The first step is for the feedstock
consisting of light hydrocarbons, usually methane, to react with steam at elevated temperatures
(700–925∘C) to produce syngas —a mixture of hydrogen (H2) and carbon monoxide (CO).
The process is endothermic, and heat of reaction is supplied by the combustion of fossil fuels.
This process requires a catalyst inside the reformer for the reactions to occur. To protect the cat-
alyst from corrosion, the feedstockmust pass through a desulfurization process prior to entering
the reformer. The second step, a water–gas shift reaction helps reacting carbon monoxide with
steam to produce additional H2 and carbon dioxide (CO2) at around 350∘C. This reaction is
known as a shift reaction and is used to increase the H2 content. Finally, a mixture of CO2 and
H2 is sent to a gas purifier, where the hydrogen is separated from CO2 via one of many methods
(pressure swing absorption, wet scrubbing, or membrane separation). The chemical reactions
involved in the SMR process are shown in Eqs (2) and (3):

CnHm + nH2O → nCO +
(2n + m

2

)
H2 (2)

CO +H2O → CO2 + H2 (3)

For effective H2 production using SMR, high temperatures at the reformer exit and an
excess of steam to the reactor are required. Temperatures of 800–900∘C and a molar steam to
carbon ratio of S∕C = 2.5–3.0 are considered the optimum conditions.9 Overall, SMRproduces
hydrogen with a purity of 96–98% and with operating efficiencies ranging from 65–75% as
estimated by Sherif et al.10,11

SMR is the most widely used and cheapest process for producing H2 and is used to pro-
duce 48% of the world’s hydrogen.12 The price of hydrogen production from the SMR process
strongly depends on the cost and availability of the natural gas feedstock. Kirk and Ledas esti-
mated that feedstock cost contributes 52 – 68% of the overall hydrogen production expense.13

Basye and Swaminathan reported the cost division as 60% on feedstock, 30% from capital
related charges, and 10% owing to operation and maintenance costs.14

The SMR process is heavily dependent on fossil fuels. Moreover, it is not 100% efficient
and some of the energy value of the hydrocarbon fuel is lost while in the conversion to hydrogen.
The emissions of CO2 from the SMR process can be reduced to some extent by sequestering the
CO2 (by storing it underground or in canisters). This capture and storage of CO2 increases the
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capital and operational costs by about 25–30%.15 However, according to Padro and Putsche,
even after the inclusion of these costs, SMR is still less expensive than producing hydrogen
from electrolysis (using large-scale hydropower plants).16 It has also been found with the SMR
process that heavier feedstocks (e.g., oil) cannot be used to supply the reformer due to the need
for the feed to be vapor.17 The possible areas of efficiency improvement include pre-reformers
and medium-temperature shift reactors.17

2.2 Partial Oxidation of Heavy Hydrocarbons

Partial oxidation (POX) refers to the conversion of heavy hydrocarbon feedstocks (e.g., residual
oil from the treatment of crude oil) into a mixture of H2, CO, and CO2 using superheated steam
and oxygen. Figure 3 provides a schematic representation of the POX process. The external
energy required to drive the process is obtained through the combustion of the feedstock itself.
This necessitates controlling the quantity of O2 and water vapor required for the reactions. To
increase the H2 content, the mixture of H2, CO, and CO2 is subjected to the shift reaction. This
results in the formation of H2 and CO2.

The reactions involved in a POX process are as follows:

CnHm + nO2 → nCO +
(m
2

)
H2 + heat (4)

CnHm + nH2O + heat → nCO +
(
n + m

2

)
H2 (5)

CO + H2O → CO2 + H2 + heat (6)

where n = 1 and m = 1.3 for residual oils.11 POX produces hydrogen with a purity of
96–98%.10

The process works with any liquid or gaseous hydrocarbon. The overall efficiency of the
process is about 50%.11,16 Like natural gas reforming, production cost of hydrogen is influenced
by the price of feedstock. Some problems with POX include the need for an air separation unit.
The air separation unit is needed to supply the pure oxygen to the process in order to prevent the
release of nitrous oxide to the environment.14 The addition of this unit increases the system’s
capital cost thus increasing the hydrogen product cost.

Desulfurization

Gasification
Carbon dioxide, hydrogen,

steam and small amounts of
CH4 are produced as the raw gas.

Gas purification

CO2 H2

Raw gas

Shift reactionSyngas

Air separation

N2Air

Steam

Sulfur

Products

O2

Feed:
Residual
Fuel Oil

CO + H2O --> CO2 + H2

Figure 3 Block diagram of hydrogen production by partial oxidation. (Adapted from Ref. 11.)
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2.3 Coal Gasification

Gasification is similar to partial oxidation except it has twomain differences: gasification occurs
at much higher temperature (1100–1300∘C), and it uses a wide range of solid feedstocks (coal,
heavy refinery residuals, biomass). In this process, a dry or slurried form of the feedstock is
subjected to elevated temperature and pressure conditions in an oxygen-starved environment.
The schematic flow diagram of the coal gasification process to produce either transportation
fuel or electric power is shown in Fig. 4.18

This leads to an efficient and clean conversion of carbonaceous substances into a mixture
of gas, containing mainly carbon monoxide and hydrogen. Inorganic materials in the feed are
finally removed as a molten slag at the bottom of the reactor. The entire gasification process
can be represented by the following reactions:

2C + O2 → 2CO (7)

C + H2O → CO + H2 (8)

C + CO2 → 2CO (9)

Coal is the most abundant fossil fuel. Gasification of coal offers higher thermal efficiencies
than conventional coal-fired power generation and also has less impact on the environment.
Low-grade coal types can be effectively used in coal gasification, expanding the available fossil
fuel options.

2.4 Hydrogen Production from Biomass

Biomass represents a large potential feedstock resource for environmentally clean hydrogen
production.19 It lends itself to both biological and thermal conversion processes. In the thermal
path hydrogen can be produced in two ways: direct gasification and pyrolysis to produce liquid
bio-oil, followed by steam reforming.
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Figure 4 Block diagram of coal gasification for production of hydrogen for transportation or electric
power. (Adapted from Ref. 18.)
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Direct gasification of biomass is inmanyways similar to coal gasification (see Section 2.3).
The process occurs broadly in three steps:

1. Biomass is gasified (using steam or air) to produce an impure syngas mixture composed
of hydrogen, CO, CO2,CH4, small amounts of higher hydrocarbons, tar, and water
vapor. The gasmay also contain particulate matter, which is removed using cyclones and
scrubbers. The particulate free gas is compressed and then catalytically steam reformed
to eliminate the tars and higher hydrocarbons.

2. High- and low-temperature shift conversions convert the CO to CO2 and thereby pro-
duce additional hydrogen.

3. The hydrogen is separated from other products by PSA (pressure swing adsorption).20

Figure 5 illustrates the sequence of processes.
The main reactions taking place in biomass gasification are as follows:

CH1.5O0.7 + 0.3H2O → CO + 1.05H2 ΔHR = +74.4 kJ∕mol (10)

CO +H2O → CO2 + H2 ΔHR = −41.2 kJ∕mol (11)

Biomass typically contains about 6% hydrogen by weight. However, in the presence of
hydrogen-bearing species (steam), the hydrogen yield can be considerably improved above the
6% minimum.21 Gasification temperatures encountered are typically in the range 600–850∘C,
which is lower than many thermochemical water-splitting cycles, thereby making biomass
gasification an attractive technology to produce hydrogen. Steam gasification of biomass is
endothermic. The energy required for the process is supplied by burning part of the biomass
feedstock or uncombusted char. Tars are polyaromatic hydrocarbons (PAHs) produced during
gasification of biomass. However, tars are undesirable co-products, as they clog filters, pipes,
and valves and damage downstream equipment such as engines and turbines. Efforts are being
made to minimize or reform the tars to additionally produce hydrogen.22,23

Hydrogen can alternately be produced by reforming the biomass to a liquid bio-oil in a
process called pyrolysis. Pyrolysis is an endothermic thermal decomposition of biomass carried
out in an inert atmosphere at 450–550∘C.24 The bio-oil so produced is a liquid composed of
85% oxygenated organics and 15% water. The bio-oil is then steam reformed in the presence
of a nickel-based catalyst at 750–850∘C, followed by shift conversion to convert CO to CO2.

25

The reactions can be written as follows:

Biomass → Bio − Oil + char + gas (pyrolysis) (12)

Bio → Oil + H2O → CO + H2(reforming) (13)

CO +H2O → CO2 + H2(water-gas shift) (14)
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Figure 5 Gasification followed by steam reforming. (Adapted from Ref. 20).
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2.5 Electrolysis

Hydrogen production by electrolysis of water is a mature and efficient technology. The elec-
trodes are separated by an ion-conducting electrolyte, as shown in Fig. 6. Hydrogen and oxygen
are produced at the cathode and the anode, respectively. To keep the produced gases isolated
from each other, an ion-conducting diaphragm is used to separate the two chambers.

Equation (15) shows the overall chemical equation for electrolysis:

2H2O + energy (electricity) → O2 + 2H2 (15)

Reaction at the anode:

H2O → 0.5O2 + 2H + + 2e− (16)

Reaction at the cathode:
2H + + 2e− → H2 (17)

The reversible decomposition potential of Eq. (15) is 1.229V at standard conditions
of 1 atm pressure and 25∘C. However, the total theoretical water decomposition potential is
1.480V corresponding to hydrogen’s enthalpy. The actual potential is typically between 1.75
and 2.05V due to irreversibility and internal resistance. Typical efficiencies are of the order
of 80%.

Electrolysis cells are normally characterized by their electrolytes [e.g., alkaline
electrolyzer, solid polymer electrolyte (SPE) electrolyzer, or solid oxide electrolyzer].

Alkaline Water Electrolyzer
Alkaline water electrolysis is the most common type of electrolysis currently in use for
large-scale electrolytic hydrogen production. The most common electrolyte used in alkaline
water electrolysis is aqueous potassium hydroxide (KOH) at 30% concentration owing to the
high conductivity and high resistance to corrosion of stainless steel at this concentration.26

These electrolyzers work effectively under the operating conditions of 70–100∘C and 1–30
bars. Asbestos has commonly been used as a diaphragm material to prevent hydrogen and
oxygen gases from mixing together inside the cell. The principle of alkaline water electrolysis
is shown schematically in Fig. 6. Commercial alkaline water electrolyzers are typically
classified into two main types, unipolar and bipolar.27

Solid Polymer Electrolyte Electrolyzer
SPE electrolyzers, as the name suggests, use solid polymer electrolytes, which are made up
of special materials also called perfluorocarbon ion exchange membranes. This ion exchange
membrane is sandwiched between catalyst-loaded electrodes. Water is fed to the anode of an

OH–

Anode Cathode

Diaphragm

O2 H2

e–

Figure 6 Electrolysis of water in an alkaline electrolyzer.
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electrolysis cell, which is generally made up of porous titanium and activated by a mixed
noble metal oxide catalyst. At the anode, water splits into oxygen and protons. The protons
migrate through the ion exchange membrane to the cathode, where they are reduced to hydro-
gen. Figure 7 shows a simplified schematic of the SPE electrolyzer. SPE electrolyzers are also
referred to as proton or polymer exchange membrane (PEM) electrolyzers.

The most common proton-conducting solid electrolytes are perfluoroalkyl sulfonic acid
polymers, such as Nafion. Because of the dehydration of the membrane, the operating tem-
perature of the SPE devices is limited to about 80∘C.28 To raise the dehydration temperature,
several aromatic sulfonic acid polymers were synthesized and characterized. These were
polyetheretherketone (PEEK), polyethersulfone (PES), polyphenylquinoxaline (PPQ), and
polybenzimidazole (PBI).

2.6 Thermochemical Processes

Thermochemical hydrogen production is a means of splitting water via a series of chemi-
cal reactions. All chemical intermediates are recycled internally within the process so that
water is the only raw material and hydrogen and oxygen are the only products. The maxi-
mum temperature requirements for most thermochemical cycles lie within a temperature range
of 650–1100∘C, thus eliminating use of lower temperature heat sources.29 Figure 8 illustrates
the concept of splitting water by a thermochemical cycle.

AnodeCathode

Electrocatalyst

O2H2

H2O

Ion conducting
membrane

H+

– +

Figure 7 Schematic representation of an SPE electrolyzer.

High temperature heat

Chemical

Cycle

Water

Low temperature heat

Oxygen

Hydrogen

Figure 8 Schematic diagram of thermochemical cycle. (Adapted from Ref. 29.)
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Wendt claims that 2000 – 3000 different theoretical cycles have been proposed and eval-
uated.26 They can all be subdivided into four basic steps: water-splitting reaction, hydrogen
production, oxygen production, and material regeneration.

The ability to reuse almost all of the components involved in the cycle (except feedwater)
makes the thermochemical process attractive. Among the 2000–3000 possible thermochemical
cycles, fewer than 10 have been studied extensively. The important ones under research now
are described below.

ZnO/Zn Cycle
The ZnO/Zn cycle is a two-step water-splitting sequence based on the thermal redox pairs
of metal oxides. As shown in the following reactions, the process relies on the endothermic
thermal dissociation of ZnO, followed by the exothermic hydrolysis of Zn:

ZnO
heat
−−−→Zn(g) + 0.5O2 (18)

Zn + H2O → ZnO + H2 (19)

Theoretical conversion efficiencies for this cycle are of the order of 50%.30 This cycle is
in its preliminary stage. The current work is focused on the quenching step and decomposition
rate measurements. The success of this cycle will depend on the development of an efficient
mechanism for separating the Zn–H2 mixture.

UT-3 Cycle
The UT-3 cycle, invented at University of Tokyo, consists of Ca, Fe, and Br compounds. It
involves the use of solid and gaseous phases of reactants and products. The predicted first law
and second law efficiencies of the adiabatic UT-3 cycle are 49 and 53%, respectively.31 This
cycle is composed of the following reactions:

2CaO(s) + 2Br2(g)
680∘C
−−−−−→ 2CaBr2(s) +

1
2
O2(g) (20)

CaBr2(s) + H2O(g)
760∘C
−−−−−→CaO(g) + 2HBr(g) (21)

3FeBr2(s) + 4H2O(g)
560∘C
−−−−−→Fe3O4(s) + 6HBr(g) + H2(g) (22)

Fe3O4(s) + 8HBr(g)
210∘C
−−−−−→ 3FeBr2(s) + 4H2O(g) + Br2(g) (23)

A substantial amount of researchwork, including bench-scale laboratory tests,32 solid reac-
tants development, and reaction kinetic measurements have been performed on this cycle.33–35

Iodine–Sulfur Cycle
The iodine–sulfur cycle is a three-step thermochemical process for decomposing water into H2
and O2. The cycle proposed by General Atomic (GA) Co. is one of the most extensively studied
cycles. The chemical reactions involved in the process are shown in Eqs. (24)–(26).36

xI2(l) + SO2(aq) + 2H2O(l)
20−100∘C
−−−−−−−−→ 2HIx(l) + H2SO4(aq) (24)

2HI(l)
200−700∘C
−−−−−−−−→H2(g) + I2(g) (25)

H2SO4(g)
850∘C
−−−−−→H2O(g) + SO2(g) + 0.5O2(g) (26)

The maximum hydrogen production efficiency as estimated by GA was around 50%.37

Practical implementation of this cycle has been limited by the effective separation of HI and H2
from HI–I2–H2O and H2–H2O–HI–I2 mixtures, respectively. Moreover, the severe corrosion
issue associated with high-temperature hydriodic acid and sulfuric acid needs to be addressed.
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2.7 Photoelectrochemical Hydrogen Production

Photoelectrochemical (PEC) systems combine both photovoltaics and electrolysis into a
one-step water-splitting process. These systems use a semiconductor electrode exposed to
sunlight in combination with a metallic or semiconductor electrode to form a PEC cell. A
schematic illustration of a PEC hydrogen production driven by solar energy is shown in Fig. 9.

In general, the semiconductor electrode (photoanode) is activated by solar radiation, which
drives the reaction in an aqueous solution. Looking closely into the reaction involved in the
photoelectrochemical process, we find that, due to bandgap illumination, electrons and holes
are formed in the conduction and valence bands, respectively, at the photoanode.

2hv → 2e− + 2h+ (27)

where h is Plank’s constant, 𝜈 the frequency, e− the electron, and h+ the hole. The photogener-
ated holes at the anode split the water molecules into hydrogen ions and oxygen. The released
hydrogen ions migrate to the cathode through the aqueous electrolyte.

2h+ + 2H2O →
1
2
O+ + 2H2 (28)

Electrons generated at photoanode are transferred over the external circuit to the cathode,
where they reduce hydrogen ions into gaseous hydrogen:

2H+ + 2e− → H2 (29)

Thus, solar energy is utilized to produce hydrogen. Ideally, electrochemical decomposition
of water takes place when the electromotive force of the cell is equal to 1.23 eV. If we consider
internal losses in the PEC, a minimum bandgap of 1.8 eV is required to run the reaction.38

The PEC devices have an advantage over conventional “photovoltaics (PV),” since they
don’t require semiconductor/semiconductor p–n junctions. In PEC, the junction is formed
intrinsically at the semiconductor–electrolyte interface. Chemical photocorrosion and high
costs have so far prevented the commercial utilization of photoelectrochemical devices.

2.8 Biological Methods

Hydrogen can also be obtained from biological process involving organic compounds.
Figure 10 shows one of the techniques for hydrogen production using biological means.
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Figure 9 Schematic representation of Photoelectrochemical cell (PEC).39
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Figure 10 Concept of biological hydrogen production. (Adapted from Miyake et al., J. Biotech., 70, 90, 1999, Fig. 1.)

There are two fundamental ways of biological hydrogen production:

1. Fermentation of the bacteria, which is an anaerobic process that converts organic sub-
stances such as starch, cellobiose, sucrose, and xylose to H2 and CO2 without the need
of sunlight and oxygen

2. Biophotolysis, a process that uses microalgae-cynobacteria and green algae to produce
hydrogen in the presence of sunlight and water

Both of these processes are being researched.

3 HYDROGEN STORAGE

An intermediate storage of hydrogen is mandatory for on-board vehicular applications, and this
is schematically represented in Fig. 11.40–45

The barriers and limitations of the existing and new hydrogen storage technologies
(Table 1) delay its practical use for commercial applications.46 The development and commer-
cialization of new technologies are required to meet the U.S. Department of Energy (DOE)
milestones and FreedomCAR technical target performance (Table 2).47,48

Several critical properties of the hydrogen storage materials can be evaluated for automo-
tive applications:

• Light weight
• Cost and availability
• High volumetric and gravimetric density of hydrogen
• Fast kinetics
• Ease of activation
• Low temperature of dissociation or decomposition
• Appropriate thermodynamic properties
• Long-term cycling stability
• High degree of reversibility
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Table 1 Hydrogen Storage Methods and Phenomena (gravimetric density, 𝜌m, the volumetric density 𝜌v, the working
temperature T, and pressure P)

Storage Method 𝜌m (mass %) 𝜌v(kg H2m
−3) T (∘K) P (bar) Phenomena and Remarks

High-pressure gas
cylinders

13 <40 303 800 Compressed gas (molecular H2) in
lightweight composite cylinders
(tensile strength of the material is
2000MPa)

Liquid hydrogen in
cryogenic tanks

Size
dependent

70.8 21 1 Liquid hydrogen (molecular H2)
continuous loss of a few % per day
of hydrogen at room temperature

Adsorbed hydrogen
(carbon nanotube)

2 20 193 100 Physisorption (molecular H2) on
materials (e.g., carbon with a very
large specific surface area),
reversibility problems

Absorbed on interstitial
sites in a host metal
(Metal hydrides)

2 150 303 1 Hydrogen (atomic H) intercalation in
host metals, metallic hydrides
working at room temperature are
fully reversible

Complex compounds <18 150 >373 1 Complex compounds
([AlH4]−or [BH4]−), desorption at
elevated temperature, absorption at
high pressures

Metals and complexes
together with water

<40 >150 303 1 Chemical oxidation of metals with
water and liberation of hydrogen,
not directly reversible

Source: Adapted from Ref. 46.



3 Hydrogen Storage 1003

Table 2 U.S. DOE Hydrogen Storage Milestones

Technical Targets Units Year 2017

Gravimetric capacity (GrC)
(net useful energy/max system mass)

kg H2∕kg
kWh/kg

0.055
1.8

Volumetric capacity (VC)
(net useful energy/max system volume)

kg H2∕L
kWh/kg

0.040
1.3

Fuel cost $/gauge at pump 2–4
Min/Max delivery temperature ∘C −40∕85
Cycle life Cycles 1500
Refueling rate kg H2∕min 1.5

Source: Adapted from Ref. 48.
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Figure 12 Options for vehicular hydrogen storage.

3.1 Hydrogen Storage Options

Current hydrogen storage technologies include high-pressure tanks, cryogenic storage, metal
hydrides, chemical hydrides, and high surface adsorbents such as nanostructured carbon-based
materials. High pressure and cryogenic tanks, high surface adsorbents, and many metal
hydrides fall in the category of reversible on-board hydrogen storage since refueling with
hydrogen can take place directly on board the vehicle. For chemical hydrogen storage and
some high-temperature metal hydrides, hydrogen regeneration is not possible on board the
vehicle, and thus these systems must be regenerated off board (see Fig. 12).

Hydrogen can be stored as a gas or liquid in pressure vessels. Gaseous storage requires
large volume and pressure (up to 10,000 psi). Liquid storage requires low temperatures
(−423∘C) with cryogenic systems. Hydrogen can also be stored in advanced solid-state
materials—within the structure or on the surface of certain materials, as well as in the form
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Hydrogen molecule (H2)

Hydrogen atom (H)

Compressed gas
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Figure 13 Different types of hydrogen storage methods.

of chemical precursors that undergo a chemical reaction to release hydrogen.49–52 Figures 13
and 14 demonstrate these processes in the atomic or molecular scale.

The volume storage efficiencies of gaseous and liquid hydrogen storage are generally very
low compared to the solid-state hydrogen storage.53 Figure 14 shows the hydrogen storage
methods in solids (by adsorption) or within solids (by absorption). In adsorption (a), hydrogen
attaches to the surface of a material either as hydrogen molecules (H2) or hydrogen atoms (H).
In absorption (b), hydrogen molecules dissociate into hydrogen atoms that are incorporated
into the solid lattice framework. This method may make it possible to store large quantities
of hydrogen in smaller volumes at low pressure and room temperature. Finally, hydrogen can
be bound strongly within molecular structures as chemical compounds containing hydrogen
atoms (c).

High-Pressure Gaseous Hydrogen Storage
The energy density of gaseous hydrogen can be improved by storing hydrogen at higher
pressures. This requires material and design improvements in order to ensure tank integrity.
Advances in compression technologies are also required to improve efficiencies and reduce
the cost of producing high-pressure hydrogen.

Carbon fiber–reinforced 5000-psi and 10,000-psi compressed hydrogen gas tanks are
developed by Quantum Technologies and others.54 Such tanks are already used in prototype
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Figure 14 Hydrogen storage in carbon, metal/complex hydrides, and chemical compounds.

hydrogen-powered vehicles. The inner liner of the tank is a high-molecular-weight polymer
that serves as a hydrogen gas permeation barrier. A carbon fiber–epoxy resin composite shell
is placed over the liner and constitutes the gas pressure load-bearing component of the tank.
Finally, an outer shell is placed on the tank for impact and damage resistance. The pressure
regulator for the 10,000 psi tank is located in the interior of the tank. There is also an in-tank gas
sensor to monitor the tank temperature during the gas-filling process when the tank is heated.

Issues with compressed hydrogen gas tanks revolve around high pressure, weight, volume,
conformability, and cost. The cost of high-pressure compressed gas tanks is essentially dictated
by the cost of the carbon fiber that must be used for lightweight structural reinforcement. Efforts
are underway to identify lower cost carbon fibers that can meet the required high-pressure and
safety specifications for hydrogen gas tanks. However, lower cost carbon fibers must still be
capable of meeting tank thickness constraints in order to help meet volumetric capacity targets.
Thus, lowering cost without compromising weight and volume is a key challenge.

Two approaches are being pursued to increase the gravimetric and volumetric storage
capacities of compressed gas tanks from their current levels. The first approach involves cry-
ocompressed tanks. This is based on the fact that, at fixed pressure and volume, gas tank
volumetric capacity increases as the tank temperature decreases. Thus, cooling a tank from
room temperature to liquid nitrogen temperature (77 K) will increase its volumetric capacity
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by a factor of 4, although system volumetric capacity will be less than this due to the increased
volume required for the cooling system.

The second approach involves the development of conformable tanks. Current liquid gaso-
line tanks in vehicles are highly conformable in order to take maximum advantage of available
vehicle space. Concepts for conformable tank structures are based on the location of structural
supporting walls. Internal cellular-type load-bearing structures may also be a possibility for
greater degree of conformability.

Compressed hydrogen tanks [5000 psi ∼35 MPa and 10,000 psi ∼70 MPa] have been cer-
tified worldwide according to ISO 11439 (Europe), NGV-2 (United States), and Reijikijun
Betten (Iceland) standards and approved by TUV (Germany) and the High-Pressure Gas Safety
Institute of Japan (KHK). Tanks have been demonstrated in several prototype fuel cell vehicles
and are commercially available. Composite, 10,000-psi tanks have demonstrated a 2.35 safety
factor (23,500-psi burst pressure), as required by the European Integrated Hydrogen Project
specifications.

Liquid Hydrogen Storage
The energy density of hydrogen can be improved by storing hydrogen in a liquid state. How-
ever, the issues with liquid hydrogen (LH2) tanks are hydrogen boil-off, the energy required for
hydrogen liquefaction, volume, weight, and tank cost.4,55 There are four contributing mecha-
nisms to boil-off losses in cryogenic hydrogen storage systems:

1. Ortho–para conversion

2. Heat leak (shape and size effect, thermal stratification, thermal overfill, insulation, con-
duction, radiation, cool-down)

3. Sloshing

4. Flashing

Typically, 30% of the heating value of hydrogen is required for liquefaction. New
approaches, which can lower these energy requirements and thus the cost of liquefaction,
are needed. Hydrogen boil-off must be minimized or eliminated for cost, efficiency, and
vehicle range considerations, as well as for safety considerations when vehicles are parked in
confined spaces. Insulation is required for LH2 tanks, and this reduces system gravimetric and
volumetric capacity.

Liquid hydrogen tanks can store more hydrogen in a given volume than compressed gas
tanks. The volumetric capacity of liquid hydrogen is 0.070 kg/L, compared to 0.030 kg/L for
10,000-psi gas tanks. Liquid tanks are being demonstrated in hydrogen-powered vehicles, and
a hybrid tank concept combining both high-pressure gaseous and cryogenic storage is being
studied.

Metal–Complex Hydrides
Hydrogen can be packed and stored in a solid state by forming a metal hydride.56–64 During
the formation of the metal hydride, hydrogen molecules are dissociated into hydrogen atoms,
which insert themselves into interstitial spaces inside the lattice of intermetallic compounds
and/or alloys (Fig. 15). The typical reversible metal–hydrogen interaction occurs either as a
gas-phase reaction or as an electrochemical reaction.

In such a way, an effective storage comparable to the density of liquid hydrogen is created.
However, when the mass of the metal or alloy is taken into account, the metal hydride gravi-
metric storage density is comparable to storage of pressurized hydrogen. The best achievable
gravimetric storage density is about 0.07 kg of H2∕kg of metal, for a high-temperature hydride
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Electrochemical reaction
M + xH2O + xe–  MHx + xOH–
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Gas phase reaction
M + X/H2  MHx + heat

Figure 15 Hydrogen in atomic form on interstitial lattice sites of an intermetallic alloy.

Table 3 Theoretical Capacities of Hydriding Substances as Hydrogen Storage Media

Medium
Content
kg/kg

Hydrogen
Storage Capacity,
kg/liter of vol.

Energy
Density kJ/kg

Energy Density
kJ/liter of vol.

MgH2 0.070 0.101 9,933 14,330
Mg2NiH4 0.0316 0.081 4,484 11,494
VH2 0.0207 3,831
FeTiH1.95 0.0175 0.096 2,483 13,620
TiFe0.7Mn0.2H1.9 0.0172 0.090 2,440 12,770
LaNi5H7.0 0.0137 0.089 1,944 12,630
R.E.Ni5H6.5 0.0135 0.090 1,915 12,770
Liquid H2 1.00 0.071 141,900 10,075
Gaseous H2 (100 bars) 1.00 0.0083 141,900 1,170
Gaseous H2 (200 bars) 1.00 0.0166 141,900 2,340
Gasoline — — 47,300 35,500

such as MgH2, as shown in Table 3, which gives a comparison of some hydriding substances
with liquid hydrogen, gaseous hydrogen, and gasoline.19

The potential to use hydrides for energy storage and applications has stimulated exten-
sive theoretical and experimental research on the fundamental aspects of hydrogen sorption,
and several reversible storage intermetallics65 such as FeTi,66 LaNi5, MmNi4.5Al0.5,

67 and
Mg2Ni.

68 Since the maximum weight percentage storage for these intermetallics is ∼1.8 wt
% at ambient conditions and ∼3.8 wt % at high temperature (300–400∘C) there is ongoing
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research to find better hydride materials with higher storage capacity at ambient as well as
high-temperature conditions. To achieve this, two prominent routes are being followed: first, to
modify and optimize the present storagematerials such as FeTi, LaNi5 and the high-temperature
hydride Mg2Ni, and second, to develop altogether new storage materials, e.g., transition metal
complexes, composite materials, nanoparticle and nanostructured materials, and new carbon
variants (fullerenes, C60 and other higher versions, graphitic nanofibers, and nanotubes).

Magnesium has the highest theoretical hydrogen storage capacity of ∼ 7.6 wt %. How-
ever, it has two significant disadvantages: (1) the Mg–H2 reaction has poor kinetics; and (2)
the resulting hydride is not reversible under ambient or moderate temperature and pressure con-
ditions.69 A possible way to achieveMg-like storage capacity but with reversible hydrogenation
characteristics is to form composites with Mg as one of the components. The other component
may be one of the known hydrogen storage intermetallic alloys.70

An important feature of the metallic hydrides is the high volumetric density of the hydro-
gen atoms present in the host atomic lattice.71 The highest theoretical volumetric hydrogen den-
sity known today is 150 kg ⋅m−3 for Mg2FeH6 and Al(BH4)3. The Mg2FeH6 hydride belongs
to the family ofMg–transitionmetal complex hydrides with [FeH6]4− octahedral surrounded by
Mg atoms in cubic configuration.72 Interestingly, iron does not form intermetallic compounds
with Mg, but it readily combines with hydrogen and Mg to form ternary hydride Mg2FeH6
according to these reactions:

2Mg + Fe + 3H2 ↔ Mg2FeH6 (30)

2MgH2 + Fe + H2 ↔ Mg2FeH6 (31)

During the storage process (charging or absorption) heat is released that must be removed
in order to achieve the continuity of the reaction. During the hydrogen release process (dis-
charging or desorption) heat must be supplied to the storage tank. The thermodynamic aspects
of hydride formation from gaseous hydrogen are described by means of pressure–composition
isotherms as shown in Fig. 16.While the solid solution and hydride phase coexist, the isotherms
show a flat plateau, the length of which determines the amount of H2 stored. The stability of
metal hydrides is usually presented in the form of Van’t Hoff equation (32):

lnPH2
(atm) =

2ΔHf

SRT
+ C (32)

T1

T2

T3

Log P

α α + β

–ΔH

β

C (H/M)

Tc

lnPH2

1/T

Figure 16 P–C isotherms and Van’t Hoff curve for the LaNi5 metal hydride.
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where, PH2
represents the plateau pressure at a particular temperature T, and C is the constant

of integration. R is the universal gas constant. The enthalpy of formation,ΔHf of the hydride is
calculated from the slope of the straight line obtained plotting ln PH2

versus 1/T (see Fig. 16).
The most stable binary hydrides have enthalpies of formation of ΔHf = −226 kJ mol−1

H2, the least stable hydrides having enthalpies of formation of +20 kJ mol−1 H2.
73 An advan-

tage of storing hydrogen in hydriding substances is the safety aspect. Any serious damage to
a hydride tank (such as one that could be caused by a collision) would not pose a fire hazard
since hydrogen would remain in the metal structure.

An overview of hydrogen storage alloys has been discussed by Sandrock74 from the
solid–gas reaction point of view. A number of important properties must be considered in
metal hydride storage, including (1) ease of activation, (2) heat transfer rate, (3) kinetics of
hydriding and dehydriding, (4) resistance to gaseous impurities, (5) cyclic stability, (6) safety,
and (7) weight and cost. Although metal hydrides can theoretically store large amounts of
hydrogen in a safe and compact way, the practical gravimetric hydrogen density is limited
to < 3 mass %. It is still a challenge to explore the properties of lightweight metals and
complex hydrides. Figure 17 demonstrates various complex hydrides synthesized and having
gravimetric hydrogen storage capacities at particular operating temperature. The following
sections discuss different potential complex hydrides and their reversible chemical reactions
for hydrogen storage.

Complex hydrides—MAlH4, MBH4, and N(AlH4)2(M = Na, Li, K; N = Mg)—are
emerging as promising hydrogen storage materials because of their high potential storage
capacity.42 However, they are generally characterized by irreversible dehydriding or extremely
slow hydrogen cycling kinetics. The breakthrough discovery of doping with a few mole
percent of Ti–catalyst has enhanced the dehydrogenation kinetics of NaAlH4 at low operating
temperatures (<150∘C) and was the starting point in reinvestigating these complex hydride
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systems for hydrogen storage.75 However, reduced availability of reversible hydrogen
(∼4 − 5 wt %), poor cyclic stability, loss of the catalytic function of Ti species, necessitates
the search for new and efficient complex hydride systems.76 There are about 234 complex
chemical hydrides that have been reported with theoretical hydrogen storage capacity.77

Table 4 lists the complex chemical hydrides and their available capacities and operating
temperatures.

The hydride complexes such as NaAlH4 and NaBH4 are known to be stable and decom-
pose only at elevated temperatures, often above the melting point of the complex. However,
the addition of a few mole concentrations of titanium species to NaAlH4 eases the release of
hydrogen at moderate temperatures and ambient pressure.75 The decomposition of Ti-doped
NaAlH4 proceeds in two steps with the total released hydrogen of ∼5.5 wt % at 100–150∘C, as
given in Eqs. (33) and (34):

NaAlH4 → Na3AlH6 + 2Al + 3H2(3.72 wt %H2) (33)

Na3AlH6 → 3NaH + Al + 3
2
H2(1.8 wt %H2) (34)

Following this breakthrough discovery, an effort was initiated at the U.S. DOE hydrogen
program to develop NaAlH4 and related alanates as hydrogen storage materials.78,79 Another
complex hydride, Mg(AlH4)2, contains 9.6wt % of hydrogen that decomposes below 200∘C.80
Some of the new complex hydrides and their theoretical capacities are listed in Table 5.

Borohydride complexes with suitable alkali or alkaline earth metals are a promising class
of compounds for hydrogen storage. The hydrogen content can reach values of up to 18wt %
for LiBH4.

81 The total amount of hydrogen desorbed up to 600∘C is 9wt %. Mixing LiBH4
with SiO2 powder lowers the desorption temperature, so that 9wt % of hydrogen is liberated
below 400∘C.71 Recently, Chen et al. reported a new hydrogen storage system, lithium nitride

Table 4 Theoretical Hydrogen Storage Capacities of Complex Hydrides

No.

Complex
Chemical
Hydride

Theoretical
Capacity
(wt %)

Reversible
Capacity
(wt %)

Operating
Temperature

(∘C) Remarks

1. Ti-doped
NaAlH4

7.5 5.5 100–150 High rehydrogenation pressure,
poor cycle life, loss of catalytic
activity, less available capacity

2. Undoped and
Ti-doped
LiAlH4

10.5 6.3 120–170 Problems with reversibility, and
reduced thermodynamic stability

3. Undoped and
doped LiBH4

18.2 9.0 200–400 High operating temperature,
rehydrogenation problem,
possible borane gas evolution

4. Mg(AlH4)2 9.3 6.6 200–250 High operating temperature,
thermodynamic stability

5. NaBH4∕H2O 10.5 9.2 Ambient Hydrolysis reaction, irreversibility,
one-time use

6. Li3N (LiNH2∕
LiH)

11.3 6.5−7.0 255–285 High operating temperature,
possible ammonia evolution

7. B-H-Li-N 10.0 80–150 Rehydrogenation problem
8. AlH3 10.5 150 Ball milling induced

decomposition, irreversible
9. H3BNH3 18.3 12.6 Ammonia evolution possibility ,

irreversible



3 Hydrogen Storage 1011

Table 5 New Complex Hydrides and Their Hydrogen Storage Capacity

Theoretical Decomposition
Serial Number Complex Hydride Capacity, (wt %) Temperature, (Tdec

∘C)

1. LiAlH2(BH4)2 15.2
2. Mg(BH4)2 14.8 260–280
3. NH4Cl + LiBH4 13.6 >ambient
4. Ti(BH4)3 12.9 ca. 25
5. Fe(BH4)3 11.9 −30 to − 10
6. Ti(AlH4)4 9.3 −85
7. Zr(BH4)3 8.8 <250
8. Zn(BH4)2 8.4 85

(Li3N), which absorbs 11.5wt % of hydrogen reversibly.82,83 The hydrogenation of lithium
nitride is a two-step reaction as shown in Eqs. (35) and (36):

Li3N + 2H2 → Li2NH + LiH (35)

Li2NH + H2 → LiNH2 + LiH (36)

Li3N absorbs 5.74wt % of hydrogen in the first step and 11.5wt % in the second step.
Since the hydrogen pressure for the reaction corresponding to the first step is very low (about
0.01 bar at 255∘C), only the second step reaction of Li2NH (lithium imides) with H2 leads to
the reversible storage capacity. According to Chen et al., the plateau pressure for imides hydro-
genation is 1 bar at the relatively high temperature of 285∘C.82 However, the temperature of this
reaction can be lowered to 220∘C with magnesium substitution, although at higher pressures.84

Further research on this system may lead to additional improvements in operating conditions
with improved capacity.

Zn(BH4)2 is a ternary complex metal borohydride with a decomposition temperature of
around 85∘C.85 Its theoretical hydrogen capacity is about 8.5wt %, and it can be synthesized
by metathesis reaction of NaBH4 and ZnCl2 in diethyl ether.86 A recent report from Jeon and
Cho.87 indicates that zinc borohydride was successfully synthesized by ball milling zinc chlo-
ride and sodium borohydride without the use of a solvent, see reaction (37):

ZnCl2 + 2NaBH4 → Zn(BH4)2 + 2NaCl (37)

An example of the decomposition of a borohydride [Zn(BH4)2] is given by.85

Zn(BH4) → Zn + 2B + 4H2 (38)

which shows Zn(BH4)2 thermally decomposing into the constituent elements with release of
hydrogen. The main reason that complex hydride compounds have not been considered for
hydrogen storage before is their reported lack of reversibility.

Chemical Hydrogen Storage
The term chemical hydrogen storage is used to describe storage technologies in which hydrogen
is generated through a chemical reaction. Common reactions involve chemical hydrides with
water or alcohols. Typically, these reactions are not easily reversible on board a vehicle. Hence,
the “spent fuel” or by-products must be removed from the vehicle and regenerated off board.

Hydrolysis Reactions. Hydrolysis reactions involve the oxidation reaction of chemical hydrides
with water to produce hydrogen. The reaction of sodium borohydride has been the most studied
to date. This reaction is

NaBH4 + 2H2O → NaBO2 + 4H2 (39)
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In the first embodiment, slurry of an inert stabilizing liquid protects the hydride from con-
tact with moisture andmakes the hydride pumpable. At the point of use, the slurry is mixed with
water, and the consequent reaction produces high-purity hydrogen. The reaction can be con-
trolled in an aqueous medium via pH and the use of a catalyst. Although the material hydrogen
capacity can be high and the hydrogen release kinetics fast, the borohydride regeneration reac-
tion must take place off board. Regeneration energy requirements cost and life-cycle impacts
are key issues currently being investigated.

Millennium Cell has reported that its NaBH4-based hydrogen-on-demand system pos-
sesses a system gravimetric capacity of about 4wt %.88 Similar to other material approaches,
issues include system volume, weight and complexity, and water availability.

Another hydrolysis reaction currently being investigated by Safe Hydrogen is the reaction
of MgH2 with water to form Mg(OH)2 and H2.

89 In this case, particles of MgH2 are contained
in nonaqueous slurry to inhibit premature water reactions when hydrogen generation is not
required. Material-based capacities for the MgH2 slurry reaction with water can be as high as
11wt %. However, as with the sodium borohydride approach, water must be carried on board
the vehicle in addition to the slurry, and the Mg(OH)2 must be regenerated off board.

New Chemical Approach. A new chemical approach may provide hydrogen generation from
ammonia–borane materials by the following reactions:

NH2BH3 → NH2BH2 + H2 → NHBH + H2 (40)

The first reaction, which occurs at less than 120∘C releases 6.1wt % hydrogen, while the
second reaction, which occurs at approximately 160∘C, releases 6.5wt % hydrogen.90 Recent
studies indicate that hydrogen-release kinetics and selectivity are improved by incorporating
ammonia–borane nanosized particles in a mesoporous scaffold.

Carbonaceous Materials for Hydrogen Storage
Carbonaceous materials are attractive candidates for hydrogen storage because of a combina-
tion of adsorption ability, high specific surface, pore microstructure, and low mass density. In
spite of extensive results available on hydrogen uptake by carbonaceous materials, the actual
mechanism of storage still remains a mystery. The interaction may either be based on van der
Walls attractive forces (physisorption) or on the overlap of the highest occupied molecular
orbital of carbon with occupied electronic wave function of the hydrogen electron, overcoming
the activation energy barrier for hydrogen dissociation (chemisorption).

The physisorption of hydrogen limits the hydrogen-to-carbon ratio to less than one
hydrogen atom per two carbon atoms (i.e., 4.2 mass %). While in chemisorption, the ratio of
two hydrogen atoms per one carbon atom is realized, as in the case of polyethylene.46,91,92

Physisorbed hydrogen has a binding energy normally of the order of 0.1 eV, while chemisorbed
hydrogen has C–H covalent bonding, with a binding energy of more than 2–3 eV.

Dillon et al. presented the first report on hydrogen storage in carbon nanotubes and trig-
gered a worldwide tide of research on carbonaceous materials.93 Hydrogen can be physically
adsorbed on activated carbon and be “packed” on the surface and inside the carbon structure
more densely than if it has just been compressed. The best results achieved with carbon nan-
otubes to date confirmed by the National Renewable Energy Laboratory is hydrogen storage
density corresponding to about 10% of the nanotube weight.94

Hydrogen can be stored in glass microspheres of approximately 50 μm diameter. The
microspheres can be filled with hydrogen by heating them to increase the glass permeabil-
ity to hydrogen (see Fig. 18).95 At room temperature, a pressure of approximately 25MPa is
achieved, resulting in storage density of 14% mass fraction 10 kg H2∕m3.96 At 62MPa, a bed
of glass microspheres can store 20 kg H2∕m3. The release of hydrogen occurs by reheating the
spheres to again increase the permeability.
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Figure 18 Schematic of a hydrogen-filled hollow glass microsphere.
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Figure 19 Chemical structure of polyaniline (emeraldine) in its salt and base form.

Polymer Nanostructures
Novel nanocomposite materials consist primarily of polyaniline, a conducting polymer, which
has conductivity on the order of 1 S/cm.97 Figure 19 shows the chemical structure of polyaniline
in its emeraldine form. The salt form of the polyaniline has anions, which allow hydrogen ions
to bond to the material very well. Due to its porosity, the surface area of the conducting poly-
meric matrix material will allow for additional hydrogen binding in the form of physisorption.

Conducting polymer nanostructures combine the advantages of organic conductors and
low dimensional systems having interesting physicochemical properties98–101 and useful appli-
cations.102–104 Among the conducting polymers, polyaniline is considered important because
of its extraordinary properties of electrical and optical behavior. It was recently reported that
polyaniline can store as much as 6–8wt % of hydrogen,105 which was later refuted by Panella
et al.106 Though many controversial results were reported in terms of hydrogen uptake107–110 in
polymer nanocomposites, there are still a number of parameters, tailor-made properties, surface
morphologies, and their correlation with hydrogen sorption behavior to be investigated before
these materials can be commercially deployed for on-board hydrogen storage. Similarly, nan-
otubes111 or nanofibers112 have attracted more interest because of their novel properties and
wide potential application for nanometer-scale engineering applications. It is known that the
nanofibrillar morphology significantly improves the performance of polyaniline in many con-
ventional applications involving polymer interactions with its environment.113 This leads to
faster and more responsive chemical sensors,114 new organic/polyaniline nanocomposites,115

and ultrafast nonvolatile memory devices.116 Nanofibers with diameters of tens of nanometers
appear to be an intrinsic morphological unit that was found to naturally form in the early stage
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of chemical oxidative polymerization of aniline. In conventional polymerization, nanofibers are
subject to secondary growth of irregularly shaped particles that form the final granular agglom-
erates. The key to producing pure nanofibers is to suppress secondary growth. Based on this,
two methods (interfacial polymerization and rapidly mixed reactions) have been developed
that can readily produce pure nanofibers by slightly modifying the conventional chemical syn-
thesis of polyaniline without the need for any template or structural directing material. With
this nanofiber morphology, dispensability and processability of polyaniline are now greatly
improved. On the other hand, the template synthesis method is an effective way to grow the
nanotubes of various conducting polymers.117 The preparation conditions and their effect on
morphology, size, and electrical properties of nanofibers have been reported by Zhang and
Wang.118 We have recently observed excellent hydrogen sorption characteristics in polyaniline
nanofibers119,120 prepared by an electrospinning process as shown in Fig. 20. Hydrogen uptake
of 10wt % followed by the coexistence of physisorption and chemisorptions, during hydrogen
release, has been correlated with unique nanofibrous morphologies (see Fig. 21). Though the
initial hydrogen storage capacity and kinetics are excellent in these materials, they diminish in
consecutive cycles, fundamental gas–solid reaction, and the rate-limiting factors are currently
under investigation.

Additive materials, such as carbon nanotubes and fullerenes, as well as catalyst materi-
als will also allow the formation of chemical and physical bonds at the matrix material. By
combining various carbon structures in a nanocomposite, a new hydrogen storage system can
be developed that exceeds the performance of the existing state-of-the-art materials and facil-
itates rapid commercialization of high-energy density hydrogen storage devices. These new
catalyst-enhanced hydrogen storage materials can be described as porous nanocomposites of a
conducting polymerwithmodified fullerene compounds and carbon nanotubes, as well as kinet-
ics enhancing catalyst materials. The combination of the high surface area of carbon nanotubes
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Figure 21 Surface morphology of electrospun polyaniline nanofiber as obtained from scanning electron
microscapy (SEM).

and modified fullerenes121 with the tunable redox behavior of the conducting polymer poten-
tially offers enhanced performance as a hydrogen storage system.

High Surface Area Sorbents and New Materials Concepts
There is a pressing need for the discovery and development of new reversible materials. One
new area that may be promising is that of high surface area hydrogen sorbents based on microp-
orous metal–organic frameworks (MOFs). Such materials are synthetic, crystalline, and micro-
porous and are composed of metal–oxide groups linked together by organic struts. Hydrogen
storage capacity at 78 K (−195∘C) has been reported as high as 4wt% via an adsorptive mecha-
nism, with a room temperature capacity of approximately 1wt%.122 However, due to the highly
porous nature of these materials, the volumetric capacity may still be a significant issue.

Another class of materials for hydrogen storage may be clathrates, which are primarily
hydrogen-bonded H2O frameworks.123 Initial studies have indicated that significant amounts
of hydrogen molecules can be incorporated into the sII clathrate. Such materials may be
particularly viable for off-board storage of hydrogen without the need for high-pressure or
liquid-hydrogen tanks.

4 HYDROGEN UTILIZATION

Today, hydrogen is used primarily in ammonia production, petroleum refinement, and the syn-
thesis of methanol. It is also used in the U.S. National Aeronautics and Space Administration’s
(NASA) space program as fuel for the space shuttles and in fuel cells that provide heat, electric-
ity, and drinking water for the astronauts. Current thinking suggests that fuel cells are the way
to use hydrogen and that the fuel cell industry is the driving force toward a hydrogen economy.
This may be true, but it loses sight of other, less costly opportunities. Hydrogen can also be used
in internal combustion engines (ICE), turbines, and gas boilers. In many parts of the world, the



1016 Hydrogen Energy

gas that is used to fuel lights and furnaces is a hydrogen-rich mixture called town gas, mainly
consisting of hydrogen and methane. In the very near future, hydrogen could be used to fuel
vehicles and aircraft, and provide power for our homes and offices.124 Hydrogen’s potential
use as a fuel and an energy carrier includes powering vehicles, running turbines or fuel cells to
produce electricity, and cogenerating heat and electricity for buildings, among others.

4.1 Fuel Cells

Fuel cells are significantly more energy efficient than combustion-based power generation
technologies. A conventional combustion-based power plant typically generates electricity at
efficiencies of 33–35%, while fuel cell plants can generate electricity at efficiencies of up to
60%. When fuel cells are used to generate electricity and heat (cogeneration), they can reach
efficiencies of up to 85%. Internal combustion engines in today’s automobiles convert less than
30% of the energy in gasoline into power that moves the vehicle. Vehicles using electric motors
powered by hydrogen fuel cells are much more energy efficient, utilizing 40–60% of the fuel’s
energy. Even fuel cell vehicles that reform hydrogen from gasoline can use about 40% of the
energy in the fuel.125

A fuel cell can be thought of as an electrochemical combustor. Hydrogen is oxidized,
some heat is released, and, as in any chemical reaction, electrons change hands (i.e., chemical
bonds are broken). However, in a fuel cell, the fuel and oxidant react separately in different
regions that are connected to each other by two different conduits for charged particles. This
consists of a catalytically activated electrode for the fuel (anode) and the oxidant (cathode), and
an electrolyte to conduct ions between the two electrodes. The exchange of electrons among
the reagents occurs through an electrical circuit outside the cell. The fuel cell converts chemi-
cal potential energy to usable electrical energy in the form of moving electrons. For electrons
to journey through the external circuit, they must overcome any electrical barriers, such as
impedance, to their transmission in order to do electrical work. Electrochemical reactions for
use in fuel cells are purposely chosen so that the amount of electrical work attainable is suffi-
cient to overcome the resistance of electron flow inherent in any circuit, but also to allow the
electron flow to carry out useful electrical tasks. The second conduit for charged particles is
inside the cell and is called an electrolyte. This can be an aqueous or other solution, a solid
polymer, or an ion-conducting ceramic. The electrolyte allows particles much more massive
than electrons, such as H+ or OH−, respectively, for acidic and basic electrolytes or O2− in the
case of solid oxide ceramics to pass between the two electrodes. Figure 22 shows an illustration
of an acidic electrolyte fuel cell in which H2 is converted to electricity using O2 as the oxidant.

This cell requires four chemical and physical processes in order to operate:

1. Oxidation of the fuel, gaseous H2(g), at a region of the anode in interfacial contact with
the electrolyte:

H2(g) → 2H+ + 2e− (41)

2. Physical transport of H+ from the anode through the electrolyte to the cathode:

2H+(anode − electrolyte interface) →
2H+(electrolyte − cathode interface) (42)

3. Reduction of gaseous O2, the oxidant, at a region of the cathode in interfacial contact
with the electrolyte:

O2 + 2e− + 2H+ → H2O (43)

4. Physical transport of electrons from the anode to the cathode through the external
circuit:

e−(anode − electrolyte interface) → 2e−(electrolyte − cathode interface) (44)
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Figure 22 Schematic of an acidic electrolyte hydrogen–oxygen fuel cell illustrating the numbered pro-
cesses as outlined in the text.

Summarizing Eqs. (38)–(41) one obtains the same overall reaction as direct combustion
of hydrogen:

H2 +
1
2
O2 → H2O (45)

However, through the use of the fuel cell, electricity is generated directly. Fuel cells now
command great interest as clean energy converters for use in producing electricity for con-
sumers and as the energy source for electric vehicles. This interest is motivated by the potential
for high fuel-to-electricity conversion efficiencies and that fuel cells run with hydrogen emit
only water and waste heat. Since fuel cells operate at lower than typical combustion processes,
NOx emissions are eliminated. Fuel cells are also attractive because of their potential for low
maintenance, high reliability, and low noise levels.

Table 6 summarizes several common types of fuel cells under development for stationary
electric power systems and vehicle propulsion applications, together with estimates of their
fuel-to-electricity conversion efficiencies, assuming that H2 is the fuel.126 The ion flowing
through the electrolyte may be H+ of any of several negatively charged species (anions), such as
OH−, CO3

2−, or O2− (the anions flow from the cathode to the anode). Advanced electrolyte sys-
tems such as proton-conducting inorganic oxides (i.e., ceramics) may enable fuel-to-electricity
efficiencies as high as 70% based on H2 and its low heat value. Because each fuel cell unit gen-
erates approximately 1V, fuel cell systems are composed of stacks of individual fuel cells that
are interconnected to produce the desired voltage and power densities for specific application.

Although larger fuel cells (greater than 200 kw) are being commercialized for on-site
cogeneration of electricity and steam heat, fuel cells for transportation are inmuch earlier stages
of development. Fuel cells are currently too large, too heavy, and too expensive to produce for a
commercial application in powering vehicles. With the resolution of these problems, however,
hydrogen-powered fuel cell vehicles will be pollution free and about three times as energy
efficient as comparable gasoline-fueled vehicles. There are several configurations of fuel cells,
classified by the type of electrolyte used. The most mature technology for near-term use in large
vehicles is the phosphoric acid fuel cell. The proton-exchange membrane fuel cell is a prime
candidate for midterm use in several areas, including automobiles. Solid oxide fuel cells are
being developed for longer term utility applications.127 Descriptions of the most common fuel
cells from Table 6 are presented below.
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Phosphoric Acid Fuel Cells
A phosphoric acid fuel cell (PAFC) consists of an anode and a cathode made of finely dispersed
platinum catalyst on carbon paper and a silicon carbide matrix that holds the phosphoric acid
electrolyte. PAFCs produce a cell voltage of 0.66V at atmospheric pressure and 200∘C and
a current density of 240 mA∕cm2. Overall fuel-to-electricity energy conversion efficiency is
about 40%. PAFCs are the most advanced of the fuel cell designs and are being commercialized
for stationary power applications and for demonstrations in larger fleet vehicles, such as buses.
The power density of a PAFC is too low for use in an automobile, however, and it cannot
generate power at room temperature. Because of these limitations, the optimum use of PAFCs
is in steady-state operating modes. Researchers are studying other fuel cell alternatives for
vehicle applications.

Proton Exchange Membrane Fuel Cells
The proton exchange membrane (PEM) fuel cell uses a fluorocarbon ion exchange with a poly-
meric membrane as the electrolyte. The hydrogen proton migrates across the membrane, and
water is evolved at the cathode. The PEM operates at a relatively low temperature of about
80∘C and can start up from ambient temperature at partial load. These characteristics, plus its
high-power density, make the PEM cell more adaptable to automobile use than the PAFC. Cur-
rent densities of up to 4 A∕cm2 have been reported for single PEM cells. An assembly of PEM
cells has not been able to achieve this level because at high current densities localized overheat-
ing limits the attainable density to about 1 A∕cm2. As research overcomes this problem, higher
current densities will allow the weight and volume of a PEM fuel cell to be more practical for
vehicle use.

Solid Electrolyte Fuel Cells
Solid oxide fuel cells (SOFC) currently under development use a thin layer of zirconium oxide
as a solid electrolyte, a lanthanum manganite cathode, and a nickel–zirconia anode. When
heated to about 1000∘C, the oxide becomes a suitable conductor of oxygen ions but not elec-
trons. A tubular arrangement of the cathode, anode, and electrolyte is the most advanced of the
SOFC designs; 20-kw demonstration units have been installed in Japanese utilities. A planar
configuration consists of alternating flat plates of a trilayer containing an anode, an electrolyte,
and a cathode. A monolithic configuration adds a layer of anode and cathode material corru-
gated on either side of the trilayers to form flow channels for the fuel and airstreams. Planar
SOFCs are easier to fabricate than the monolithic configuration, which is co-sintered into a
solid, ceramic structure, but monolithic configurations have the highest power density of the
designs. All SOFC designs have fewer components and ultimately may need less maintenance
and be less expensive than other fuel cell types.

Fuel cells are but one of many opportunities for hydrogen energy utilization. As described
next, internal combustion engines and hydrogen burners are relatively low-cost hydrogen uti-
lization technologies.

4.2 Internal Combustion Engines

Hydrogen use in an internal combustion (IC) engine was demonstrated more than 100 years
ago. Hydrogen-fueled IC engines offer the potential of no carbon and very low nitrogen oxide
emissions, combined with high thermal efficiency. To be competitive and cost effective, how-
ever, key problems must be solved in engine combustion, fuel delivery, and practical storage.
The primary research goal is to develop an optimized hydrogen IC engine with about 80 miles
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per gallon (mpg) equivalent performance in an ultra-low emission vehicle. Fuel efficiencies
of 80–90 (mpg) energy equivalent have been realized in simulations using a hybrid hydrogen
electric vehicle. The research challenge is to achieve high efficiency and low emissions while
overcoming the problems of preignition and flashback that have been common with hydro-
gen fuel in the past. Flashback is the improperly timed explosion of the fuel and air mixture
that occurs when the exhaust valve of the IC engine is open. This risk is more significant with
hydrogen fuel than hydrocarbon fuels because hydrogen’s flame speed is 2–10 times greater
than that of hydrocarbons. Two key areas of investigation are the fuel delivery system and the
ignition system. In a carburetion system, premixing creates a lean, homogeneous charge that
keeps nitrogen oxide emissions low. A fuel-injected system better prevents preignition of the
fuel–air mixture and flashback. These engines can be used for both transportation and station-
ary power applications. Researchers are studying direct power from an IC engine fueled by
hydrogen or mixed fuels (such as hydrogen–methane) and hybrid power systems, where an IC
engine operating at a single speed and load runs an electric motor.

Research is also focused on reducing nitrogen oxide emissions in fuel-injection systems
by diluting the intake air charge in a direct-injection IC engine. Dilution can be accomplished
by recirculating exhaust gases or by scavenging. These techniques work by reducing the flame
temperature and oxygen availability of the hydrogen/oxidizer mixture. This subsequently
reduces the formation of nitrogen oxides, which is highly sensitive to temperature. It is
anticipated that hydrogen ICEs will provide a high-volume usage of hydrogen prior to the
low-cost mass production of fuel cells for transportation. In this light, the use of hydrogen
or hydrogen–methane mixtures in ICEs could result in an acceleration of hydrogen demand
into the nearer term economy, particularly in terms of hydrogen production and delivery.
Several programs are currently underway to define baseline emissions and operational ranges
for hydrogen and hydrogen–methane mixtures. Examples of these types of programs are
studies being conducted by the U.S. National Energy Technology Laboratory’s (NETL) Office
of Science and Engineering Research (OSER) on lubricant life in hydrogen ICEs, injector
performance, and ignition systems.128

4.3 Hydrogen Burner Turbines

Research is focusing on the development of a safe and environmentally benign hydrogen burner
that can generate electricity for utilities and provide heat to industry and homes. Burning hydro-
gen eliminates most emissions that come from carbon-based fuels, including carbon dioxide
and carbon monoxide. The burning of any fuel in air, however, produces some amount of nitro-
gen oxides, and burner research is focusing on eliminating these emissions from hydrogen
combustion. One way to do this is to remove nitrogen from the fuel mix completely, by burn-
ing pure hydrogen and pure oxygen derived directly from the electrolysis process. This is an
expensive alternative, however, and researchers are looking at more cost-effective methods.
Nitrogen oxide emissions can be minimized by reducing the peak combustion temperature and
the time spent at the peak temperature. Typical thermal efforts reduce the peak temperature by
recirculating cooler inert gases through the combustion process or injecting steam. Nitrogen
oxides can also be reduced to essentially zero by premixing the fuel and oxidizer to reduce the
amount of fuel in proportion to the oxidizer—a lean mixture. A sufficiently lean mixture can
reduce the combustion temperatures to 1400–1500∘C, although it can also increase the occur-
rence of flashback. Researchers are investigating the combustion fluid dynamics required to
completely oxidize hydrocarbon and hydrogen fuels. Because the momentum flux of the oxi-
dizer (air) is the primary variable in resolving these problems, an improved hydrogen burner
will also work efficiently with natural gas and liquid petroleum gas. This flexibility should
accelerate the utilization of hydrogen by facilitating the use of hybrid fuels.129
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5 HYDROGEN SAFETY

Hydrogen has been safely used for a long time in industrial and aerospace applications. Through
this experience, a great deal of relevant knowledge exists. However, in the preliminary stages
of a hydrogen economy, great care must be taken to assure a high degree of safety in all hydro-
gen applications because a loss in public confidence could have a significant impact on future
developments.

5.1 The Nature of Hydrogen

Hydrogen is less flammable than gasoline. The self-ignition temperature of hydrogen is 585∘C.
The self-ignition temperature of gasoline varies from 228 to 501C, depending on the grade
(Table 7). Hydrogen disperses quickly and, being the lightest element (15 times lighter than
air), it rises and spreads out quickly in the atmosphere. So when a leak occurs, the hydro-
gen gas quickly becomes so sparse that it cannot burn. Even when ignited, hydrogen burns
upward, and is quickly consumed. By contrast, materials such as gasoline or natural gas are
heavier than air, and will not disperse, remaining a flammable threat for a longer period of
time. Hydrogen is a nontoxic, naturally occurring element in the atmosphere. By contrast, all
fossil fuels are poisonous to humans. Hydrogen combustion produces only water. Compared
with the toxic compounds (carbon monoxide, nitrogen oxides, and hydrogen sulfide) produced
by petroleum fuels, the products of hydrogen burning are much safer. Hydrogen can be stored
safely in gaseous, liquid, or solid state form (see hydrogen storage section). Tanks currently in
use for storage of compressed hydrogen (similar to compressed natural gas tanks) have survived
intact through testing by various means, such as bullets, fires, and shocks.130

Other properties of hydrogen necessitate special considerations when handling. Hydrogen
consists of small molecules, which require special qualities in materials used in storage and
transportation. Hydrogen creates flammable and explosive mixtures of air over a broad spec-
trum (Table 7).131 These mixtures need very little energy to ignite. Ventilation is therefore an
important factor in areas where hydrogen is used.

5.2 How to Handle Hydrogen

Thewide flammability ranges of hydrogen imply that amixture of hydrogen and air might ignite
more easily than other fuels. Consequently, the following precautions must be adhered to:

• Hydrogen should not be mixed with air.
• Contact of hydrogen with potential ignition sources should be prevented.

Table 7 Summary of Safety Statistics for Hydrogen and Other Fuels

Characteristic Hydrogen Natural Gas Gasoline

Lower heating value (kJ/g) 120 50 44.5
Self-ignition temperature (∘C) 585 540 228–501
Flame temperature (∘C) 2045 1875 2200
Flammability limits in air (vol %) 4–75 5.3–15 1.0–7.6
Minimum ignition energy in air (μJ) 20 290 240
Detonability limits in air (vol %) 18–59 6.3–13.5 1.1–3.3
Theoretical explosive energy

(kg TNT∕m3 gas)
2.02 7.03 44.22

Diffusion coefficient in air (cm2∕s) 0.61 0.16 0.05

Source: Adapted from Ref. 118.
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• Purging hydrogen systems should be performed with an inert gas such as nitrogen.
• Venting hydrogen should be done according to standards and regulation.
• Because the hydrogen flame is invisible, special flame detectors are required.

Hydrogen should be handled with special care in confined, unvented areas. Various safety
assessments (safety codes and standards) are available or under development to serve as a guide
in setting up and designing hydrogen systems.132

Codes and Standards
The subject of codes and standards is covered in a different section of this handbook. How-
ever, it is important to note that the Hydrogen, Fuel Cells, and Infrastructure Technologies
(HFCIT) Program of the U.S. DOE and the National Renewable Energy Laboratory (NREL)
are developing hydrogen codes and standards to expedite the future construction of a hydrogen
infrastructure. HFCIT has developed a Web-based bibliographic database that is intended to
provide easy public access to a wide range of hydrogen safety aspects. The database includes
references related to the following topics133:

• Hydrogen properties and behavior
• Safe operating and handling procedures
• Leaks, dispersion, and flammable vapor cloud formation
• Embrittlement and other effects on material properties
• Fuel cells and other energy conversion technologies
• Sensors, tracers, and leak detection technologies
• Accidents and incidents involving hydrogen

Also, the National Fire Protection Association (NFPA) has incorporated hydrogen safety
requirements in its family of codes and standards.134 In Europe, a HySafe Network of Excel-
lence for Hydrogen Safety has been formed. The network is composed of 24 partners from 12
European countries and Canada, representing private industries, universities, and research insti-
tutions.135 The website www.hysafe.net offers a wealth of information on hydrogen safety. The
New Energy and Industrial Technology Development Organization (NEDO) in Japan is pursu-
ing a large number of projects on the safety of hydrogen infrastructure and building frames in
case of hydrogen explosion and earthquakes.136–138

Other organizations are also involved in new standards activities. The National Hydrogen
Association (NHA) has created Codes and Standards Working Groups on topics such as
hydride storage, electolyzers for home use, transportation infrastructure issues, and maritime
applications. The Society of Automotive Engineers, through a Fuel Cell Standards Forum
Safety Task Force, is collaborating with NHA on the transportation issues. The International
Organization for Standardization (ISO) level in ISO Technical Committee 197 (Hydrogen
Technologies) is actively pursuing the development of codes and standards with input from
national organizations.139

6 CONCLUSIONS

Fossil fuels, electricity, biomass, and sunlight are four potential resources to use in H2
production. So far, hydrogen has been produced principally from methane (a depleting energy
resource) using steam reforming. Although several possibilities exist for hydrogen production,
solar-based hydrogen would be desirable. Further, hydrogen represents a good storage medium
of solar energy. Producing hydrogen from water using solar energy appears to be an attractive

http://www.hysafe.net
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step toward this approach. However, relatively few water-based solar hydrogen-producing
systems are currently available: thermochemical cycle, photoelectrochemical system, photo-
chemical process, and solar-assisted electrolysis.

Even though thermochemical systems have high theoretical limits, they exhibit problems
with materials and separation at high temperatures. Photochemical and photoelectrochemical
systems are currently at a very early stage of development. The difficulties that still need to
be addressed with photoelectrochemical systems are semiconductor stability, efficient light
absorption, and interfacial kinetics. Currently, biophotolysis processes demonstrate very low
solar conversion efficiencies, and they can be sustained only for short periods of time. Among
the various hydrogen productionmethods, water electrolysis is the only developed nonpolluting
technology. Electrolysis efficiency of 85–95% is currently possible.

Hydrogen storage is essential, especially for the on-board vehicular applications that lead
to a hydrogen-based economy. Various hydrogen storage methods have been presented in this
chapter with respect to their physical and chemical phenomena. Currently, none of the storage
methods are mature enough to address all the technological barriers and targets of the U.S.
DOE’s FreedomCAR goals and require additional basic and applied research.

Some technologies are currently available for the practical and cost-effective utilization
of hydrogen as an energy carrier. Additional technologies need to be developed as hydrogen
production, transport, and storage capabilities become integrated into the energy economy.

Clean energy and a healthy environment are the concerns of everyone. Aggressive
improvement in energy efficiency, along with well-thought-out and executed transitional
strategies, are essential to enable the growth of hydrogen utilization and the development of
technologies, markets, and infrastructure to support a green hydrogen economy.
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1 INTRODUCTION

Energy conversion from thermal form (heat) to mechanical form (force or torque) are generally
done through the fluid medium of either water/steam or air/gas. Since water has to be reused,
it has to be vaporized (boiled) and condensed in a closed loop. Air, however, can be directly
sucked-in from and rejected-out to ambient atmosphere. It can be processed in an open loop.
The water/steam system of the former case is generally more complicated and heavy, hence it
is limited to the ground or marine applications, while the latter can be employed in air flight.
The turbomachines, steam turbines, and gas turbines are some examples. Although other
types of heat engines, such as steam engines, Otto and diesel engines, etc. are also commonly
employed, their choices normally depend on the magnitude of power output required and
types of fuel available.

The thermodynamic properties of water/steam flowing through the power plant with steam
turbine can be described with a Rankine cycle in a Mollier diagram, as shown in Fig. 1, for the
simplest case. Each point on the diagram represents the properties of water/steam at a certain
location in the plant. The curve from point 3 to 4 represents how the water/steam properties
change when it passes through a steam turbine. While 1 to 2 is through a pump, 2 to 3 is through
a boiler (steam generator), and 4 to 1 is through a condenser. To improve the plant efficiency, the
system and cycle phase diagram can be modified. The typical diagram of a real plant is shown in
Fig. 2. Detailed explanations of these diagrams are given in the typical thermodynamics texts1,2

and other chapters of this handbook.
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Figure 2 Schematic diagram of typical Rankine cycle with reheating and regeneration. (Reprinted by permission from Ref. 1.)

Many of the basic theories for gas turbines are also applicable to steam turbines. But the
steam can only be treated as an ideal gas when it is highly superheated. The criteria can be
expressed in terms of the compressibility factor Z ≡ p∕(ρRT). The compressibility factor is
a function of pR and TR, that is, Z = f (pR,TR), where the reduced pressure and temperature
are defined as pR ≡ p∕pc and TR ≡ T ∕Tc. The critical pressure and critical temperature pc,
Tc of steam are 3207 psia and 1165∘R, respectively. When Z is close to unity, the steam can
be treated as an ideal gas with the specific heat capacities ratio k = 1.30. Otherwise the chart
(Mollier diagrams as shown in Fig. 3), steam table, or other empirical formula has to be used
to relate the thermodynamic properties of fluid.

Another special characteristic of a steam turbine is that the fluid flowing through a steam
turbine can be a two-phase mixture of vapor and liquid droplets, especially in the low-pressure
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turbines, if it expands into the saturated region. The state of mixture is identified with a
parameter called moisture content, y = mlq∕mmx (ratio of liquid mass over total mixture mass
per unit volume, if two-phase mixture is homogeneous). The effects of liquid droplets on
steam turbine performance are twofold. First, the liquid droplets move slower than the vapor
and may impinge on the blade surface, causing additional friction loss and damaging the
blades in the long run. Second, in the fast expansion regions (pressure/temperature reduction)
through the turbine, some vapor condensation can be delayed, even when the mixture pressure
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Figure 3 (Continued)

drops into the saturated condition. This phenomenon is called nonequilibrium process or
supersaturation. Less energy in the vapor is released to do work than the slow expansion under
equilibrium process.

In central electricity generation power plants, steam turbines are predominantly employed.
This is so because steam can be conveniently generated with different types of fuel. Since the
water is separated from the combustion gas in the steam generator/boiler, the fuel can be fossil,
nuclear, solid waste, geothermal, or others. The pollutants from combustion can be treated
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separately. Also compared to the gas turbine, pumping liquid water in the steam power plant is
more efficient than pressurizing air in the gas turbine plant.

In the process plants where steam is needed, the steam can be produced economically
at a pressure and temperature higher than that needed. Sometimes the steam of different pres-
sure/temperature levels is needed. In these cases, steam turbines can be used to reduce the pres-
sure and produce mechanical power simultaneously, instead of using other pressure-reducing
devices through friction. In addition to these advantages, steam turbines are more flexible
for power and speed variations compared to electrical motors, especially for medium- and
high-power applications. Also steam turbines are spark proof in hazardous environments, have
higher starting torque, and are inherently self-limiting against overloading.

The disadvantage of steam turbine compared to the gas turbine at high-power and the
electric motor at low-power applications is its bulky size. Since it is generally a closed-loop
machine, a condenser and its accessories are required. Also the steam generator/boiler is heavier
than the combustion chamber in a gas turbine. Since the pressure of superheated steam is higher
than that of the air at the comparable temperature and density, as indicated from the ideal gas
equation, p = 𝜌(R0∕Mw)T , where Mw is the molecular weight, and R0 is the universal gas
constant.

Cogeneration and combined-cycles plants have become more popular in recent years due
to their higher overall plant efficiency. A detailed schematic is shown in Fig. 4. In this plant,
natural gas is burnt in the gas turbine. The residual heat in its exhaust gas is used to produce
steam in a heat recovery steam generator (HRSG), also called a waste heat boiler (WHB). The
steam is used to drive a steam turbine. Both turbines drive generator sets or other machinery.
Some steam is extracted for space heating, industrial processes, or gas turbine blade cooling.

2 HISTORICAL EVOLUTION OF STEAM TURBINES

The Greek geometrician Hero devised the first steam turbine more than 2000 years ago. A
simple closed spherical vessel mounted on bearings discharges steam from a boiler through one
or more pipes tangentially at the vessel’s periphery, as shown in Fig 5. He called it “Aeolipile”
(wind ball). It is a pure reaction machine. In 1629, Giovanni de Branca in Italy developed an
impulse-type steam turbine like a horizontal water wheel, as shown in Fig. 5b.

Not until the early nineteenth century did steam turbines attract any interest for power gen-
eration. In 1831, William Avery in the United States produced some Hero’s steam turbines to
drive circular saws. In 1848, Robert Wilson of Scotland patented a radial-inflow steam turbine.
In 1875, Osborne Reynolds of England, who invented the turbine pump, also made a multistage
axial-flow steam turbine, running at 12,000 rpm. While in 1884, Charles Parsons, also of Eng-
land, made a multistage axial-flow reaction turbine, running at 18,000 rpm to produce 10 hp.
He also tried to produce a multistage radial-inflow turbine but failed because of some mechan-
ical problems. In the following few years, he devoted his effort in the further development of
the axial-flow machines. His machines were used for marine propulsion and electrical power
generation.

Development of steam turbine was closely related to that of gas turbine. In the early stage
of gas turbine engine development, the failure was mostly due to the difficulty to design an
efficient compressor (pumping liquid water in a steam turbine engine is easier, as mentioned).
To produce a net positive output power, it requires that the turbine output power be greater than
the power required by the compressor or pump. This can be achieved by having either a higher
efficient compressor/pump or a higher gas/steam inlet temperature to turbine.

In 1903, Aegidus Eilling, in Norway, constructed the world’s first gas turbine that produced
net power output of 11 hp. His machine consisted of a 6-stage centrifugal compressor and a
single-stage radial-inflow turbine. While in France, August Rateau in 1905, designed a gas
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Figure 5 Ancient steam turbines by Hero and Giovanni de Branca. (Reprinted by permission from Ref. 3.)

turbine with total power output of 400 hp. It consisted of a 25-stage centrifugal compressor
with intercooling and a 2-stage axial-flow turbine of impulse type.

Thermal efficiency or heat rate, HR is strongly related to the peak temperature of fluid
entering the turbine (T3 in Fig. 1). In the past few decades, efforts in steam turbine development
have been made to increase the turbine inlet pressure/temperature with better materials and
blade cooling. Up to 1920, they were 200 psia/550∘F; around 1980, they were 2400 psia/1000∘F.
These efforts resulted in the thermal efficiency/heat rate being improved, as shown in Fig. 63.



2 Historical Evolution of Steam Turbines 1035

6000
1910 1915 1920 1925 1930

YEAR

O
V

E
R

A
L
L
 S

T
A

T
IO

N
 H

E
A

T
 R

A
T

E
 I
N

 B
T

U
 P

E
R

 K
W

H

A
V

E
R

A
G

E
 K

W
H

 P
E

R
 T

O
N

 O
F

 C
O

A
L

1935 1940 1945 1950 1955 1960

7000

8000

9000

10000

11000

12000

13000

14000

15000

16000

17000

18000

19000

STEAM CYCLESTEAM CYCLE

DEVELOPMENTDEVELOPMENT

STEAM CYCLE

DEVELOPMENT

IMPROVEMENT DUE TO REHEATING

IMPROVEMENT DUE TO FEED WATER HEATING

1000

1700

1800

1900

2000

2100

2200

2300

2400

2500

2600

2700

2800

2900

3000

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x
x

C
A

R
B

O
N

 S
T

E
E

L
 E

R
A

C
A

R
B

O
N

 H
O

L
Y

 E
R

A

L
O

W
 C

H
A

S
H

M
E

  
H

O
L

Y
 E

R
A

H
IG

H
 C

H
A

S
H

M
E

  
H

O
L

Y
 E

R
A

1
4

.4
 C

R
 E

R
A

C
A

S
T

 I
R

O
N

 E
R

A

1910

6

7

8

9

10

11

12

13

14

15

16

(a) Steam cycle development

(b) Fossil-fuel unit heat rate as a function of time

Straight condensing

Regenerative feed heating

Thermal

efficiency

percent

H
o

ur
 r

a
te

. 
B

T
U

/k
w

-h
r 

x
 1

0
–
3

Reheating

–25

–30

–40

–50

Combined

cycles

20 30 40 50

Year

60 70 80 1990

Figure 6 (a) Development of steam turbines. (b) Fossil fuel unit heat rate as a function of time. (Reprinted
by permission from Ref. 4.)
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Further improvement in thermal cycle efficiency has been achieved by combining gas turbine
and steam turbine in a combined cycle or cogeneration plant, to be discussed in Section 6.

3 TURBINE STAGES

Steam turbine is a type of turbomachine that converts energy through the continuously dynamic
interaction between fluid medium and a rotating impeller called a rotor. Other stationary com-
ponents are also required to convert thermal to kinetic energy of fluid or simply to change the
flow direction. They are called nozzles or stators.

According to the types of rotor and stator, most of the steam turbines can be either
radial-inflow or axial-flow type. The former is mainly used for the low-power units, while
the later is employed for the medium- or high-power units and is generally arranged in a
multistage, where each pair of stator and rotor is called a stage. The rotor can be either impulse
or reaction type. They are shown in Fig. 7 schematically.

In the impulse types (also called Rateau type after its inventor), steam pressure and
enthalpy drop predominantly in the stator in each stage, and only negligible expansion takes
place in the rotor due to friction. Hence the rotor flow passage area is almost constant. In the
reaction type (also called Parsons type), steam expands almost equally in stator and rotor.
In general, the reaction type is more efficient, but it transfers less energy than the impulse
type each stage for the same size and rotating speed. Under the maximum ideal situation, we
have energy transfer per stage, ΔEr,max = U2 and ΔEi ,max = 2U2, respectively, where U is the
tangential velocity of the blades at mean radius.

Using the quasi-steady, one-dimensional flow analysis, the energy transfer equation across
each stage (called Euler’s equation in turbomachinery) can be expressed as

Δh0 = ΔE = Ui Vui − Uo Vuo (1)

where Δh0 is the stagnation enthalpy drop of steam across each stage, Vu is the tangential
component of steam absolute flow velocity at mean radius, subscripts i and o designate inlet
and outlet of the rotor. For the axial-flow bladings, we have Ui = Uo = U.

More detailed discussions on these topics can be found in the typical turbomachinery texts,
such as Ref. 3 and 5.

3.1 Velocity-Compounded Stage

As mentioned, for the same size and rotating speed, an impulse turbine stage converts more
energy per stage than a reaction turbine stage. Hence in a multistage turbine, the impulse
stages are placed upstream to reduce the fluid pressure/temperature faster. So the total num-
ber of stages required can be reduced. This is especially advantageous for the steam turbine
because the steam boiler pressure is much higher. To facilitate the pressure drop even further,
a velocity-compounded stage arrangement is sometimes used for the first few stages of a mul-
tistage steam turbine. It can be either a Curtis stage or a reentry stage, as shown in Fig. 8. Most
pressure drop occurs in the nozzle (normally a convergent−divergent nozzle), and hence higher
velocity is obtained at the rotor inlet.

In a Curtis stage, two rows of impulse rotor blades are used with a row of stator blades in
between to change the flow direction. Sometimes, a second row of stators and a third row of
rotors are added. The velocity and h-s diagrams across both rotors are shown in Fig. 9.

The required conversion of enthalpy to kinetic energy takes place in the nozzle, and the
static enthalpies downstream of station 1 are constant, as shown. For the ideal case of flow
without friction losses, the static pressure will also be constant. This can be shown in the h-s
diagram when all points 1, 2, 3, 4 and s2, s3, s4 collapse into one single point s1.
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Figure 7 Types of turbine stages: (a) Typical radial-inflow turbine and (b) axial-flow turbine stage.
(Reprinted by permission from Ref. 3.)

The energy transfer of both rotors from Eq. (1), can be written as

ΔE1 = U(V1 sin 𝛼1 + V2 sin 𝛼2) = U(V1 sin 𝛼1 +W2 sin 𝛽2 − U)
= U[V1 sin 𝛼1 + (V1 sin 𝛼1 − U) − U] = 2U(V1 sin 𝛼1 −U)

ΔE2 = U(V3 sin 𝛼3) = 2U(W3 sin 𝛽3) = 2U(V3 sin 𝛼3 − U) = 2U(V2 sin 𝛼2 − U)
= 2U(W2 sin 𝛽2 − 2U) = 2U(W1 sin 𝛽1 − 2U) = 2U(V1 sin 𝛼1 − 3U) hence

ΔEc = ΔE1 + ΔE2 = 4U(V1 sin 𝛼1 − 2U).
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Figure 8 Velocity compounded stages: (a) curtis stage and (b) reentry state. (Reprinted by permission
from Ref. 6, © McGraw-Hill Education.)
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Figure 9 Curtis stage velocity and h-s diagrams. (Reprinted by permission from Ref. 3.)

Expressed in terms of the utilization factor, we have

𝜀 =
ΔEc

ΔEc + V4
2∕2

=
ΔEc

V1
2∕2

= 8

(
U
V1

)
[sin 𝛼1 − 2

(
U
V1

)

where V1
2∕2 = ΔEc + V4

2∕2 is the total available energy, since h1 = h4 as shown in the h-s
diagram.
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To find the condition of maximum 𝜀, we set d𝜀/d(U/V1) = 0, that is,

8 sin 𝛼1 − 32

(
U
V1

)
= 0 or

(
U
V1

)

max

=
sin 𝛼1

4
. (2)

The corresponding maximum 𝜀 and ΔEc are obtained as

𝜀max = 2 sin 𝛼1

(
sin 𝛼1 −

sin 𝛼1

2

)
= sin 2𝛼1 (3)

ΔEc,max = 4U(2U) = 8U2 (4)

For the regular impulse and reaction turbines, the maximum energy transfer per stage
are ΔEi,max = 2U2 and ΔEr,max = U2, as mentioned. Hence the advantage of a Curtis stage
is obvious.

4 CLASSIFICATION OF STEAM TURBINES

Steam turbines can be classified according to several different schemes:

1. Based on steam flow direction, a steam turbine can be an axial-flow, radial-inflow,
radial-outflow (also called Ljungstrom turbine), or tangential-flow machine.

a. The construction of an axial-flow steam turbine is similar to that of the axial-flow gas
turbine. The flow through the stator and rotor is substantially in the axial direction.
This type of design is predominantly adapted in the medium- and high-power units
as mentioned, except the single-stage impulse turbine for high-flow, low-pressure
drop steam. Any reasonable number of stages can be used for the expansion of
high-pressure/temperature steam in a compact arrangement. Some different arrange-
ments normally adopted are:

(i) All regular impulse stages, also called pressure stage
(ii) All reaction stages
(iii) Curtis stage, also called velocity stage
(iv) Several Curtis stages, with a nozzle for each stage; also called pressure and

velocity stage
(v) A Curtis stage followed with several reaction stages
(vi) A few impulse stages followed with several reaction stages.

Some turbines have extraction or induction at the intermediate stages.
The schematic diagram of a typical multistage steam turbine is shown in Fig. 10. As
mentioned, each stage consist of a row of rotor blades fixed on the shaft and a row of
stator blades. The stator blades can be directly inserted to the casing, individually or
in groups. Or they can be part of an integral component called a diaphragm fixed to
the casing as shown in Fig. 11. The diaphragm design of higher structure integrity is
normally employed in the impulse stages, to accommodate the high-pressure drop
across the stators.

b. The radial-inflow turbine, as discussed, is primarily designed for the lower power
units. As indicated in the Euler equation for turbines [Eq. (1)], radial-inflow is a
logical arrangement to maximize the energy transfer for radial-flow turbines since
it results in Ui > Uo.

c. The radial-outflow turbine, also called Ljungstrom turbine, is shown in Fig. 12. The
steam enters the blades through the hollow shaft radially. Two rotors, with blades
arranged alternatively, rotate in opposite directions. There is no stator between the
rotor blades. The velocity diagrams shown are for the first two inner rings of blades.
It is noted that the peripheral velocity U changes direction, hence U3 = − U2, and
the absolute velocity V3 = V2.
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Figure 10 Typical axial-flow multistage steam turbine. (Reprinted by permission from Ref. 6, © McGraw-Hill Education.)
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Figure 11 Typical diaphragm with nozzles and seals.

The energy transfer based on the Euler equation across each rotor is always posi-
tive, that is, ΔE = UiVi − UoVo > 0. This type of turbine has high efficiency, but is
complicated mechanically and expensive to construct. Hence its development has
not been widely received.

d. The tangential-flow turbine, as shown in Fig. 13 is similar to the Pelton wheel of
hydraulic turbine. The steam exiting from nozzles that are arranged almost tangent
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Figure 13 Tangential flow steam turbine. (Reprinted by permission from Ref. 3.)

to the periphery of the rotor impinges on a semicircular rotor blade (or bucket). It
then discharges to a reversing chamber and reenters the rotor blades.

2. Based on the exhausting condition, the steam turbines can be classified as

a. Condensing

b. Noncondensing, or topping

The condenser pressure ranges from 26 to 29 in. Hg VAC (0.5− 2 psia). In the noncon-
densing turbine, the exhausting steam is used for processing or heating, and hence it is
an open-cycle machine. The topping turbine exhausts steam to another steam turbine.

3. Steam turbines can also be classified according to

a. Orientation of their shaft, either horizontal or vertical

b. Connection with load, either directly connected or geared.

The choice will depend on the application, installation, and space available.
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4. For the high-power systems, more than one casing or one shaft may be needed. Hence,
the steam turbines can be classified as

a. Tandem-compound unit

b. Cross-compound unit.

The tandem-compound unit has all turbines driving the same shaft, while the
cross-compound unit has the turbines driving the separate shafts, as shown in Fig. 14.
In the large plants, steam turbines may be divided into three sections, according to their
pressure ranges:

a. High-pressure turbine (HP) with pressure ranging from 400 to 4500 psia
(2.8–31 MPa)

b. Intermediate-pressure turbine (IP) with pressure ranging from 300 to 1300 psia
(2–9 MPa)

c. Low-pressure turbine (LP) with pressure below 300 psia (2 MPa)

In the LP sections, typically, the steam is split into two flows to drive two identical
turbines, because the low-pressure/density steam requires more flow passage area. This
arrangement also helps to minimize the axial thrust on the shaft and bearings.

5. Based on the arrangement of the first-stage nozzles, the steam turbines can be classified
as

a. Full admission

b. Partial admission

The turbines with full admission have the nozzles arranged around a complete cir-
cle upstream of the first-stage rotor. In general, the partial admission arrangement is
employed in the HP turbines since the high-pressure/density steam requires less flow
passage area.

HP G

(a) Single casing with extraction

(b) Tandem-compound with reheat and double flow (c) Cross-compound with double flow

LPLP G

IPHP G

LP

reheater

reheater

HP LP GIP

Figure 14 Arrangement of steam turbine casing and shaft: (a) single casing with extraction, (b) tandem
compound with reheat and double flow, and (c) cross compound with double flow.
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5 STEAM TURBINE PARAMETERS AND PERFORMANCE

5.1 Efficiencies

Similar to other types of turbomachines, the efficiencies of a steam turbine can be defined to
account for several mechanisms of energy losses in converting input power to output power.
The overall efficiency (also called engine efficiency or brake engine efficiency) is defined as
𝜂o∕a ≡ Ps∕(mtΔHs), where Ps is the output shaft power, mt is the total steam mass flow rate
through the turbine stages, (excluding leakage through the shaft/packing seals and assuming
no extraction) and ΔHs is the isentropic stagnation enthalpy drop per unit mass of steam from
inlet condition to exhaust pressure. Or mtΔHs is the maximum possible energy conversion for
the given inlet/outlet conditions.

The energy losses contributing to the fact that 𝜂o∕a being less than 100%, can be divided
into

1. Losses due to the flow friction and secondary flow through the flow passages, ΔHf

2. Losses due to the flow leakage through the rotor/casing clearances, ml

3. Losses due to the friction of rotor disk, bearings, seals of rotor blading, transmission
gear, and the power to drive the accessory devices, such as governor and oil pump, if
there is any, ΔPm

The efficiencies associated with these losses are defined as adiabatic efficiency
𝜂ad = ΔHa∕ΔHs = (ΔHs − ΔHf )∕ΔHs, volumetric efficiency 𝜂v = (mt − ml)∕mt, and mechan-
ical efficiency (also called rotational efficiency in some studies) 𝜂m = Ps∕(Ps + ΔPm) =
Ps∕[(mt − ml)ΔHa), respectively, where ΔHa is actual stagnation enthalpy drop per unit
mass of steam. The overall efficiency can, therefore, be related as 𝜂o∕a ≡ Ps∕(mtΔHs ) =
Ps∕(mtΔHs )](ΔHa∕ΔHa)[(mt − ml∕(mt −ml)] = 𝜂ad 𝜂v 𝜂m. Sometimes, the internal effi-
ciency defined as 𝜂i ≡ 𝜂ad 𝜂v is used, especially in designing the turbine itself.

For the machine users, a parameter called steam rate (SR) is more relevant than the effi-
ciencies defined above. It is defined as the steam mass flow rate required to produce one unit of
shaft power, expressed in the units of lbm/(hp-h) or kg/(kW-h). It is inversely proportional to the
overall efficiency for a given set of steam inlet/outlet conditions. Since we have SR ≡ mi ∕Ps =
(mtmi∕mt)∕Ps = (mi ∕mt)∕(ΔHs𝜂o∕a) from the definition, where mi is steam mass flow rate at
turbine inlet, which includes leakage through the shaft/packing seals, mls ormi = mt + mls. This
is true only for the basic turbine without extraction and reheating. Or the heat rate (HR) can be
defined as the heat supply required to produce unit work in terms of Btu/(kW-h), Btu/(hp-h) or
kJ/(kW-h). It is a more useful measure of performance, as it is directly proportional to the cost
of fuel for each unit of work output. Of course, both mass rate and heat rate are dimensional,
some conversion factors are needed to relate them with thermal efficiency.

Thermal efficiencies are slightly different from the efficiencies defined above. They are
based on the heating value per unit mass of steam at turbine inlet, Qi, as follows:

1. Brake thermal efficiency, 𝜂th,b = Ps∕(miQi)
2. Internal thermal efficiency, 𝜂th,i = ΔHa ∕Qi

3. Rankine-cycle efficiency, 𝜂th,r = ΔHs∕Qi

Hence, we have adiabatic efficiency, 𝜂ad ≡ ΔHa∕ΔHs = 𝜂th,i ∕𝜂th,r. Then, the heat rate
(HR) and brake thermal efficiency can be related as 𝜂th,b = Ps∕(miQi) [kW∕kJ∕s)] = 3600Ps∕
(miQi)[kW∕(kJ∕h)] = (3600∕1.055)Ps∕(miQi)[kW∕(Btu∕h)] = 3413∕{HR [Btu∕(kW-h)]} =
2545∕{HR[Btu∕(hp-h)]}. The numerical values of “3413” and “2545” come from the unit
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conversion and are actually the theoretical heat rate (THR), corresponding to the turbine
efficiency of 100%.

For a condensing closed-loop system without extraction, Qi can be evaluated from Qi =
hi − hf , where hi and hf are the enthalpies of steam at turbine inlet and water at boiler inlet,
respectively. Or it can be related as miQi = 𝜂b mfQf , where 𝜂b is the boiler efficiency, mf and
Qf are the fuel mass flow rate and fuel heating value, respectively. Alternative definitions are
used, especially for the open noncondensing systems.

5.2 Nondimensional Parameters

From dimensional analysis the typical non-dimensional parameters used in relating a steam
turbine performance can be obtained as:

1. Pressure ratio between outlet and inlet, p0e∕p0i

2. Power coefficient, Ps∕(p0i D
2
√
RT0i) (or temperature ratio, T0e∕T0i)

3. Mass coefficient, m
√
RT0i∕(p0iD

2 ) (or flow Mach number, Vi∕a0i)

4. Rotational speed coefficient, ND∕
√
RT0i (or velocities ratio, U∕Vi, or rotational Mach

number, U∕a0i)

5. Torque coefficient, 𝜏 ∕(p0iD
3)

6. Overall efficiency, 𝜂o∕a = Ps∕(mΔHs)

The detailed derivation can be found in Ref. 3. For a given machine and fluid medium, the
characteristic dimension (rotor diameter), D, and gas constant, R, are constants, hence they are
generally ignored in the parameters for correlating its own performance.

The average efficiencies of typical steam turbines can be correlated with a parameter called
quality factor (QF). The situation is similar to the specific speeds used in the other turboma-
chines. The quality factor is defined as QF ≡ ΣUi

2∕ΔHs, where Ui is the rotor tip velocity of
the stages. It can be related to the other parameters as follows.

Across each stage, we have the enthalpy drop Δhs related as f Δhs = Vs
2∕(2gc) =

Ui
2∕(2gc𝜆2), or Ui

2∕Δhs = 2gc f𝜆
2, where V2 is the absolute flow velocity at the nozzle outlet

(rotor inlet), gc is the conversion factor, f is the fraction of stagnation enthalpy drop converted to
kinetic energy through the nozzle. It is recalled that f ≈ 1.0 and 𝜆 ≡ Ui∕V2 = sin 𝛼2∕2 ≈ 0.5
for impulse blading or f ≈ 0.5 and 𝜆 = sin 𝛼2 ≈ 1.0 for reaction blading under the maximum
efficiency condition.

Assuming identical stages, the above expressions can be summed over all stages in the
form ΣUi

2 = 2gc f𝜆
2ΣΔhs = 2gc f𝜆

2RHΔHs, where RH is the reheat factor for steam, defined
asRH = ΣΔhs∕ΔHs. Hence the quality factor can be related asQF ≡ ΣUi

2∕ΔHs = 2gc f𝜆
2RH .

The reheat factor, RH also relates the overall adiabatic efficiency of a multistage turbine with
the individual stage efficiency as 𝜂ad = RH 𝜂s, if 𝜂s is the same for all stages. Typical values for
RH and 𝜂s are RH = 1.04 ∼ 1.10, 𝜂s = 0.84 ∼ 0.90. A simplified and straightforward procedure
to determine RH is discussed in Ref. 7.

A chart relating the average engine efficiency and quality factor for multistage
steam turbines is given in Fig. 15. Here the conversion factor gc is gc = 778 × 32.2 =
25, 052 (ft∕s)2∕(Btu∕lbm) in the English system of units, and gc = 1000 (m∕s)2∕(kJ∕kg)in
the SI system.

For the convenience of machine selection, the manufactures also plot their machines per-
formance at the rated power under different inlet/outlet conditions. Typical performance curves
of axial-flow multistage steam turbines of both condensing and noncondensing types are shown
in Fig. 16. The effects of steam inlet pressures, degrees of superheat and vacuum at the con-
denser on turbine performance are also included.
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5.3 Basic Stage Performance

Similar to other types of turbines (such as gas, hydraulic, and wind turbines), the basic per-
formance of a steam turbine stage can be expressed in terms of shaft power or efficiency
versus the rotational speed under constant steam mass flow rate and inlet/outlet conditions.
They are shown in Fig. 17 qualitatively. It results from the energy transfer equation (Euler’s
equation) with the appropriate changes of velocity diagram as the rotational speed of rotor
changes. Under maximum efficiency condition, the steam relative flow direction matches with
the rotor blades with minimum interference and losses, which is the design condition. The shaft
torque, 𝜏 = Ps∕𝜔 is also shown with maximum at the stationary condition. It reaches zero at
the run-away speed, when both torque and power become zero.

As mentioned, for reaction turbine stage, the maximum efficiency occurs around U∕V2 ≈
1; for impulse type, it is around U∕V2 ≈ 0.5, where U is the blade tangential velocity, and V2
is the steam flow velocity at nozzle outlet (rotor inlet).

5.4 Part-load Operation

Most turbines are designed at the high-power condition (but not the maximum power) and are
required to operate at a constant speed for some variation of output power. For gas turbines,
the output power can be changed by injecting different amount of fuel, hence changing the
air–fuel ratio and turbine inlet temperature. For steam turbines, the boiler condition and hence
the steam pressure/temperature at turbine inlet are usually kept constant. The variation of
output power must be affected by either (1) reducing the steam pressure with throttling or
(2) partial admission, that is, admitting steam into only some of the nozzles, upstream of the
first stage of turbine. In the other cases, if the turbines have to be operated with overload for
a short period of time, the steam can bypasses the first one or two stages with full pressure.
This will cause the mass flow rate, hence output power, to increase since the flow passage
area normally increases from upstream to downstream in order to accommodate the increasing
specific volume of steam. Of course, all of these operations under off-design conditions will
result in a slight decrease in plant efficiency.

Throttling is a process to cause pressure reduction with flow friction, while enthalpy
is constant and entropy increases, so the available energy in steam drops. It is simple but
inefficient, so it is primarily used in the small turbines, where initial cost is more important
than operating efficiency.
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Figure 17 Theoretical shaft torque, power, and efficiency of a turbine versus rotating speed.
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Partial admission is more complicated but causes less drop in efficiency. Steam supply fol-
lowing the main valve is split into two or more streams, each with its own control valve. Under
part-load operation, the steam is admitted only to some of the nozzles, with the design pressure
maintained (but the mass flow rates in the other parts of the plant have to be adjusted accord-
ingly). No extra energy loss is incurred, except that due to the windage and turbulence in the
rotors as steam passes “idle nozzles.” Partial admission is commonly used in the large turbines.

In both methods, however, the parameter that changes significantly with output power is
steam mass flow rate. The efficiency and enthalpy changes are relatively minor. Hence under
the off-design operation, shaft power and steam flow rate are related almost linearly. This rela-
tionship as shown in Fig. 18 is called Willans line. With this simple relationship, the complete
off-design performance of a steam turbine can be obtained with the tests at two conditions.
Then a straight line is plotted through them. The intercept on abscissa (point 1) indicates the
no-load loss, P1, that is external power required to drive the turbine without steam flow sup-
plied, or the power losses ΔPm mentioned earlier, while that on ordinate (point 2) represents
the flow required for no-load, mo. The steam rate SR = mi∕Ps is also plotted as shown. They
can be expressed mathematically as

mi = mo(1 + Ps∕P1) SR ≡
mi

Ps
= mo

(
1
Ps

+ 1
P1

)

The heat rate (HR ≡ miQi∕Ps) curve is similar to the steam rate curve since the inlet steam
condition is kept constant and the heat required to produce unit mass of steamQi (called heating
value) is constant. While the thermal efficiency is reciprocal to the heat rate with a conversion
factor since we have 𝜂th,b = Ps∕(miQi). These two curves are shown in Fig. 19 qualitatively.
Considering the combustion processes and boiler performance, the heating value Qi , if not
available, can be treated as approximately equal to the steam enthalpy drop ΔHs, and mi ≈ mt,
hence we have 𝜂t,b ≈ 𝜂o∕a.

Another curve, called incremental heat rate curve (dHR∕dPs versus Ps) can also be devel-
oped. It is useful in an economic load dispatch procedure for the major utility networks.

mi

Ps

0

0

2

1

SR

Figure 18 Willans line (steam mass flow rate versus shaft power).

HR

Ps

ηth.b

Figure 19 Qualitative heat rate and thermal efficiency versus shaft power for part load with constant
rotating speed and steam inlet/outlet conditions.
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With a fixed exhaust pressure, the steam mass flow rate is approximately proportional to
the turbine inlet pressure. For choked flow, as is likely in an impulse turbine stage, the mass
flow rate can be calculated from

mt = 𝜌1 V1 A1 = 𝜌1a1A1 ∼
(

p1

RT1

)√
(kRT1) ∼

p1√
T1

where a1 is the sonic speed of steam, if the superheated steam can be treated as an ideal gas.
For nonchoking flow, the manipulation given below also shows a linear relationship.

Across each stage, we have Δh ∼ (V2
2 − V1

2) − V1
2(C1 − 1), where C1 ≡ (V2∕V1)2 ≅

(A1∕A2)2is approximately constant for low subsonic flow. Or we have V1
2 ∼ Δh ∼ Δp∕𝜌. And

from mt = 𝜌VA across each stage, we have

mt
2 = (𝜌VA)2 =

(𝜌1 V1)2

(1∕A1)2
=

(𝜌2 V2)2

(1∕A2)2

=
(𝜌n Vn)2

(1∕An)2

hence,

mt
2 =

Σ(𝜌i Vi)2

Σ(1 ∕Ai)2
=

Σ(𝜌iΔpi)
Σ(1∕Ai)2

Also from Δ(𝜌p) = 𝜌Δp + pΔ𝜌 and p = C𝜌k, or𝜌Δp = kpΔ𝜌, we have Δ(𝜌p) = 𝜌Δp +
𝜌Δp∕k = [(k + 1)∕k]𝜌Δp

Or substituting it back, we have mt
2 = [k∕(k + 1)]Σ[Δ(𝜌ipi)]∕Σ(1∕Ai)2 = [k∕(k +

1)][(𝜌1p1 − 𝜌2p2) + (𝜌2p2 − 𝜌3p3) + 𝜌npn]∕Σ(1∕Ai)2 ≅ [k∕(k + 1)](𝜌1p1)∕Σ(1∕Ai)2, or
mt

2 ∼ 𝜌1p1 = p1
2∕(RT1) So it is concluded that mt ∼ p1.

6 COGENERATION AND COMBINED-CYCLE PLANTS

Cogeneration is a system in which fuel energy is used to generate shaft power and steam thermal
energy simultaneously. So the overall efficiency of the plant can be improved.

It can be either a topping cycle or a bottom cycle system. They are shown schematically in
Fig. 20. In the topping cycle, fuel is burnt to produce high-pressure/temperature gas or steam
to drive a gas/steam or combined-cycle turbine. Then the exhaust gas from the gas turbine is
used to produce steam through a heat recovery steam generator (HRSG) (also called waste
heat recovery boiler in the literature). Or the steam is extracted from the intermediate stages of
the steam turbine and from its final exhaust for process/heating. In the bottom cycle system, the
fuel is burnt to produce the steam for industrial plant processes. Then the waste heat from the
exhaust steam is used to drive a steam turbine for shaft power production. The exhaust steam
from turbine can be used for another process/heating.

In a combined-cycle power plant, the hot gas exhausted from a shaft power gas turbine
is used to generate steam to drive a steam turbine. It can generally be designed such that the
required equipment can be selected from the existing models (including gas turbine, steam
turbine, and HRSG). Additional fuel can be burnt in HRSG to make up the discrepancy between
the gas turbine exhaust condition and the design inlet condition for the steam turbine.

The definition of thermal efficiency (also called utilization factor in some studies) for a
cogeneration system is not straightforward since the mechanical energy of shaft is worth more
than the steam heating energy from a thermodynamics point of view. Hence two types of defi-
nition are devised, namely,

𝜂th =
Ps + mex Qth

miQin
or 𝜂th =

As + Ath

Ai
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Figure 20 Cogeneration systems: (a) topping cycle, (b) bottom cycle, and (c) combined cycle. (Reprinted
by permission from Ref. 3.)

where Ps is mechanical shaft power, mex, and Qth are the mass flow rate and heating value of
steam produced, mi and Qin are the mass flow rate and heating value of steam at turbine inlet.
While As, Ath and Ai are the equivalent availabilities of shaft power, produced steam, and inlet
steam required.

Discussion on the basic concept of availability and thermodynamic cycles of the cogener-
ation or combined-cycle plants can be found in typical thermodynamics texts, such as Ref. 1
and 2. More detailed information about cogeneration and combined cycle plants can be found
in Ref. 8.

7 APPLICATIONS

As mentioned earlier, the steam turbines are commonly used in the following industries.

Electric Utility. Due to their capabilities of using multiple types of fuel and quick starting up,
the steam turbines are predominantly used to drive electric generators. They can be either for
base load or peaking services with a rating up to 1200 MW. To meet the large load demand,
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many turbines run in parallel, or cross-compound arrangements as mentioned earlier. Other
smaller units are used to drive the auxiliary equipment, such as the boiler-feed pump in the plant.
Main considerations in selection are economics, reliability, load cycles, and peak demand.

Process Industry. Steam turbines are widely used in the petrochemical plants, as the mechanical
drives for centrifugal pumps, turbofans, blowers, and compressors, especially those high-power
units with size up to 15,000 hp. They are also used to drive the pumps and compressors for the
oil and gas pipelines. Main considerations in selection are process requirements and possible
growth, reliability and economics. Some small units (called turboexpanders) are used to reduce
the steam pressure from high-pressure source for processes in the plants. Cogenerations and
combined cycles are commonly employed. Typical cogeneration service employs small size
units up to 3500 hp, using steam from boiler with pressure up to 1400 psia in topping service.

Marine Applications. Steam turbines are used for ship propulsions and auxiliary equipment
drives. Their selection considerations are compactness/weight, reliability, and fast speed change
capability. Typically, impulse or Curtis stage turbines are employed since they are more com-
pact.

Geothermal. Geothermal fluid from wells can be either dry steam or two-phase mixture of
water and steam. Two-phase mixture has to be flashed in a separator to produce pure steam
before being admitted into the turbine. Steam turbines used in the geothermal powers require
special construction materials, such as stainless steel or titanium, for the critical parts due to the
corrosive steam with sulfur. They require more frequent cleaning due to the scaling problems
associated with silica, calcium, carbonate, sulfate, and heavy-metal ions in the steam. Due to the
low-energy content per unit mass of steam (low pressure/temperature), the steam turbine size
is larger. The longer blades are required to accommodate higher flow rate. A typical 60-MW
turbine for geothermal power has a size about 2.5 times an equivalent fossil unit turbine.

Ocean Thermal Energy Conversion (OTEC). Special fluid medium and design characteristics
are required for the low temperature difference (around 22∘C) between ocean surface and bot-
tom floor. The closed-cycle type OTEC uses ammonia, sulfur dioxide, or Freon compounds
as the working fluid medium. It is more compact, but some special materials and equipment
are needed to handle the corrosive fluids. In the open-cycle-type OTEC, water/steam is used
directly as the working fluid medium. The warmer water from the ocean surface is flashed
into steam in a low-pressure evaporator to drive the steam turbine. The exhaust steam is con-
densed with the cooler water from ocean bottom. Then the condensate is pressurized to ambient
atmospheric pressure, before being rejected. The system will be bulky, but fresh water can be
produced as a by-product. More information on geothermal and OTEC systems are available
in Ref. 9.

Solar Rankine Cycle System. Solar energy can be converted into electricity directly through
the photovoltaic process. It can also be converted to mechanical energy through a thermal con-
version process with gas or steam turbine. The choice is mainly an economical consideration.

However, due to the relatively low temperature of the fluid medium that solar energy can
produce, special fluid medium has to be used in a closed loop with a gas/steam turbine. Similar
to the OTEC system, the Rankine cycle system also employs ammonia, sulfur dioxide, and
Freon compounds or their mixtures with water (hence it is also called an organic Rankine cycle).
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Table 1 Rankine Cycle System Substance Properties

Critical Properties Saturation Properties

Substance pc(psia) Tc (R) pc (psia) Ts (∘F) ps (psia) Ts (∘F) ps (psia) Ts (∘F)

Ammonia 1637 730 14.7 −28.1 100 56 200 96
Freon 134A 591 673 14.7 −15 100 79 200 125
Water 3207 1165 14.7 212 100 328 200 382

It is so since the superheated vapors of these substances have lower temperatures than that of
water at the comparable pressure, as shown with the sample data in table.1.

One example of studies on this type of system is given in Ref. 10.

8 OTHER RELATED TOPICS

8.1 Turbine Control

Control systems (also called governing systems) can be mechanical, hydraulic, analog, or dig-
ital or a combination of them, depending on the size and complexity. In steam turbines, the
main function of a control system is to maintain a constant rotating speed of shafts or a constant
pressure at some points.

For the steam turbine driving an electric generator, the shaft rotating speed has to be con-
stant in order to generate electrical output of constant frequency. But when the load changes,
the shaft speed will change, hence the steam flow entering the turbine has to be adjusted. Also,
under normal operating conditions, steam flow through the unit is controlled by positioning the
main steam control valves. If an unsafe condition develops, either the analog/digital system or
a mechanical backup system will close the main and reheat steam valves.

Examples of pressure control are (1) pressure upstream of the control valves, (2) back
pressure, and (3) pressure at extraction points.

8.2 Gland Seals

Seals are required at the rotor and nozzle blades to minimize leakage as mentioned. Gland
seals are also provided, where the turbine shaft passes through the casing. In steam turbines,
labyrinth seals are typically employed, due to their high rotating speed and high-temperature
environment. They are used to minimize air leaking into LP turbines and steam leaking out in
HP and IP turbines. To further reduce or completely eliminate the leaking in or out, low-pressure
or high-pressure headers located next to the seals can be used to collect or inject steam. The
collected steam in steam–air mixture is condensed in a gland steam condenser.

8.3 Turbine Blade Erosion

Erosion of turbine blades can occur if moisture is present in the steam. This is especially pos-
sible for LP turbines. Moisture removal and reheating is accomplished either by rerouting the
steam back to the boiler or by a moisture separator reheater. It can be a separately fired heat
exchanger or an open heater mixed with the superheated steam extracted from HP turbines.
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8.4 Axial Thrust

Due to the differences in pressure and steam flow momentum flux across each row of rotor blad-
ing, the whole rotor assembly is subject to an unbalanced axial thrust force. This is especially
pronounced in the multistage turbines with predominant reaction type of blading. The magni-
tude and direction of this force can vary with the operating condition. Typically, this net axial
thrust is taken care of with the Kingsbury thrust bearings. To reduce the load of thrust bearing,
some design schemes are incorporated if possible. They can be:

1. Balance holes in the rotor disk

2. Thrust compensator (or called dummy piston) with two sides of the disk exposed to
different pressure

3. Double-flow turbines driving one shaft, with steam flowing in opposite directions as
mentioned earlier.

Normally, the axial position of the thrust bearing can be adjusted to change the clearance
between rotor and stator (or casing). The clearance can change due to wearing of some parts
from the machine operation.

Symbols.

A flow passage area (in2 cm3)
a acoustic speed (ft/s, m/s)
C constant
GT gas turbine
gc conversion factor (= 32.174 lbm∕slug,= 1for SI system)
ΔHs isentropic enthalpy change per unit mass flow rate, across

a multistage machine
h enthaply of fluid per unit mass (Btu/lbm, kJ/kg)
Δh0s stagnation enthalpy change per unit mass flow rate

across each stage
k ratio of specific heats
Mw molecular weight
m mass flow rate (lbm∕s, kg∕s)
p pressure (psi, Pa)
Ps shaft power (lbf-ft∕s, hp, kW)
Δp pressure rise or change (psi, Pa)
Q heating value (Btu∕lbm, kJ∕kg)
R gas constant [Btu∕(lbm-R), kJ∕(kg-K)]; Rankine (absolute temperature

scale in English system)
Rh reheat factor
ST steam turbine
s entropy of fluid per unit mass [Btu∕(lbm-R), kJ∕(kg-K)]
T temperature (∘F, R, ∘C, K)
U, U impeller peripheral velocity (ft/s, m/s)
V, V absolute flow velocity (ft/s, m/s)
WW relative flow velocity with respect to impeller (ft/s, m/s)
y moisture content of two-phase mixture
Z elevation (ft, m); compressibility factor
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Greek Letters.

𝜀 utilization factor
𝜌 fluid density (lbm/ft3, kg/m3)
𝜋 3.14159
𝜔 rotating speed (rad/s)
𝜂 efficiency
𝜆 turbine tip speed ratio (= Ut ∕V)
𝜏 shaft torque (lbf -ft, Nt-m)

Subscripts.

1 inlet of nozzle/stator for turbines; condition 1
2 inlet of turbine impeller/rotor; condition 2
3 outlet of turbine impeller/rotor, condition 3
a actual
ad adiabatic process
o/a overall
c critical property
f frictional, fuel
h heating
i inlet; ideal condition; input; internal
l leakage
lq liquid
m mechanical
mx mixture
n nozzle
o outlet; output; universal
0 stagnation (or total) property
01 stagnation (or total) property at inlet
02 stagnation (or total) property at discharge
b brake
R reduced property
s stator; per stage; properties along isentropic process
t turbine; tip; tank; total
th theoretical; thermal
u tangential direction
v volumetric; viscous
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1 INTRODUCTION

In 1839, SirWilliamGrove conducted the first known demonstration of the fuel cell. It operated
with separate platinum electrodes in oxygen and hydrogen submerged in a dilute sulfuric acid
electrolyte solution, essentially reversing a water electrolysis reaction. Early development of
fuel cells had a focus on use of coal to power fuel cells, but poisons formed by the gasification
of the coal limited the fuel cell usefulness and lifetime.1,2 High-temperature solid oxide fuel
cells (SOFC) began with Nernst’s 1899 demonstration of the still-used yttria-stabilized zirconia
solid-state ionic conductor, but significant practical application was not realized.3 The molten
carbonate fuel cell (MCFC) utilizes a mixture of alkali metal carbonates retained in a solid
ceramic porous matrix that become ionically conductive at elevated (> 600oC) temperatures
and was first studied for application as a direct coal fuel cell in the 1930s.4 In 1933, Sir Fran-
cis Bacon began development of an alkaline-based oxygen–hydrogen fuel cell that achieved
a short-term power density of 0.66 W∕cm2, relatively high even for today’s standards. How-
ever, little additional practical development of fuel cells occurred until the late 1950s, when
the space race between the United States and the Soviet Union catalyzed development of fuel
cells for auxiliary power applications. Low-temperature polymer electrolyte fuel cells (PEFCs)
were first invented by William Grubb at General Electric in 1955 and generated power for
NASA’s Gemini space program. However, short operational lifetime and high catalyst loading
contributed to a shift to alkaline fuel cells (AFCs) for the NASA Apollo program, and AFCs
still serve as auxiliary power units (APUs) for the space shuttle orbiter.

1055
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After the early space-related application, development of fuel cells went into relative
abeyance until the 1980s. The phosphoric acid fuel cell (PAFC) became the first fuel cell
system to reach commercialization in 1991. Although only produced in small quantities
(twenty to forty 200-kW units per year) by United Technologies Company (UTC), UTC has
installed and operated over two-hundred forty five 200-kW units in 19 countries worldwide,
for applications such as reserve power for the First National Bank of Omaha. By 2002, these
units logged over 5 million hours of operation with 95% fleet availability.2

Led by researchers at Los Alamos National Laboratory in the mid 1980s, resurgent inter-
est in PEFCs was spawned through the development of a carbon-supported catalyst electrode
assembly technique that enabled an order-of-magnitude reduction in noble-metal catalyst load-
ing. This major breakthrough and ongoing environmental concerns, combined with availability
of a nonhydrocarbon-based electrolytes with substantially greater longevity than those used
in the Gemini program, has resurrected research and development of PEFCs for stationary,
automotive, and portable power applications.

Research and development toward commercialization of high-temperature fuel cells
including MCFC and SOFC systems has also grown considerably in the past two decades,
with a bevy of demonstration units in operation and commercial sales of MCFC systems.

The science and technology of fuel cell engines is both fascinating and constantly evolving.
This point is emphasized by Fig. 1, which shows the number of annual granted patents of
fuel cells along with other renewable energy resources. Fuel cell technology has dominated
intellectual property development in the renewable energy field based on patents granted, easily
outpacing solar, wind, hybrid/electric, biofuel, and geothermal technologies.

Potential applications of fuel cells can be grouped into four main categories: (1) trans-
portation, (2) portable power, (3) stationary or grid-based power, and (4) niche applications.
As shown in Fig. 2, the total installed megawatts shipped of fuel cells has continually grown,
with a slowdown in 2010 due to the global financial crisis. Automotive commercialization is
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Figure 2 Fuel cell installations. (Based on data from Refs. 7 and 8, Reprinted with permission of ASME
International.)

underway, and several major auto manufacturers have worked with governments in Europe and
Asia to introduce early hydrogen fueling infrastructures and commercial vehicles in the 2015
time frame. Figure 3 shows a Department of Energy (DOE) projected fuel cell system cost for
transportation, which is based on a high volume manufacturing of about 500,000 vehicles per
years. The cost has been decreased over 80% since 2002 due to significant technical achieve-
ments, including cell performance, and reductions in catalyst loading and redesign of associated
systems. The current cost of $49/kW is now close to the target of $30/kW established for 2015.6

The existing combustion engine technology market dominance will be difficult to usurp, con-
sidering its slight lower cost ($20–30/kW), high durability, high power density, suitability for
rapid cold start, and high existing degree of optimization. Additionally, the recent success of
high-efficiency hybrid electric/combustion engine technology adds another rapidly evolving
target fuel cells must match to compete.

Arguably where fuel cells show themost promise for ubiquitous near-term implementation
is in portable power applications, such as cell phones and laptop computers. Toshiba and other
companies have already developed a handheld direct methanol fuel cell for portable power. The
8.5-g direct methanol fuel cell (DMFC) developed by Toshiba is rated at 100mW continuous
power (up to 20 h) andmeasures 22 mm × 56 mm × 4.5 mmwith a maximum of 9.1mm for the
concentrated methanol fuel tank.9 Passive portable fuel cells can potentially compete favorably
with advanced Li ion batteries in terms of gravimetric energy density of ∼120–160 Wh∕kg
and volumetric energy density from ∼230 to 270 Wh∕L. Additionally, the cost of existing
premium power battery systems is already on the same order as contemporary fuel cells, with
additional development anticipated. With replaceable fuel cartridges, portable fuel cell systems
have the additional advantage of instant and remote rechargeability that can never be matched
with secondary battery systems. However, engineering, legal, and compatibility issues have
hindered market application to date, although it is fair to say small handheld portable fuel cell
units have reached the early commercialization stage.

Stationary and distributed power applications include power units for homes or auxiliary
and backup power generation units. Stationary applications (1–500 kW) are designed for nearly
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Figure 3 Projected cost of an 80-kWnet proton exchange membrane (PEM) fuel cell system. (Based on
data from Ref. 6.)

continuous use and, therefore, must have far greater lifetime than automotive units. Distributed
power plants are designed for megawatt-level capacity, and some have been demonstrated to
date. In particular, a 2-MW MCFC was demonstrated by Fuel Cell Energy in California.10

As shown in Fig. 2, the fuel cell power installed for stationary power has steadily increased,
especially in Japan and Europe. Earlier growth corresponded mostly to PAFC units, although
recently most additional units have been PEFC. Not surprisingly, the exponential growth in the
number of online units follows a similar qualitative trend to the available patents granted for
various fuel cell technologies shown in Fig. 1. The early rise in stationary units in 1997 was pri-
marily PAFC systems sold by United Technologies Center Fuel Cells, as shown in Fig. 4. Data
are estimated from the best available compilation available online at Ref. 7, and some manu-
facturers do not advertise prototype demonstrations, so that numbers are not exact, however,
the trend is clear.

The fundamental advantages common to all fuel cell systems include:

1. A potential for a relatively high operating efficiency, scalable to all size power plants.

2. If hydrogen is used as fuel, greenhouse gas emissions are strictly a result of the pro-
duction process of the fuel stock used.

3. No moving parts, with the significant exception of pumps, compressors, and blowers
to drive fuel and oxidizer.

4. Multiple choices of potential fuel feedstocks, from existing petroleum, natural gas, or
coal reserves to renewable ethanol or biomass hydrogen production.

5. A nearly instantaneous recharge capability compared to batteries.

The following technical limitations common to all fuel cell systems must be overcome
before successful implementation can occur:
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Figure 4 Picture of 200-kW PC25 PAFC power plant manufactured by United Technologies Corporation.
(From Ref. 11.)

1. Alternative materials and construction methods must be developed to reduce fuel cell
system cost to be competitive with the automotive combustion engine (∼$30∕kW) and sta-
tionary power systems (∼$500∕kW). The cost of the catalyst no longer dominates the price of
most fuel cell systems, as residual system and stack costs are now comparable. Manufacturing
and mass production technology is now a key component to the commercial viability of fuel
cell systems.

2. Suitable reliability and durability must be achieved. The performance of every fuel
cell gradually degrades with time, due to a variety of phenomena. The automotive fuel cell
must withstand load cycling and freeze/thaw environmental swings with an acceptable level
of degradation from the beginning-of-lifetime (BOL) performance over a lifetime of 5500 or
more hours. A stationary fuel cell must withstand over 40,000 h of steady operation under vastly
changing external temperature conditions.12

3. Suitable system power density and specific power must be achieved. The U. S. Depart-
ment of Energy year 2015 targets for system power density and specific power are 650W/kg
and 650W/L for automotive (80 kW) applications, 100W/kg and 100W/L for auxiliary (5–10
kW peak) applications, and 100W/kg and 100W/L for portable (mW–50W) power systems.13

Current systems fall well short of these targets.

4. Fuel storage and delivery technology must be advanced if pure hydrogen is to be used.
The issue of hydrogen infrastructure, i.e., production, storage, and delivery, is not addressed
herein but is nevertheless critical. This topic is addressed in detail in Ref. 14.

5. Fuel reformation technology must be advanced if a hydrocarbon fuel is to be used for
hydrogen production.

6. Desired performance and longevity of ancillary system components must be achieved.
New hardware (e.g., efficient transformers and high-volume blowers) will need to be developed
to suit the needs of fuel cell power systems.

The particular limitations and advantages of several different fuel cell systems will be
discussed in this chapter in greater detail.
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2 BASIC OPERATING PRINCIPLES, EFFICIENCY, AND
PERFORMANCE

Figure 5 shows a schematic of a generic fuel cell. Electrochemical reactions for the anode
and cathode are shown for the most common fuel cell types. Table 1 presents the various
types of fuel cells, operating temperature, electrolyte material, and likely applications. The
operating principle of a fuel cell is similar to a common battery, except that a fuel (hydrogen,
methanol, or other) and oxidizer (commonly air or pure oxygen) are brought separately into
the electrochemical reactor from an external source, whereas a battery has stored reactants.
Referring to Fig. 5, separate liquid- or gas-phase fuel and oxidizer streams enter through
flow channels, separated by the electrolyte/electrode assembly. Reactants are transported
by diffusion and/or convection to the catalyzed electrode surfaces, where electrochemical
reactions take place. Some fuel cells (alkaline and polymer electrolyte) have a porous (typical
porosity ∼0.5–0.8) contact layer between the electrode and current collecting reactant flow
channels that functions to transport electrons and species to and from the electrode surface. In
PEFCs, an electrically conductive carbon paper or cloth diffusion medium (DM) layer [also
called gas diffusion layer (GDL), or porous transport layer (PTL)], serves this purpose and
covers the anode and cathode catalyst layer.

At the anode electrode, the electrochemical oxidation of the fuel produces electrons that
flow through the bipolar plate (a.k.a. cell interconnect) to the external circuit, while the ions
migrate through the electrolyte. The electrons in the external circuit drive the load and return to
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Anode Electrolyte Cathode Diffusion
media
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channel

Anode reaction: Cathode reaction:
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Figure 5 Schematic of a generic fuel cell.
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the cathode catalyst where they recombine with the oxidizer in the cathodic oxidizer reduction
reaction (ORR). The outputs of the fuel cell are thus threefold: (1) chemical products, (2) waste
heat, and (3) electrical current.

A number of fuel cell varieties have been developed to differing degrees, and the most
basic nomenclature of fuel cells is related to the electrolyte utilized. For instance, an SOFC has
a solid ceramic oxide electrolyte, and a PEFC has a flexible polymer electrolyte, etc. Additional
subclassification of fuel cells beyond the basic nomenclature can be assigned in terms of fuel
used (e.g., hydrogen PEFC or direct methane SOFC) or the operating temperature range.

Each fuel cell variant has particular advantages that engender use for particular appli-
cations. In general, low-temperature fuel cells (e.g., PEFC, AFC) have advantages in startup
time and potential efficiency, while high-temperature fuel cells (e.g., SOFC, MCFC) have an
advantage in raw materials (catalyst) cost and quality and ease of rejection of waste heat.
Medium-temperature fuel cells (e.g., PAFC) have some of the advantages of both high- and
low-temperature classification. Ironically, a trend in SOFC development is to enable lower tem-
perature (<600oC) operation, while a focus of current PEFC research is to operate at a higher
(>120oC) temperature. Although the alkaline and phosphoric acid fuel cell had much research
and development in the past, and the molten carbonate fuel cell is still under development, fuel
cell technologies under the most aggressive development are still the polymer electrolyte and
the solid oxide fuel cells.1

2.1 Description of a Fuel Cell Stack

A single cell can theoretically be made to achieve whatever current and power is required, sim-
ply by increasing the size of the active electrode area and reactant flow rates. The output voltage
of a single fuel cell is always less than one volt for realistic operating conditions, limited by
the fundamental electrochemical potential of the reacting species involved. Therefore, for most
applications and for compact design, a fuel cell stack of several individual cells connected in
series is utilized. Figure 6 is a schematic of a generic planar fuel cell stack assembly and shows

Figure 6 Schematic of the fuel cell stack concept.
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the flow of current through the system. For a stack in series, the total current is proportional
to the active electrode area of the cells in the stack, and is the same through all cells in the
stack, and the total stack voltage is the sum of the individual cell voltages. For applications that
benefit from higher voltage output, such as automotive stacks, over 200 fuel cells in a single
stack is typical. In many systems, additional stacks in parallel are added to provide reliability
through redundancy.

Other components necessary for fuel cell system operation include subsystems for oxi-
dizer delivery, electronic control including voltage regulation, fuel storage and delivery, fuel
recirculation/consumption, stack temperature control, and systems sensing of control param-
eters. For the PEFC, separate humidification systems are also needed to ensure optimal
performance and stability. A battery is often used to start reactant pumps/blowers during
startup. In many fuel cells operating at high temperature, such as an SOFC or MCFC, a
preheating system is needed to raise cell temperatures during startup. This is typically accom-
plished with a combustion chamber that burns fuel and oxidizer gases. In all commercial fuel
cells, provision must be made for effluent recovery. Fuel utilization efficiency is not 100% due
to concentration polarization limitation on performance, so that unused fuel must be actively
recycled, utilized, or converted prior to exhaust to the environment. Potential effluent man-
agement schemes include the use of recycling pumps, condensers (for liquid fuel), secondary
burners, or catalytic converters.

2.2 Performance and Efficiency Characterization

The single cell combination shown in Fig. 5 provides a voltage dependent on operating condi-
tions such as temperature, pressure, applied load, and fuel/oxidant flow rates. The thermal fuel
cell voltage corresponds to a 100% efficient fuel cell and is shown as

Eth = −ΔH
nF

(1)

This is the total thermal voltage potential available, if all chemical energy was converted
to electrical potential. This is not possible, however, due to entropy change during reaction.

Consider a generalized global fuel cell reaction:

𝜐AA + 𝜐BB = 𝜐cC + 𝜐DD (2)

the maximum possible electrochemical potential can be calculated from the Nernst equation as

Eo = −ΔGo(T)
nF

+ RT
nF

In

[
a𝜐AA a𝜐BB
a𝜐CC a𝜐DD

]
(3)

where the ΔGo(T) is evaluated at the fuel cell temperature and standard pressure, and the pres-
sure dependency is accounted for in the second term on the right. The activity of gas-phase
reactants, besides water vapor, can be calculated from

ai =
yiP

Po
(4)

where Po is a standard pressure of 1 atm. Under less than fully saturated local conditions, the
activity of water vapor can be shown to be the relative humidity (RH):

aH2O
=

yH2O
P

Psat(T)
= RH (5)

where Psat is the saturation pressure of water vapor at the fuel cell temperature. Because water
is a product of the reaction and Eq. (5) references the local activity on the catalyst surface as
opposed to free stream values, local values of RH = 1 are normally used.

Because a fuel cell directly converts chemical energy into electrical energy, the maximum
theoretical efficiency is not bound by the Carnot cycle but is still not 100% due to entropy
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change via reaction. The maximum thermodynamic efficiency is simply the ratio of the maxi-
mum achievable electrochemical potential to the maximum thermal potential:

𝜂th =
Eo

Eth
= ΔG

ΔH
= ΔH − T ΔS

ΔH
= 1 − T ΔS

ΔH
(6)

The actual operating thermodynamic (voltaic) efficiency of the fuel cell is the actual fuel
cell voltage, Efc divided by Eth. The operating efficiency is really a ratio of the useful electrical
ouput and heat output. If water is generated by reaction, as is the case with most fuel cell
systems, efficiency and voltage values can be based on the low heating value (LHV) (all water
generated is in the gas phase) or the high heating value (HHV) (all water generated is in the
liquid phase). Representation with respect to the LHV accounts for the latent heat required to
vaporize liquid water product, which is the natural state of the fuel cell system. Selection of the
LHV or HHV representations are arbitrary, and do not necessarily represent the actual physical
state of a portion of all of the product water.

Table 2 shows a selection of fuel cell reactions and the calculated maximum theoretical
efficiency at 298 K. Typical values for maximum efficiency at open circuit calculated from
Eq. (6) range from 60 to 90%, and vary with temperature according to the sign of the net entropy
change. That is, according to Eq. (6), the efficiency will decrease with temperature if the net
entropy change is negative and increase with temperature ifΔS is positive (sinceΔH is negative
for an exothermic reaction). Based on the Le Chatelier principle, we can predict the qualitative
trend in the functional relationship between maximum efficiency and temperature. If the global
fuel cell reaction (vA + vB = vC + vD) has more moles of gas-phase products than reactants
(e.g., vC + vD > vA + vB), ΔS will be positive, and 𝜂th will increase with temperature. Liquid-
or solid-phase species have such low relative entropy compared to gas-phase species they have
negligible impact onΔS. These fuels yield a theoretical maximum efficiency greater than 100%!
Physically, this means the reaction would absorb heat from the environment and convert the
energy into voltage potential. An example of this is a direct carbon fuel cell. Although use of
ambient heat to generate power with an efficiency greater than 100% seems like an amazing
possibility, the entropy of the universe still increases as it must, and a practical efficiency near
100% is not realistic due to various losses. If the number of gas-phasemoles is the same between
products and reactants, the 𝜂th is basically invariant with temperature and near 100%, as in the
methane-powered fuel cell with gas-phase water produced. Most fuel cells, including those
with hydrogen fuel, have less product gas-phase moles compared to the reactants, and the ΔS
is negative. Thus, for these fuel cells the 𝜂th will decrease with operating temperature.

Figure 7 shows the calculated maximum thermodynamic efficiency of a hydrogen–air
fuel cell with temperature compared to that of a heat engine. Since the maximum heat
engine efficiency is the Carnot efficiency, it is an increasing function of temperature. It is
important to realize that fuel cell systems are not inherently more efficient than all heat
engine alternatives. Note that at a certain temperature above 600∘C, the theoretical maximum

Table 2 Some Common Fuel Cell Reactions and Maximum Theoretical Efficiency at 298 K

Fuel Global Reaction
n (electrons
per mole fuel)

Maximum
𝜂th (HHV)

Hydrogen H2 + 1∕2O2 → H2Ol 2 83
Methanol CH3OH + 3∕2O2 → CO2 + 2H2Ol 6 97
Methane CH4 + 2O2 → CO2 + 2H2Ol 8 92
Formic acid HCOOH + 1∕2O2 → CO2 + H2Ol 2 106
Carbon monoxide CO + 1∕2O2 → CO2 2 91
Carbon Cs + 1∕2O2 → CO 2 124
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Figure 7 Maximum thermodynamic efficiency of a fuel cell and heat engine.

efficiency of the hydrogen–air fuel cell actually becomes less than that of a heat engine. In fact,
high-efficiency combined-cycle gas turbines can now achieve power conversion efficiencies
that rival high-temperature SOFCs. In practice, a 100-kW system operated by Dutch and
Danish utilities has demonstrated an operating efficiency of 46% (LHV) over more than 3700 h
of operation.15 Combined fuel cell/bottoming cycle and cogeneration plants can achieve
operational efficiencies as high as 80%, with very low pollution. Another major advantage of
fuel cells compared to heat engines is that efficiency is not a major function of device size, so
that high-efficiency power for portable electronics can be realized, whereas small-scale heat
engines have very low efficiencies due to heat transfer from high surface area to volume ratio.
In terms of automotive applications, fuel cell hybrid and stand-alone systems operating with a
variety of, but not all, fuel feedstocks have the potential for greater than double the equivalent
mileage as conventional vehicles.16

Thermodynamic efficiency is not the entire picture, however, as the overall fuel cell effi-
ciency must consider the utilization of fuel and oxidizer. The appropriate mass flow rate of
reactants into the fuel cell is determined by several factors related to the minimum requirement
for electrochemical reaction, thermal management, and issues related to the particular type of
fuel cell. However, the minimum flow requirement is prescribed by the electrochemical reac-
tion. An expression for the molar flow rate of species required for electrochemical reaction can
be shown from Faraday’s law as17

ṅk =
iA
nkF

(7)

where i and A represent the current density and total electrode area, respectively, and nk rep-
resents the electrons generated in the global electrode reaction per mole of reactant k. For fuel
cells, the stoichiometric ratio or stoichiometry for an electrode reaction is defined as the ratio
of reactant delivered to that required for the electrochemical reaction.

Anode: 𝜉a =
ṅfuel,actual
ṅfuel,required

=
ṅfuel,actual
iA∕nfuelF

Cathode: 𝜉c =
ṅox,actual
ṅox,required

=
ṅox,actual
iA∕noxF

(8)
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The stoichiometry can be different for each electrode and must be greater than unity. This
is due to the fact that zero concentration near the fuel cell exit will result in zero voltage from
Eq. (3). Since the current collectors are electrically conductive, a large potential difference
cannot exist and cell performance will decrease to zero if reactant concentration goes to zero.
As a result of this requirement, fuel and oxidizer utilization efficiency is never 100%, and some
system to recycle or consume the effluent fuel from the anode is typically required to avoid
releasing unused fuel to the environment. Thus, the overall operating efficiency of a fuel cell
can be written as the product of the voltaic and Faradaic (fuel utilization) efficiencies:

𝜂fc = 𝜂th ⋅
1
𝜉a

1
𝜉c

(9)

Polarization Curve
Figure 8 is an illustration of a typical polarization curve for a fuel cell with negative ΔS, such
as the hydrogen–air fuel cell, showing five regions labeled I–V. The polarization curve, which
represents the cell voltage versus current relationship, is the standard figure of merit for eval-
uation of fuel cell performance. Also shown in Fig. 8 are the regions of electrical and heat
generation. Since the thermodynamically available power not converted to electrical power is
converted to heat, the relationship between current and efficiency can be clearly seen by com-
paring the relative magnitude of the voltage potential converted to waste heat and to electrical
power. Region V is the departure from the maximum thermal voltage, caused by entropy gen-
eration. In practice, the open-circuit voltage achieved is somewhat less than that calculated
from the Nernst equation. Region IV represents this departure from the calculated maximum
open-circuit voltage. This loss can be very significant and for PEFCs is due to undesired species
crossover through the thin-film electrolyte and resulting mixed potential at the electrodes. For
other fuel cells, there can be some loss generated by internal currents from electron leakage
through the electrolyte. This is especially a challenge in SOFCs. Beyond the departure from
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the theoretical open-circuit potential, there are three major classifications of losses that result
in a drop of the fuel cell voltage potential, shown in Fig. 8: (1) activation (kinetic) polarization
(region I), (2) ohmic polarization (region II), and (3) concentration polarization (region III). It
should be noted that voltage loss, polarization, and overpotential are all interchangeable and
refer to a voltage loss. The operating voltage of a fuel cell can be represented as the departure
from ideal voltage caused by these polarizations:

Efc = Eo-𝜂a,a-|𝜂a,c|-𝜂r-𝜂m,a-|𝜂m,c| (10)

where Eo is the theoretical Nernst open-circuit potential of the cell, and the activation over-
potential at the anode and cathode are represented by 𝜂a,a and 𝜂a,c , respectively. The ohmic
(resistive) polarization is shown as 𝜂r. The concentration overpotential at the anode and cathode
are represented as 𝜂m,a and 𝜂m,c, respectively. Cathode polarization losses are negative relative to
the standard hydrogen electrode, so the absolute value is taken. Additional losses in region IV of
Fig. 8 attributed to species crossover or internal currents can also be added to Eq. (10) as needed.
Activation and concentration polarizations occur at both anode and cathode, while the resistive
polarization represents ohmic losses throughout the fuel cell, and thus includes ionic, elec-
tronic, and contact resistance between all fuel cell components carrying current. It is important
to note that the regions on the polarization curve of dominance kinetic, ohmic, or mass transfer
polarizations are not discrete. That is, all modes of loss contribute throughout the entire current
density range and there is no discrete “ohmic loss” region where other polarizations are not also
contributing to total deviation below the Nernst potential. Although the activation overpotential
dominates in the low current region, it still contributes to the cell losses at higher current den-
sities where ohmic or concentration polarization dominates. Thus, each region is not discrete,
and all types of losses contribute throughout the operating current regime.

Activation polarization, which dominates losses at low current density, is the voltage over-
potential required to overcome the activation energy of the electrochemical reaction on the
catalytic surface, and is commonly represented by a Butler–Volmer equation at each electrode1:

ifc = io

{
exp

(
𝛼aFn

RT
𝜂

)
− exp

(
𝛼cFn

RT
�̇�

)}
(11)

where 𝛼a and 𝛼c are the charge transfer coefficients for the anode and cathode, respectively.
The fraction of the electrical overpotential (𝜂) resulting in a change of the rate of reaction for
the reduction branch of this electrode is shown as 𝛼c. Obviously, 𝛼a + 𝛼c = 1. Here, n is the
number of exchange electrons involved in the elementary electrode reaction, which is typically
different from the n used in Eqs. (3) and (7). The exchange current density, io, represents the
activity of the electrode for a particular reaction. In hydrogen PEFCs, the anode io for hydrogen
oxidation is so high relative to the cathode io for oxygen reduction, that the anode contribution
to this polarization is often neglected for pure hydrogen fuel. On the contrary, if neat hydrogen
is not used, significant activation polarization losses at both electrodes are typical (e.g., the
DMFC). It appears from Eq. (11) that activation polarization should increase with temperature.
However, io is a highly nonlinear function of the kinetic rate constant of reaction and the local
reactant concentration and can be modeled with an Arrhenius form as

io = ioo exp(−EA∕RT)
(
Cox

Cref

)𝛾( Cf

Cref

)𝜐

(12)

Thus, io is an exponentially increasing function of temperature, and the net effect of increasing
temperature is to decrease activation polarization. For this reason, high-temperature fuel cells
such as SOFC or MCFC typically have very low activation polarization and can use less exotic
catalyst materials. Accordingly, the effect of an increase in electrode temperature is to decrease
the voltage drop within the activation polarization region shown in Fig. 8. For various fuel cell
systems, however, the operating temperature range is dictated by the electrolyte and materials
properties, so that temperature cannot be arbitrarily increased to reduce activation losses.
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At increased current densities, a primarily linear region is evident on the polarization curve.
In this region, reduction in voltage is dominated by internal ohmic losses (𝜂r) through the fuel
cell, which can be represented as

𝜂r = iA

(
n∑

k=1
rk

)
(13)

where each rk value is the area-specific resistance of individual cell components, including the
ionic resistance of the electrolyte, and the electric resistance of bipolar plates, cell interconnects,
contact resistance between mating parts, and any other cell components. With proper design
and assembly, ohmic polarization is typically dominated by electrolyte conductivity for all fuel
cell types.

At very high current densities, mass transport limitation of fuel or oxidizer to the
corresponding electrode causes a sharp decline in the output voltage. This is referred to as
concentration polarization. This region of the polarization curve is really a combined mass
transport/kinetic related phenomenon, as the surface reactant concentration is functionally
related to the exchange current density as shown in Eq. (12). In general, reactant transport
to the electrode is limited to some value depending on operating conditions, porosity and
tortuosity of the porous media, input stoichiometry, etc.18 If this limiting mass transport rate
is approached by the consumption rate of reactant [Eq. (7)], the surface concentration of
reactant will approach zero, and, from Eq. (3), the fuel cell voltage will also approach zero.
The Damköler number (Da) is a dimensionless parameter that is the ratio of the characteristic
electrochemical reaction rate to the rate of mass transport to the reaction surface. In the limiting
case of infinite kinetics (high Damköler number), one can derive an expression for 𝜂m as 1

𝜂m = −RT
nF

ln

(
1 − i

il

)
= −B ln

(
1 − i

il

)
(14)

where il is the limiting current density and represents the maximum current produced when
the surface concentration of reactant is reduced to zero at the reaction site. The limiting
current density (il) can be determined by equating the reactant consumption rate to the mass
transport rate to the surface, which in itself can be a complex calculation. The strict application
of Eq. (14) results in a predicted voltage drop-off that is much more abrupt than actually
observed. To accommodate a more gradual slope, an empirical coefficient B is often used to fit
model to experiment.19 Concentration polarization can also be incorporated into the exchange
current density and kinetic losses as in Eq. (12).

2.3 Heat Management

While PEFC systems can achieve a high relative operating efficiency, the inefficienciesmanifest
as dissipative thermal losses. At the cell level, if waste heat is not properly managed, accelerated
performance degradation or catastrophic failure can occur.20 The total waste heat rate per cell
can be shown as

Pwaste = I(Eth − Efc) (15)

This heat generation can be broken into components and shown as20

q′′ = −ifc

[
ΔH
nF

− ΔG
nF

− 𝜂a,a − |𝜂a,c| − ifc

n∑

k=1
rk

]

+i2fc
n∑

k=1
rk − ifc

(
−𝜂a,a − |𝜂a,c| +

T ΔS
nF

)
(16)
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Figure 9 Calculated heat generation from activation, ohmic, and entropic sources as a function of current
for a typical PEFC.

The first term on the right-hand side of Eq. (16) is Joule heating and is thus an i2r rela-
tionship. The second and third terms of Eq. (16) represent the heat flux generated by activation
polarization in the anode and cathode catalyst layers. This assumes the concentration depen-
dence on exchange current density is included in the activation polarization terms. The third
term in Eq. (16) is a linearly varying function of current density and represents the total Peltier
heat generated via entropy change by reaction. The functional relationship derived in Eq. (16)
is shown in Fig. 9, a plot of the heat generation via Peltier, Joule, and kinetic heating as a
function of current density for a typical PEFC.21 The ionic conductivity for the electrolyte was
chosen to be 0.1 S/cm, based on the assumption of a fully humidified membrane in contact with
vapor-phase water,22 and other parameters were chosen as typical values. This plot should be
viewed only as a guide to the qualitative behavior of the heat generation with current density,
as each fuel cell and different operating condition will have much different distributions. For
example, the SOFC typically has quite low activation polarization generated heat, due to the
high operating temperatures. Note that an assumption of ohmic heating dominance is not always
accurate, and entropic heat generation can be quite significant and cannot be ignored. For higher
temperature fuel cells with low activation overpotential, the heat generation is dominated by
ohmic and entropic terms.

Degradation
The lifetime of a fuel cell is expected to competewith existing power systems it would replace.12

As a result, the automotive fuel cell must withstand load cycling and freeze–thaw environmental
swings with minimal degradation over a lifetime of 5000 h.23,24 A stationary fuel cell, mean-
while, must withstand over 40,000 h of steady operation with minimal downtime. The fuel cell
environment is especially conducive to degradation since a voltage potential difference exists
that can promote undesired reaction, and some fuel cells operate at high temperature or have
corrosive electrolytes.25 Transient load cycling between high and low power points has also
been shown to accelerate degradation, so that steady-state degradation rates may not be truly
representative for transient systems. Many different modes of physicochemical degradation are
known to exist, including:
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1. Catalyst or electrolyte poisoning and degradation. Since the catalyst and electrolyte
control the reaction and ohmic polarization, any poisoning or other degradation of these com-
ponents will adversely affect cell performance.26,27 Someminor species in air and reformed gas
product, such as carbon monoxide, will foul a platinum catalyst operating at low temperatures
(<150oC). As a result, PEFCs are extremely susceptible to CO poisoning. Some surface absorp-
tion of species can be reversible, including adsorbed CO.28 Sulfur is also a major contaminant
that will greatly reduce performance in most fuel cells in extremely low (< ppb) concentrations.
Many other low-level impurities can greatly harm fuel cell performance, e.g., CO2 will degrade
the electrolyte in AFCs. Given that the electrolyte is an ion conductor, when unintended ions
are present in the fuel cell system by corrosion or other impurities, the electrolyte will absorb
these impurities, which can alter the ionic conductivity of the media. In SOFCs, carbonaceous
residue from internal performance can foul the anode catalyst.

2. Electrolyte loss. In some cases, electrolyte material is lost through a variety of physic-
ochemical mechanisms.27,29 For polymer electrolyte fuel cells, the polymer itself can degrade
physically and chemically, particularly from peroxide radical attack.30 This results in loss of
mass and conductivity in the electrolyte and possible catastrophic pinhole formation. For liquid
electrolyte systems such as the AFC, PAFC, and MCFC, the finite vapor pressure of the liquid
phase results in a steady but predictable loss of electrolyte through the reactant flow streams,
which must be replenished with regularity or performance will suffer.

3. Morphology changes or loss in the catalyst layer or other components. For all fuel
cells, the catalyst layer electrochemical active surface area (ECSA) is a determining factor
in overall power density, and nano-sized catalysts and supports are present in a complex
three-dimensional electrode structure designed to simultaneously optimize electron, ion,
and mass transfer.26,31–33 As a result, any morpholological changes can result in reduced
performance. Commonly observed phenomena include catalyst sintering, dissolution and
migration, catalyst oxidation,34 supporting material oxidation (e.g., carbon corrosion for
carbon-supported catalysts), and Oswald ripening.35 These effects are most often irreversible.
Other components can also be chemically or physically altered, such as the porosity distribution
or hydrophobicity of the gas diffusion layer in a PEFC.24,36

4. Corrosion of other components. Oxidation of other components such as the current
collector can become a major loss in fuel cells over time.37,38 This is especially relevant in
high-temperature MCFCs and SOFCs, where the corrosion process is accelerated by the high
temperature. Chromium used in SOFCs in stainless steel interconnects is believed to cause
cathode degradation. Low-temperature PEFCs can also suffer losses from current collector
corrosion, and proper coatings with high electronic conductivity must be used.39

The Hydrogen PEFC
The hydrogen polymer electrolyte fuel cell (H2 PEFC) is seen by many as the most viable
alternative to heat engines and battery replacement for automotive, stationary, and portable
power applications. The H2 PEFC is fueled either by pure hydrogen or from a diluted hydrogen
mixture generated from a hydrocarbon reformation process. An H2 PEFC fuel cell stack power
density of greater than 1.0 kW/L is typical.

2.4 H2 PEFC Performance

H2 PEFCs operate at 60–100∘C. The anode and cathode catalyst is commonly ∼2-nm plat-
inum or platinum–alloy powder supported on significantly larger size carbon particles with a
total (anode and cathode) platinum loading of less than 0.4 mg∕cm2. Recently, 2.0 A∕cm2 at
0.55V/cell was obtained at 0.2 mg∕cm2 platinum loading.40 This represents a major break-
through in required catalyst loading from the 28 mg∕cm2 of the original 1960s H2 PEFC. As a
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result, the catalyst is no longer the dominating factor in fuel cell cost, although it is still higher
than needed to reach long-term goals of another 20-fold reduction in loading or elimination
of precious metals.40 The state-of-the-art H2 PEFC can reach nearly 0.7V at 1 A∕cm2, under
pressurized conditions at 80∘C. There is always a desire to operate at high voltages because of
increased efficiency and reduced flow requirements. However, power density typically peaks
below 0.6V, and high-voltage operation or heat generation can cause accelerated degradation,
so there is a size tradeoff for high-voltage operation. Typical single-pass anode and cathode
stoichiometry values are 2 for the cathode and around 1.2 for the anode, although the residual
hydrogen is recycled.

Technical Issues in the Hydrogen PEFC
The H2 PEFC has many technical issues that complicate performance and control. Besides
issues of manufacturing, ancillary system components, cost, and market acceptance, the main
remaining technical challenges for the fuel cell itself include (1) water and heat management,
(2) durability, and (3) freeze–thaw cycling capability.

Water and Heat Management. For PEFCs, waste heat affects the water distribution by increas-
ing temperature and thus the local equilibrium saturation pressure of the gases. At a typical
PEFC operating temperature of 80∘C and atmospheric pressure, each 1∘C change in tempera-
ture results in an approximately 5% change in equilibrium saturation pressure.41–43 Thus, the
thermal and water management and control are inexorably coupled at the individual cell and
stack level, and even small variations in temperature can dramatically affect optimal humidity,
locations of condensation/vaporization, membrane longevity, and a host of other phenomena.
Due to heat generation, relatively high temperature gradients up to 10∘C between the elec-
trolyte and current collector can occur.44 Analysis has shown that the through-plane thermal
conductivity of carbon cloth gas diffusion media and Nafion® electrolyte material are approxi-
mately 0.15 and 0.1W/mK, respectively.45,46 The main barrier to the heat transport is generally
through the gas diffusion layer (GDL), which acts as a thermal insulator to limit conductive heat
transfer. Once through the GDL, the majority of heat transfer is typically through the landings
and not to the reactant in the flow channels.21,47

For high-power (>kW) fuel cell stacks, waste heat must be properly managed with cooling
channels, which take up space and require parasitic pumping losses. The choice of coolant is
based on the necessary properties of high specific heat, nonconductive, noncorrosive, sufficient
boiling/freezing points for operation in all environments, and low viscosity. Laboratory systems
typically use deionized water, although practical systems exposed to the environment must use
a lower freezing point nonconductive solution.

Water management and humidification is a major issue in H2 PEFC performance. The
most common electrolyte used in PEFCs is a perfluorosulfonic acid–polytetrafluoro ethylene
(PTFE) copolymer in the acid (H+) form, known commercially as Nafion® (E. I. du Pont de
Nemours). Nafion® electrolyte conductivity is primarily a function of water content and tem-
perature, shown as22

𝜎e = 100 exp

[
1268

(
1

303
− 1

T (K)

)]
(0.005139𝜆 − 0.00326) (in 1∕Ωm}

where 𝜆 = 0.043 + 17.18a − 39.85a2 + 36.0a3 for 0 < a ≤ 1

𝜆 = 14 + 14(a − 1) for 0 ≤ a ≤ 3

a = water activity =
yH2O

Psat(T)
= RH (17)
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Figure 10 Electrolyte conductivity of Nafion® as a function of relative humidity at 80∘C.

A plot of Nafion® conductivity as a function of humidity, based on Eq. (17), is given
in Fig. 10. It is obvious that ionic conductivity is severely depressed without sufficient water.
Alternatively, excessive water at the cathode can cause flooding, i.e., liquid water accumulation
at the cathode surface that prevents oxygen access to the reaction sites. Flooding is most likely
near the cathode exit under high-current-density, high-humidification, low-temperature, and
low-flow-rate conditions. However, the term “flooding” has been rather nebulously applied
in the literature to date, representing a general performance loss resulting from liquid water
accumulation blocking reactant transport to the electrode. There are actually many discrete
regions that can suffer flooding losses in the PEFC, the anode and cathode catalyst layers, the
anode and cathode gas diffusion layers, interfaces between the various component layers, and
the anode and cathode flow channels.48–54 Figure 11 is a radiograph image of a PEFC under
severely flooded conditions, with significant diffusion media and channel-level flooding. In
this image, the water accumulation was determined to be primarily in the anode flow channels.
This phenomena can occur for low-flow-rate, low-power, and high-fuel-utilization conditions,
which indicates that channel level flooding is not solely a cathode issue.

Depending on operating conditions, flow field design, andmaterial properties, a membrane
can have a highly nonhomogeneous water (and therefore ionic conductivity) distribution. The
membrane beneath a long channel may be dried by hot inlet flow, ideally saturated near the
middle of the cell, and experiencing flooding near the exit. It is difficult in practice to main-
tain an ideal water distribution throughout the length of the cell. Thus water transport is an
especially important issue in PEFC design. Even a slight reduction in ohmic losses through
advanced materials, thinner electrolytes, or optimal temperature–water distribution can signif-
icantly improve fuel cell performance, durability, and power density.

Figure 12 shows a schematic of the water transport and generation modes in the PEFC
electrolyte membrane. At the cathode surface, the oxygen reduction reaction results in water
production proportional to the current density via Faraday’s law. Water transport through the
electrolyte occurs by diffusion, electroosmotic drag, thermoosmotic drag, and hydraulic perme-
ation from a pressure difference across the anode and cathode. Diffusion through the electrolyte
can be represented with Fick’s law, and appropriate expressions relating to diffusion coeffi-
cients for Nafion® can be found.56 An electroosmotic drag coefficient (𝜆drag) of 1–5 H2O∕H+
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Figure 11 Neutron radiograph of 50 cm2 active area fuel cell showing severe channel level flooding at
low current density for an H2 PEFC. (From Ref. 55.)
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Figure 12 Schematic of water transport and generation modes in the PEFC.
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of Nafion® membranes has been shown for a fully hydrated Nafion® 117 membrane .57 The
drag coefficient was shown to be a nearly linearly increasing function of temperature from 20
to 120∘C. Thus, the water delivered to the cathode by this transport mode can be 2–10 times
greater than that generated by reaction. Hydraulic permeation of water through the membrane
under gas-phase pressure difference between the anode and cathode is usually small for H2
PEFCs due to small pressure differences in the anode and cathode compartments. However,
capillary pressure differences can result in a net flux of water via this mode of transport.58

Combining the different forms of water transport through the membrane, the bulk molar water
transport and creation at the cathode can be shown as

ṅH2O
= −DA

ΔCc−a

Δx
+ iA

F
(𝜆drag + 0.5) − ṅpressure−driven, a−c + ṅthermo (18)

where the last term on the right represents the flow of water by imbalanced pressure forces,
which can be further represented by capillary and gas-phase pressure terms. Since the reduc-
tion reaction and electroosmotic drag result in water transport to and generation at the cathode
surface, the flux of water by diffusion can be either to or from the anode surface, depending on
local flow and humidity conditions. The flux by pressure difference is a function of tailorable
material and operating properties and can flow toward either electrode, depending on the desire
of the designer. The thermoosmotic term is normally small for low current or thin membranes,59

but new, high-power fuel cells have been designed in which the temperature difference across
the membrane is enough to cause significant thermoosmotic drag.60

In order to achieve a proper water balance, many technologies have been employed, includ-
ing tailored temperature or pressure gradients to absorb the net water generated. Flow field
design also has a profound effect on the local liquid water distribution, and it is too detailed
a topic to discuss in this chapter. The ambient relative humidity also should affect the system
water balance; however, this effect is typically quite small due to the vast difference between
typical ambient temperature and operating temperature Pg,sat

values. For example, even fully
saturated inlet flow drawn from an ambient air source at 20∘C (Pg,sat

= 2.338 kPa) contains
only 5% of the water required for saturation in a fuel cell operating at 80∘C (Pg,sat = kPa).50

Durability and Freeze–Thaw Cycling. For PEFCs, durability and freeze–thaw cycling capa-
bility are major issues.24 Durability issues in PEFCs have been discussed for fuel cells in gen-
eral.61 For PEFCs, carbon support corrosion, morphological changes, susceptibility to chemical
poisoning (especially carbon monoxide), catalyst loss, and electrolyte degradation all con-
tribute to an operational degradation rate that is on the order of microvolts per hour under
ideal steady conditions, which is still too high.62 Load cycling is known to initiate even greater
degradation rate for a variety of reasons, so that steady-state laboratory testing typically under-
estimates true performance loss. Under nonoptimal higher temperature or low-humidity condi-
tions, longevity is even less. Additionally, further system size and weight reductions are needed
for automotive packaging requirements.

For automotive and stationary applications, PEFCs must withstand vastly changing envi-
ronments as low as −40oC. Because the electrolyte contains water, freezing results in some
ice formation and volume change, which can easily result in damage to the electrode struc-
ture and interfacial contact between the various layer structures. To compete with existing
combustion-based technology, fuel cell stacks must achieve over 100 cold starts at −20oC with
drivable power in under 5 s

The Direct Methanol Fuel Cell
The liquid-fed DMFC is seen by many as the most viable alternative to lithium ion batter-
ies in portable applications because DMFC systems require less ancillary equipment and can
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therefore be more simplified compared to an H2 PEFC. While both H2 PEFC and DMFC are
strictly PEFCs (same electrolyte), the DMFC feeds a liquid solution of methanol and water to
the anode as fuel. The additional complexities of the low-temperature internal reformation pre-
vent the DMFC from obtaining the same level of fuel cell power density as the H2 PEFC. For
the DMFC, both anode and cathode activation polarizations are significant and are the same
order of magnitude. However, reduced performance compared to the H2 PEFC is tolerable in
light of other advantages of the DMFC, namely:

1. Because the anode flow is mostly liquid (gaseous CO2 is a product of methanol oxida-
tion), there is no need for a separate cooling or humidification subsystem.

2. Liquid fuel used in the anode results in lower parasitic pumping requirements com-
pared to gas flow. In fact, an emerging class of passive DMFC designs operate without
any external parasitic losses, instead relying on natural forces such as capillary action,
buoyancy, and diffusion to deliver reactants.63–65

3. The highly dense liquid fuel stored at ambient pressure eliminates problems with fuel
storage volume. With highly concentrated methanol as fuel (>10 M), passive DMFC
system power densities can compare favorably to advanced Li ion batteries.

2.5 Technical Issues of the DMFC

Four main technical issues affecting performance remain, including: (1) water management,
(2) methanol crossover, (3) managing two-phase transport in the anode, and (4) high acti-
vation polarization losses and catalyst loading. While significant progress has been made by
various groups to determine alternative catalysts, total catalyst loading is still on the order of
10 mg∕cm2. Typically a platinum–ruthenium catalyst is utilized on the anode to reduce polar-
ization losses from CO intermediate poisoning, and a Pt catalyst is used on the cathode.66

External humidification is not needed in the DMFC, due to the liquid anode solution, but
prevention of cathode flooding is critical to ensure adequate performance. Flooding is more
of a concern for DMFCs than H2 PEFCs because of constant diffusion of liquid water to the
cathode. To prevent flooding, cathode airflow must be adequate to remove water at the rate
that it arrives and is produced at the cathode surface. Assuming thermodynamic equilibrium,
the minimum stoichiometry required to prevent liquid water accumulation in the limit of zero
water diffusion through the membrane can be shown as67

𝜉c,min =
2.94

(pg,sat∕Pt − Pg,sat)
+ 1 (19)

The factor of 1 in Eq. (21) is a result of the consumption of oxygen in the cathode by an
electrochemical oxygen reduction reaction. For most cases, the minimum cathode stoichiome-
try for a DMFC is determined by flooding avoidance rather than electrochemical requirements.
Therefore, optimal cathode stoichiometries are significantly greater than unity. It should be
noted that Eq. (21) is purely gas phase and therefore does not allow for water removal in liquid
phase, as droplets, a capillary stream out of the cathode or to the anode, or even entrained as a
mist in the gas flow. Some recirculation of the water is needed from the cathode to the anode if
neat methanol solution is used. In a totally passive system design, the hydrophobicity of the gas
diffusion layer and catalyst can be tailored to pumpwater back to the anode via capillary action.

Another critical issue in the DMFC is methanol crossover from the anode to cathode.
This is a result of diffusion, electroosmotic drag, and permeation from pressure gradients.
Therefore, an expression for the methanol crossover through the membrane can be written
similar to Eq. (18), with different transport properties.When crossover occurs, the mixed poten-
tial, caused by the anodic reaction on the cathode electrode, reduces cell output and the true
stoichiometry of the cathode flow.
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Of the threemodes ofmethanol crossover, diffusion (estimated as 10−5.4163−999.778∕Tm2∕s)68
is dominant under normal conditions, especially at higher temperatures. Since the driving
potential for oxidation is so high at the cathode, the methanol that crosses over is almost
completely oxidized to CO2, which sets up a sustained maximum activity gradient in methanol
concentration across the electrolyte. The electroosmotic drag coefficient of methanol (esti-
mated as 0.16 CH3OH∕H+,69 or 2.5y, where y is mole fraction of CH3OH in solution70) is
relatively weak, owing to the nonpolar nature of the molecule. In order to prevent crossover
so that more concentrated (and thus compact) solutions of methanol can be utilized as fuel,
use of various diffusion barriers have been developed.71–73 That is, a porous filter in the GDL
or separating the fuel from the fuel channel can be used to separate concentrated methanol
solution from the membrane electrode assembly (HEA), greatly reducing crossover through
the electrolyte.73,74 An earlier solution was used of a thicker electrolyte to reduce methanol
crossover, but the concomitant loss in performance via increased ohmic losses through the
electrolyte is unsatisfactory.

Several other transport-related issues are important to DMFC performance. The anode
side is a two-phase system primarily consisting of methanol solution and product CO2. The
methanol must diffuse to the catalyst, while the reaction-generated CO2 must diffuse outward
from the catalyst. At high current densities, CO2 can become a large volume fraction (> 90%) in
the anode flow field. CO2 removal from the catalyst sites is critical to ensure adequate methanol
oxidation. Other disadvantages of the DMFC are related to use of methanol. Methanol is toxic,
can spread rapidly into groundwater, has a colorless flame, and is more corrosive than gasoline.

3 THE SOLID OXIDE FUEL CELL

The SOFC andMCFC represent high-temperature fuel cell systems. The current operating tem-
perature of most SOFC systems is around 800–1000∘C, although new technology has demon-
strated 600∘C operation, where vastly simplified system sealing and materials solutions are
feasible. High electrolyte temperature is required to ensure adequate ionic conductivity (of
O2−) in the solid-phase ceramic electrolyte and reduces activation polarization so much that
cell losses are typically dominated by internal cell ohmic resistance through the electrolyte.
Typical SOFC open-circuit cell voltages are around 1V, very close to the theoretical maxi-
mum, and operating current densities vary greatly depending on design. While the theoretical
maximum efficiency of the SOFC is less than the H2 PEFC because of increased temperature,
activation polarization is extremely low, and operating efficiencies as high as 60% have been
attained for a 220-kW cogeneration system.75

There has beenmuch recent development in the United Stated on SOFC systems, incubated
by the Department of Energy Solid State Energy Conversion Alliance (SECA) program. The
10-year goal of the SECA program is to develop kilowatt-sized SOFC APU units at $400/kW
with rated performance achievable over the lifetime of the application with less than 0.1% loss
per 500 h operation by 2021.

The solid-state, high-temperature (600–1000∘C) SOFC system eliminates many of the
technical challenges of the PEFC, while suffering unique limitations. SOFC power density
varies greatly depending on cell design but can achieve above 400 mW∕cm2 for some designs.
In general, an SOFC system is well suited for applications where a high operating temperature
and a longer startup transient are not a limitation, or where conventional fuel feedstocks are
desired.

The main advantages of the SOFC system include the following:

1. High operating temperature greatly reduces activation polarization and eliminates the
need for expensive catalysts. This also provides a tolerance to a variety of fuel stocks
and enables internal reformation of complex fuels.
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2. High-quality waste heat, enabling a potential for high overall system efficiencies
(∼80%) utilizing a bottoming or cogeneration cycle.76

3. Tolerance to carbon monoxide (CO), which is a major poison to Pt-based
low-temperature PEFCs.

3.1 Technical Issues of the SOFC

Besides manufacturing and economic issues beyond the scope of this chapter, the main tech-
nical limitations of the SOFC include operating temperature, long startup time, durability, and
cell sealing problems resulting frommismatched thermal expansion of materials. For additional
details, an excellent text for SOFC was written by Minh and Takahashi.77

The high operating temperature of the SOFC requires long startup time to avoid damage
due to nonmatched thermal expansion properties of materials. Another temperature-related
limitation is that no current generation is possible until a critical temperature is reached
in the solid-state electrolyte, where oxygen ionic conductivity of the electrolyte becomes
nonnegligible. Commonly used electrolyte conductivity is nearly zero until around 650∘C,19
although low-temperature SOFC operation at 500∘C using doped ceria (CeO2) ceramic
electrolytes have shown feasibility.78 In many SOFC designs, a combustor is utilized to burn
fuel and oxidizer effluent to preheat the cell to light-off temperature and hasten startup, and
provide a source of heat for cogeneration. In addition, the combustor effectively eliminates
unwanted hydrogen or CO, which is especially high during startup when fuel cell performance
is low. Additionally, electrolyte, electrode, and current collector materials must have matched
thermal expansion properties to avoid internal stress concentrations and damage during both
manufacture and operation.

The desire for lower temperature operation of the SOFC is ironically opposite to the PEFC,
where higher operating temperature is desired to simplify water management and CO poison-
ing issues. Lower temperature (∼400 − 500oC) operation would enable rapid startup, use of
common metallic compounds for cell interconnects, reduce thermal stresses, reduce the rate of
some modes of degradation, and increase reliability and reduced manufacturing costs. Despite
the technical challenges, the SOFC system is a good potential match for many applications,
including stationary cogeneration plants and auxiliary power.

Durability of SOFCs is not solely related to thermal mismatch issues. The electrodes suf-
fer a strong poisoning effect from sulfur (in the ppb), requiring the use of sulfur-free fuels.
Additionally, anode oxidation of nickel catalysts can decrease performance, and will do so
rapidly if the SOFC is operated below 0.5V. As SOFC reduced operating temperature targets
are achieved and use of inexpensive metallic interconnects become feasible, accelerated degra-
dation from metallic interaction is possible. Metals utilizing chromium (e.g., stainless steels)
have shown limited lifetimes in SOFC and can degrade the cathode catalyst through various
physicochemical pathways.79

3.2 Performance and Materials

In the SOFC system, yttria- (Y2O3) stabilized zirconia (ZrO2) is most often used as the elec-
trolyte. In contrast to PEFCs, O2− ions are passed from the cathode to anode via oxygen
vacancies in the electrolyte instead of H+ ions from anode to cathode. Other cell components
such as interconnects and bipolar plates are typically doped ceramic, cermet, or metallic com-
pounds.

There are four different basic designs for the SOFC system: the planar, seal-less tubular,
monolithic, and segmented cell-in-series design. Two of the designs, planar and tubular, are
the most promising for continued development. The other designs have been comparatively
limited in development to date. The planar configuration looks geometrically similar to the
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generic fuel cell shown in Fig. 5. The three-layer anode–electrolyte–cathode structure can be
anode-, cathode-, or electrolyte-supported design, meaning the structural support is provided by
a thicker layer of one of the structures (anode, cathode, or electrolyte supported). Since exces-
sive ionic and concentration losses result from electrolyte- and cathode-supported structures,
respectively, many designs utilize an anode-supported structure, although ribbed supports or
cathode-supported designs are utilized in some cases.

For the planar design, the flow channel material structure is used as support for the elec-
trolyte, and a stacking arrangement is employed. Although this design is simple to manufacture,
one of the major limitations is difficulty sealing the flow fields at the edges of the fuel cell. Seal-
ing is a key issue in planar SOFC design because it is difficult to maintain system integrity over
the large thermal variation and reducing/oxidizing environment over many startup and shut-
down load cycles. Compressive, glass, cermet, glass–ceramic, and hybrid seals have been used
with varied success for this purpose.

The second major design is the seal-less tubular concept pioneered by Westinghouse (now
Siemens-Westinghouse) in 1980. A schematic of the general design concept is shown in Fig. 13.
Air is injected axially down the center of the fuel cell, which provides preheating of the air
to operation temperatures before exposure to the cathode. The oxidizer is provided at ade-
quate flow rates to ensure negligible concentration polarization at the cathode exit, to maintain
desired cell temperature, and to provide adequate oxidizer for effluent combustion with unused
fuel. The major advantage of the tubular configuration is that the difficult high-temperature
seals needed for the planar SOFC design are eliminated. Tubular designs have been tested in
100-kW atmospheric pressure and 250-kW pressurized demonstration systems with little per-
formance degradation with time (less than 0.1% per 1000 h) and efficiencies of 46 and 57%
(LHV), respectively.76

One drawback of this type of tubular design is the more complex and limited range of
cell fabrication methods. Another drawback is high internal ohmic losses relative to the planar
design, due to the relatively long in-plane path that electrons must travel along the electrodes
to and from the cell interconnect. Some of these additional ionic transport losses have been
reduced by use of a flattened tubular SOFC design with internal ribs for current flow, called
the high-power-density (HPD) design by Siemens-Westinghouse and shown schematically in
Fig. 14.80 This design can also experience significant losses due to limited oxygen transport
through the porous (∼35% porosity) structural support tube used to provide rigidity to the
assembly. The internal tube can also be used as the anode, reducing these losses through the
higher diffusivity of hydrogen.

The monolithic and segmented cell-in-series designs are less developed, although demon-
stration units have been constructed and operated. A schematic of the monolithic cell design is
shown in Fig. 15. In the early 1980s, the corrugated monolithic design was developed, based on
the advantage of HPD compared to other designs. The HPD of the monolithic design is a result
of the high active area exposed per volume and the short ionic paths through the electrolyte,
electrodes, and interconnects. The primary disadvantage of the monolithic SOFC design, pre-
venting its continued development, is the complex manufacturing process required to build the
corrugated system.

The segmented cell-in-series design has been successfully built and demonstrated in
two configurations: the bell-and-spigot and the banded configuration shown schematically in
Fig. 16. The bell-and-spigot configuration uses stacked segments with increased electrolyte
thickness for support. Ohmic losses are high because electron motion is along the plane of the
electrodes in both designs, requiring short individual segment lengths (∼1–2 cm). The banded
configuration avoids some of the high ohmic losses of the bell-and-spigot configuration with
a thinner electrolyte but suffers increased mass transport losses associated with the porous
support structure used. The main advantage of the segmented cell design is a higher operating
efficiency than larger-area single-electrode configurations. The primary disadvantages limiting
development of the segmented cell designs include the necessity for many high-temperature
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Figure 13 Schematic of seal-less tubular SOFC design. (From Ref. 77.)
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Figure 15 Schematic of the monolithic SOFC design. (From Ref. 77.)
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Figure 16 Schematic of the segmented cell-in-series design: (a) banded and (b) bell-and-spigot configu-
ration. (From Ref. 77.)

gas tight seals, relatively high internal ohmic losses, and requirement for manufacture of many
segments for adequate power output. Other cell designs, such as radial configurations, and
more recently microtubular designs have been developed and demonstrated to date.

Many other fuel cell varieties and configurations, too numerous to enumerate here, have
been developed to some degree. The most developed to date have been the phosphoric acid,
alkaline, and molten carbonate fuel cells, all three of which have had some applied and com-
mercial success.
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Figure 17 Relative performance of MCFCs at 1 atm pressure. (Adapted from Ref. 19.)

Alkaline Fuel Cells. Alkaline fuel cells (AFCs) utilize a solution of potassium hydroxide in
water as an alkaline, mobile (liquid) electrolyte. Alkaline fuel cells were originally developed
as an alternative power unit (APU) for space applications by the Soviet Union and the United
States in the 1950s, and served on the Apollo program as well as the space shuttle orbiter.

Alkaline fuel cells were installed in Apollo mission service modules in 1964. shows alka-
line fuel cells for installation in Apollo mission service modules in 1964.81 AFCs were chosen
for space applications for their high efficiency and robust operation. Both circulated and static
electrolyte designs have been utilized. The AFC operates around 60–250∘Cwith greatly varied
electrode design and operating pressure.Moremodern designs tend to operate at the lower range
of temperature and pressure. The primary advantages of the AFC are the cheaper cost of mate-
rials and electrolyte, and high operating efficiency (60% demonstrated for space applications)
due to use of an alkaline electrolyte. For alkaline electrolyte, the oxidation reduction reac-
tion (ORR) kinetics are much more efficient than acid-based electrolytes (e.g., PEFC, PAFC)
enabling high relative operating efficiencies. Since space applications typically utilize pure
oxygen and hydrogen for chemical propulsion, the AFC was well suited. However, the elec-
trolyte suffers an intolerance to even small fractions of carbon dioxide found in air, which react
to form potassium carbonate (K2CO3) in the electrolyte, gravely reducing performance over
time. For terrestrial applications, CO2 poisoning has limited the lifetime of AFC systems to
well below that required for commercial application, and filtration of carbon dioxide is too
expensive for practical use. Due to this limitation, relatively little commercial development of
the AFC beyond space applications has been realized.

Molten Carbonate Fuel Cells. Currently MCFCs are commercially available from several
companies, including a 250-kWunit from Fuel Cell Energy, Inc. in the United States and several
other companies in Japan. SomeMW-sized demonstration units are installed worldwide, based
on natural gas or coal-based fuel sources that can be internally reformed within the anode of
the MCFC. MCFCs operate at high-temperature (600–800∘C) with a molten mixture of alkali
metal carbonates (e.g., lithium and potassium) or lithium and sodium carbonates, retained in
a porous ceramic matrix. In the MCFC, CO3

2− ions generated at the cathode migrate to the
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anode oxidation reaction. The MCFC design is similar to a phosphoric acid fuel cell (PAFC) in
that both have liquid electrolytes maintained at precise levels within a porous ceramic matrix
and electrode structure by a delicate balance of gas-phase and capillary pressure forces. A
major advantage of the MCFC compared to the PAFC is the lack of precious-metal catalysts,
which greatly reduce the system raw material costs. Original development on the MCFC was
mainly funded by the U. S. Army in the 1950s and 1960s, and significant advances of this
liquid electrolyte high-temperature fuel cell alternative to the SOFC were made.82 The U.S.
Army desired operation of power sources from logistic fuel, thus requiring high temperatures
with internal fuel reformation that can be provided by the MCFC. Development waned some-
what after this early development, but advances have continued and initial commercialization
has been achieved. The steadily increasing performance of MCFCs throughout years of devel-
opment is illustrated in Fig. 17. The main advantages of MCFCs include the following:

1. The MCFC can consume CO as a fuel and generates water at the anode, thus making
it ideal for internal reformation of complex fuels.

2. Aswith the SOFC, high-quality waste heat is produced for bottom cycle or cogeneration
applications.

3. Nonnoble metal catalysts are used, typically a nickel–chromium or nickel–aluminum
on the anode, and a lithiated nickel oxide on the cathode.

The main disadvantages of MCFCs include the following:

1. Versus the SOFC (the other high-temperature fuel cells), the MCFC has a highly corro-
sive electrolyte that, coupled with the high operating temperature, accelerates corrosion
and limits longevity of cell components, especially the cathode catalyst. The cathode
catalyst (nickel oxide) has a significant dissolution rate into molten carbonate elec-
trolyte.

2. Extremely long startup time (theMCFC is generally suitable only for continuous power
operation) and nonconductive electrolyte at low temperatures.

3. Carbon dioxide must be injected to the cathode to maintain ionic conductivity. This
can be accomplished with recycling from the anode effluent, or injection of combustion
product, but complicates the system design.

4. Electrolyte maintenance is an engineering technical challenge. The liquid electrolyte
interface between the electrodes is maintained by a complex force balance involving
gas-phase and electrolyte–liquid capillary pressure between the anode and cathode.
Significant spillage of the electrolyte into the cathode can lead to catalyst dissolution
but is difficult to eliminate.

5. Vapor pressure of the electrolyte is nonnegligible and leads to loss of electrolyte through
reactant flows.

Phosphoric Acid Fuel Cells. The PAFC was originally developed for commercial application
in the 1960s. The PAFC has an acidic, mobile (liquid) electrolyte of phosphoric acid contained
by a porous silicon carbide ceramic matrix and operates at around 160–220∘C. Like theMCFC,
the electrolyte is bound by capillary and gas pressure forces between porous electrode struc-
tures. The PAFC is in many ways similar to the PEFC, except the acid-based electrolyte is
in liquid form, and the operating temperature is slightly higher. Over two hundred 200-kW
commercial PAFC units were developed and sold by International Fuel Cells (nowUnited Tech-
nologies Research Fuel Cells) and many are still in operation. However, ubiquitous commercial
application has not been achieved, primarily due to high cost of approximately $4500 per kW,
about five times greater than cost targets for conventional stationary applications. The main
advantages of the PAFC include the following:
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1. The high operating temperature provides better waste heat than PEFC and allows oper-
ation with 1–2% CO in fuel stream, which is much better for use of reformed fuel
compared to the PEFC, which cannot tolerate more than 10 ppm of CO without signif-
icant performance loss.10

2. The acid electrolyte does not need water for conductivity, making water management
very simple compared to PEFC. Only the product water from the cathode reduction
reaction needs to be removed, a relatively simple task at elevated temperature.

3. The demonstrated long life and commercial success for premium stationary power of
the PAFC.

The main disadvantages of the PAFC include the following:

1. The PAFC is a bulky, heavy system compared to PEFC. Area specific power
(0.2–0.3W∕cm2) is much less than PEFC.83

2. The use of platinum catalyst with nearly the same loading as PEFCs.

3. The liquid electrolyte has finite vapor pressure, resulting in continual loss of electrolyte
in vapor phase and a continual need for replenishment or recirculation. Modern PAFC
design includes cooling and condensation zones to mitigate this loss.

4. The relatively long warmup time until electrolyte is conductive at ∼160oC (although
much less than the MCFC or SOFC).

Other Fuel Cells. Many other fuel cell systems exist, and new versions are constantly being
developed. Most of these are simply existing fuel cell systems with a new fuel. For example,
PEFCs based on a direct alcohol solution offer alternatives to DMFCs for portable power appli-
cation and include those based on formic acid,84 dimethyl ether,85 ethylene glycol, dimethyl
oxalate, and others.86 A completely different concept is the biological or microbial fuel cell
(MFC).87,88 In the MFC, electricity is generated by anerobic oxidation of organic material
by bacteria. The catalytic activity and transport of protons is accomplished using biological
enzymes or exogenous mediators.89,90 Although relative performance is very low, on the order
of 1–100 mW∕m2, the potential for generating some power or simply power-neutral decompo-
sition and treatment of organic waste matter such as sewage water is potentially quite significant
to society.91,92

Based on the continued growth and expansion of fuel cell science, it is evident that, despite
lingering cost and technical challenges, continued growth and development of a variety of fuel
cell systems will evolve toward implementation in many, but certainly not all, potential appli-
cations. In some cases, development of existing or new power sources or the exiting technical
barriers will ultimately doom application of fuel cells, while some applications are likely to
enjoy long-term commercial success.

Nomenclature.

a activity coefficient of species, unitless
A area term, cm2

C molar concentration, mol∕cm3

D diffusion coefficient, cm2∕s
E voltage, V
Ea activation energy of electrochemical reaction, J/mol
F Faraday constant, charge on 1mol of electrons, 96,485 A ⋅ s∕mol electron
G Gibb’s free energy, kJ/kg
H enthalpy, kJ/kg
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I current, A
i current density, A∕cm2

io exchange current density, A∕cm2

il mass limited current density, A∕cm2

M solution molarity, mol/liter
n electrons per mole oxidized or reduced, e−∕mol
ṅ molar flow rate, mol/s
P pressure, Pa, and power, W
q′′ heat flux, W∕cm2

r area specific resistance, Ω∕cm2

R universal gas constant, 8.314 J∕mol ⋅K
RH relative humidity, unitless
S entropy, kJ∕kg ⋅ K
T temperature, K
y mole fraction, unitless

Greek letters.

𝛼 charge transfer coefficient
Δ(x) change of parameter x
𝛾 reaction order for elementary oxidizer reaction
𝜂 polarization, V
𝜆 electroosmotic drag coefficient, mol/mol H+, and water saturation in

electrolyte
𝜎 conductivity, 1∕Ω ⋅ cm
𝜐 stoichiometric coefficient of balanced equation, and reaction order for

elementary fuel reaction
𝜉 stoichiometric flow ratio

Superscripts.
o standard conditions

Subscripts.
a activation or anode
c cathode
e electrolyte
fc fuel cell
f fuel
H2O water
i species i
k individual cell components, and number of cells in a stack
m mass transport
ox oxidizer
r resistive
ref reference
sat at saturation conditions
th thermal
thermo thermo-osmotic
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1 INTRODUCTION

The use of fluids for power delivery has been a part of human civilization for many cen-
turies. For example, much of the growth in the U.S textile industry in the 1820s and 1830s
can be credited to the abundant supply of hydraulic power available in the northeastern United
States through lakes and man-made canals.1 Early hydraulic systems utilized gravitational
potential to convert the energy stored in the fluid to some type of useful mechanical energy.
Currently, fluid power systems are ubiquitous in our everyday society. All facets of our lives are
touched by some form of pressurized fluid distributing power. Simple transportation examples
would be fuel delivery systems or braking systems in cars and buses. Many manufacturing
systems also use fluid power for presses and other types of forming applications. In fact, fluid
power is seen as a vital and necessary component for many types of engineering systems. This
is particularly true in mobile applications where a power generation component, such as an
internal combustion engine, is coupled to the fluid power system. In these cases, the inher-
ent power density advantages of fluid power make it a very attractive choice over other types
of actuation.

One key advantage of fluid power systems is the high power density available. This means
a very large force can be generated in a very compact space; something that is useful for
applications such as aircraft where weight and volume are at a premium. Another advantage
is the ability to hold loads for long periods of time, since a continuous load can be applied
without requiring power flow. Any possible heat generated near the point of power appli-
cation can be drawn away to a remote location for heat rejection. A third advantage is the
ability to move large inertias very rapidly. The bandwidth versus power characteristics of mod-
ern fluid power systems gives them an advantage over other types of actuation systems at
higher loads.

1089
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Figure 1 Schematic of a fluid power system.

Analysis of a typical fluid power application requires a complete systems-level under-
standing. Figure 1 illustrates the interconnection of several different components to form an
overall system as would be found in a mobile application. Each interconnected component is
itself a complex system made up of various subsystems, as will be described in subsequent
sections.

Most fluid power systems have the basic components of power generation, power dis-
tribution, power modulation, and power application. Using Fig. 1 as an example, the power
generation component consists of the prime mover coupled to the pumping device to con-
vert stored chemical energy such as diesel fuel to mechanical power and, subsequently, to
high-pressure fluid power. The variables of power in this system include the fluid pressure
and flow rate since power = pressure × flow. The power distribution aspect of the system is
depicted by the interconnections, which usually consist of hoses and couplings. These conduits
of power transport the high-pressure fluid to various locations within the system. At a specific
location, the available power is modulated, or metered, often by the use of a valve device. The
valve device determines how much power is actually applied to a particular load. The power
application component is some type of actuator, usually a piston or motor, which converts the
fluid power to mechanical power and applies it to some load. The following sections elaborate
in detail on the basic components outlined here.

In addition to the four primary classes of components, several other subsystems are critical
to proper overall functionality and are illustrated in Fig. 1. These include the filters for main-
taining fluid cleanliness, accumulators for temporarily storing energy, as well as tank storage
systems for containing the bulk of the fluid used in the system and providing some central-
ized place for heat rejection. These subsystems are addressed after the primary components
and in less detail. For a more in-depth understanding of these system components, the reader
is referred to the excellent and comprehensive book of Yeaple.2

2 SYMBOLS AND TERMINOLOGY

As is the case in many other fields, fluid power systems have their own unique symbols and ter-
minology. The following tables illustrate some of the basic hydraulic symbols and terms that
are commonly encountered and are referred to later on in this chapter. Section 3 gives more
detail on the physical realization of these different system components. Table 1 gives symbols
used for representing the hydraulic lines that carry pressurized fluid between different compo-
nents. Table 2 illustrates symbols for fluid power motors and pumps. These are the components
that convert rotary mechanical power to fluid power (pumps) or convert fluid power to rotary
mechanical power (motors). Table 3 illustrates symbols for different energy or fluid storage
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Table 1 Hydraulic Line Symbols

Main line

Pilot line

Fluid flow direction

Hydraulic line with
in-line filter

Table 2 Motors and Pumps

input
rotation

output flow Pump (fixed displacement)

input
rotation

output flow Pump (variable displacement)

input flowoutput
rotation

Unidirectional motor

M
Electric motor

elements. Table 4 gives the symbols for a wide assortment of valves as well as the types of
mechanical or electromechanical devices that move the valves. Table 5 illustrates the symbols
used to describe cylinders which, like motors, are also used to transform fluid power to mechan-
ical power. However, unlike fluid power motors, the cylinders in Table 5 convert fluid power
into rectilinear mechanical power.

The symbols shown in the tables can be connected to form complicated hydraulic dia-
grams. A simple example, which is revisited in Section 3 when discussing valves, can be seen
in Fig 2. Here we see a 4-way, 3-position valve with a solenoid actuator and a spring return
that is connected to a bidirectional hydraulic motor. The work ports on the valve are labeled as
follows: P = pump pressure, T = tank or reservoir, A = work port connected to one side of the
motor, and B = work port connected to other side of the motor.

As stated before, fluid power systems deal with the flow of power in terms of pressure
and volumetric flow. Therefore, in a system dynamics sense they can easily be seen to be quite
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Table 3 Reservoirs and Energy Storage Elements

Vented reservoir or tank

Pressurized reservoir or tank

or 

Gas-charged accumulator

Spring-loaded accumulator

A B

P T

Straight
through
porting

control
action

pump
supply

Cross
over

porting

Figure 2 Diagram of a valve-driven motor.

analogous to electrical systems. The pressure is analogous to voltage and flow is analogous to
current. An engineer who is comfortable with creating and analyzing simple electronic circuits
could perform similar tasks with a fluid power system once the symbols are clearly understood.
Table 6 gives a better comparison between the electrical and fluid power systems.

In addition to the analogous components shown in Table 6 there are several other paral-
lels between electrical and fluid power systems. The hydraulic pump could be connected to
a pressure relief valve to give a constant pressure supply, much like a direct-current (dc) bat-
tery or other constant voltage source. Moreover, instrumentation devices such as ammeters or
voltmeters are analogous to flow meters and pressure sensors, respectively.
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Table 4 Common Valves and Valve Actuators

Fixed orifice

Variable orifice

Check valve (not spring loaded)

Check valve (spring loaded)

Variable relief valve

2-way, 2-position valve

3-way, 2-position valve

4-way, 2-position valve

4-way, 3-position valve

Valve return spring

Manual or lever valve actuation

Solenoid or electric actuation
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Table 5 Cylinders

Single rod, single acting,
spring return

Single rod, double acting

Double rod, double acting

Table 6 Electrical–Hydraulic Analogy

Electrical Components Electrical Diagram Fluid Power Diagram Fluid Power Components

Ground Reservoir or tank

Current source

is

Pump

Voltage regulator
VR

Relief valve

Capacitor Accumulator

Resistor Orifice

Diode Check valve

Electric motor

M
Hydraulic motor
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3 SYSTEM COMPONENTS

3.1 Hydraulic Oils

The oil used in a hydraulic circuit is designed to withstand high pressures and large pressure
drops without deterioration in performance. The majority of common fluids are petroleum-
based, often called mineral oil, with other fluids developed for targeted applications. The
primary other types of common fluids are synthetic ones, including phosphate ester or silicone-
based fluids. A primary advantage of these types of synthetic fluids is their fire-resistant nature,
making them essential in applications where volatility is catastrophic (e.g., aircraft, sub-
marines). The most fire-resistant type of fluid that can be used is a water–glycol mixture
that has the low volatility of water but yet does not have the drawback of freezing in
low-temperature applications. In addition to the basic types of hydraulic oil, many additives
are used to aid in fluid performance. For example, metal dithiophosphates are often added to
inhibit oxidation and to serve as wear-reducing agents. High-molecular-mass compounds such
as polysiloxanes can act as antifoaming agents to reduce the amount of foam developed in
the tank or reservoir. Further information on oil types can be found in Refs. 2 and 3 or from
product literature available from major oil manufacturers.

Regardless of their chemical makeup, all of the oils must satisfy basic performance cri-
teria. Critical criteria are (1) viscosity and lubricity, (2) stability (thermal, absorption), and
(3) incompressibility. Viscosity of a fluid indicates the amount of shear stress necessary for
relative motion between two adjacent surfaces with the fluid between them. Figure 3 illustrates
a block sliding on a patch of fluid.

Area A is the underside of the block and t is the thickness of the fluid patch. The force
required tomove the block is proportional to the velocity of the block and inversely proportional
to the fluid thickness:

F = vA
ẋ
t

(1)

The viscosity term 𝜈 determines the resistance to motion determined by the internal friction
of the fluid. Viscosity is important because of the relatively close tolerances of fluid power
components such as valves and pumps. Highly viscous fluids will have a resistance to shear
flow and will tend to damp the motion of the various components, thereby making it more
difficult to pump fluid up to higher pressure. Simultaneously, low-viscosity fluids tend to leak
easily around passages within fluid power components and reduce overall system efficiency.
Related to the concept of viscosity is that of lubricity. High-lubricity fluids are able to reduce the
wear on the moving mechanical components, thereby increasing the life of the overall system.
Low-lubricity fluids, like water, need to have additives present to prevent excessive metal on
metal contact.

Stability is an important aspect of a hydraulic fluid. Essentially, the ideal hydraulic
fluid would satisfy the performance requirements and do so irrespective of its operating
environment. That is not the case in practice. The viscosity and lubricity of most oils change
dramatically with temperature, going from high viscosity at low temperatures to low viscosity

F

A
t

x

Figure 3 Viscosity schematic.
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at high temperatures. The extreme operating limits for viscosity on most systems range
between 1.0 and 5000 cst (centistokes). Anything outside those limits will not be practical. In
general, good fluids are less sensitive in their viscosity or lubricity to changes in temperature.
Similar aspects apply for insensitivity to pressure. In addition to being stable with respect to
physical properties, it is usually desirable for the oil to be environmentally insensitive with
respect to its chemical properties. In particular, for reasons to be discussed shortly, the oil
should not absorb much air from the surrounding environment if it is exposed. The oil should
have a minimal reaction to materials (e.g., rubber, polymers, metals) contained in hoses,
seals, filters, valves, or pumps. One example of an undesirable interaction is the potential for
swelling of most elastomer seals in contact with typical hydraulic fluids, which can cause
unwanted internal stresses on components. In addition to the desired inertness with respect to
the components it affects, a good hydraulic fluid should remain chemically stable with little
settling of any additives introduced so that its performance will be unaffected by periods of
inactivity.

Fluid compressibility is crucial to the overall performance of the system. Thinking of the
fluid in a closed chamber (e.g., cylinder) as a spring to store energy, it becomes apparent that
a more compressible fluid will act as a softer spring, thereby reducing the natural frequency of
the closed chamber. This can be seen in practice as a change in resonant frequency for fluid
power systems when the oil properties change. In most cases, it is better to have higher resonant
frequencies due to the fluid compressibility rather than lower resonant frequencies.

Unfortunately, the natural tendency of hydraulic fluids is to absorb air from the environ-
ment. This air becomes dissolved in the hydraulic fluid, causing it to becomemore compressible
than if there were no air. The compressibility of the fluid is usually defined by the bulk modulus,
which is defined as the percentage change in volume of a fluid for a given change in pressure.
Define a volume, V, under some pressure, P, as shown in Fig 4. Using Δ to denote the change
in a variable, the definition of the fluid’s bulk modulus, 𝛽, is

1
𝛽fluid

= −ΔV
V

1
ΔP

(2)

where the negative sign indicates that an increase in pressure results in a decrease in fluid
volume. If the hydraulic oil has air dissolved in it, the air and the oil act as separate springs in
series for the purpose of the overall compressibility. An examination of Fig 5 illustrates this
concept. On the right, the air can be seen to be a compressible volume in series with the oil. A
force on the piston will act to compress the air more than the oil, as would be the case if there
were two mechanical springs in series.

Therefore,
1

𝛽total
= 1

𝛽fluid
+

Vair

Vtotal

1
𝛽air

(3)

P
V

Figure 4 Fluid volume under pressure.
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oil

piston

oil
air

Figure 5 Schematic of a fluid chamber with and without dissolved air.

Since the air is so much more compressible than the fluid, a small amount of air (< 1%) can
have a drastic effect on the overall system stiffness. For example,4 suppose we have a fluid with
1% entrained air, by volume, that is under 500 psi pressure. If the ratio of specific heat for air
is 1.4, then the bulk modulus of the air equals 1.4 × 500 = 700 psi. A typical bulk modulus for
a petroleum-based fluid is approximately 2 × 105psi. Therefore,

1
𝛽total

= 1

2 × 105
+ 0.01 × 1

700
= 1.9 × 10−5

in2

lb
(4)

⇒ 𝛽total = 5.2 × 104 psi (5)

Addition of 1% dissolved air reduces the total bulkmodulus to only one-fourth of the ideal value
of the oil with no air. In practice, it is not uncommon to have much more than 1% air dissolved
in a fluid, which will have serious consequences for high-performance hydraulics relying on
very low compressibility to achieve high bandwidth and high performance. Therefore, it is
important for the designer of the overall system to fully understand the role that oil properties,
and the cause for their changes, can have on system performance.

Another oil property that needs to be understood by the system designer is environmen-
tal toxicity, which has serious impact on where fluid power systems can be applicable. For
example, due to the chemical nature of mineral oil hydraulic fluids, typical fluid power systems
are not employed in the food processing industry. Instead, more exotic types of fluid power
systems need to be used, including water-based hydraulics, to maintain the necessary system
sterility. A final issue of concern is the flammability of the fluid, since many connection or
component failures can result in a rapid dispersal of a fine fluid mist, which can be a significant
hazard. Further discussion on oil characteristics can be found in Refs. 2–4.

3.2 Hydraulic Hoses

Hoses are a component of fluid power systems that are often overlooked in an overall systems
analysis, but they are important to overall system performance. In a systems sense, the hoses are
responsible for distributing the power of the pressurized fluid from a central generation location
to remote locations where the power is then converted to mechanical power for application to
some load. If the hoses are inefficient, then the system will use more energy than necessary.
More critically, if the hoses are not properly suited to carry the power being distributed, then
failure can result. This would be analogous to sending more electrical current through a wire
than is rating allowed.

Most hoses in typical hydraulic fluid power systems are relatively complex composite
devices constructed from multiple layers of material. Figure 6 illustrates two separate types
of hoses with the primary difference being the reinforcing material. The core tube transports
the high-pressure fluid and is fabricated from a material that will not react with the fluid being
carried. This tube can be made from rubber or some type of thermoplastic polymer. This core
is then surrounded by one or more layers of reinforcing material that adds rigidity and strength
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to the hose. The figure on the left uses reinforcing wire spirals to strengthen the tube, while the
one on the right uses reinforcing braids. The braids can be either metal or some synthetic fiber,
whereas the spirals are primarily metal. The design of the reinforcing material ensures that the
hose can be both strong and flexible. Wire reinforcement gives higher strength, whereas fiber
reinforcement gives lower weight and greater flexibility. Flexibility is often desired in hydraulic
hose for several reasons. First, it often needs to move with the system that it is attached to,
for example, as cylinders extend on an earthmoving vehicle. Second, flexibility aids in the
design and construction of the overall systems into which these hoses get integrated because
a flexible hose is easier to route throughout a machine. Finally, a small amount of flexibility
with associated viscoelastic behavior can aid in the damping of pressure pulsations occurring
in the system, although this usually means reduced efficiency due to hose losses. If maximum
efficiency is desired, and flexibility is not needed, then the hoses can be replaced by solid
metal tubing.

There are intermediate separating layers between the reinforcing layers and this is particu-
larly true for wire reinforcements. The separation layer ensures that there is no fretting or wear
due to relative motion of two wire layers adjacent to each other. If the reinforcing layers are
made of a synthetic fiber braid, then the need for a separating layer is lessened. The total system
is then housed by a cover layer that is primarily for protection and resistance to abrasion caused
by the external environment.

As mentioned, the flexibility of the hoses depicted in Fig. 6 can be a system advantage.
However, the flexibility also means compliance in the hose. For example, Table 7 illustrates

Figure 6 Hydraulic hose construction.

Table 7 Volumetric Expansion of Hydraulic Hose Types

Volumetric Expansion at
Maximum Working Pressure

Equation for
Volumetric Expansion

Hose Model psi cm3∕ft y = (cm3∕ft); x = (psi)

77C-06 4000 0.8 y = 0.0002x
77C-08 4000 1.2 y = 0.0003x
701-12 5000 7.42 y = 0.0007x + 3.76
701-8 6000 5.61 y = 0.0004x + 3.295
701-6 6500 5.6 y = 0.0003x + 3.87

Source: From Ref. 5.
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the volumetric expansion for several particular hoses made by a major U.S. manufacturer.5

This compliance can introduce an additional dynamic element to the overall system since the
fluid inertia contained in the hose, along with the hose inertia itself, can couple with the hose
compliance to produce resonant modes within the hose. Therefore, if pressure pulsations from
a pumping device happen to occur at one of the resonant frequencies of the hose section, then
severe performance degradation, and possible hose/connector failure, can occur. An excellent
and detailed analysis on the resonant modes found in hydraulic hoses, termed transmission line
dynamics, can be obtained in Ref. 3.

If the pressurized fluid is to be transported through hoses where the length is significantly
greater than the inner diameter, then there is likely to be some power loss due to the friction
between the fluid and the walls of the hose tube. This power loss manifests itself as a pres-
sure drop or head loss between two points in the hose. A pressure drop or pipe head loss (hl)
correlation can be obtained by the Darcy−Weisbach equation6:

hl = f
L
D
V2

2g
(6)

Where f = friction factor
L = pipe length
D = piper inner diameter
V = fluid velocity
g = gravitational constant (9.81 m∕s2)

The empirical relationship given in Eq. (6) is quite general and is valid for pipe flow of
any cross section. It applies to both laminar and turbulent flow with the basic assumptions of
a straight hose, a constant cross-sectional area, and a constant friction factor. The key term to
be empirically determined is the friction factor f . There exist well-established correlations for
both laminar and turbulent flow:

f =

{ 64
Red

Hagen − Poiseuille relation (laminar flow)
0.316

(Red)1∕4
Blassius relation (turbulent flow)

(7)

The friction factor has been modeled in the literature by various methods and is dependent on
factors like pipe roughness and flow condition. In addition, there exist correlations specifically
for flow conditions that are in the transition between laminar and turbulent flow. The reader is
referred to Ref. 6 for further details on pipe losses. This includes correction factors to account
for bends in the piping, which cause additional losses due to momentum changes in the fluid.
Although these pipe losses may be small, it is still important to minimize them to achieve
maximum overall system efficiency.

3.3 Hydraulic Pumps

The purpose of a pump is to take mechanical power, in the form of a rotational shaft powered
by a combustion engine or electric machine, and convert that to fluid power, in the form
of high-pressure fluid moving at some flow rate. The majority of pumping devices in use
are termed positive-displacement pumps. This means that for a given rotation of a pump’s
input shaft, there is an amount of fluid expelled out of the pump’s discharge port that is
primarily related to the size or displacement of the pumping components. The amount
of fluid displaced per revolution is much less sensitive to aspects such as the pressure
in the line resulting in the terminology of positive displacement. Two basic classes of
pumps are available in current fluid power systems: fixed-displacement pumps and variable-
displacement pumps.
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Fixed-displacement pumps are usually less costly than variable-displacement pumps
because they have fewer components. The most basic types of fixed-displacement pumps are
gear pumps, vane pumps, lobe pumps, and piston pumps. Figure 7 demonstrates the working
of the gear pump. As the input shaft turns, fluid on the suction side of the pump is pulled into
the gears. Then small portions of fluid are carried over the gears, much like a waterwheel, to
the discharge side of the pump. The space between each gear tooth acts as a separate volume
to transport fluid from the low-pressure suction side to the high-pressure discharge side.

As the speed of the input shaft increases, the flow rate at the discharge port also increases.
This increase is usually proportional to the speed across the rated range of the pump, and
the proportionality constant is fixed for a given pressure at the discharge port. A similar
type of action is responsible for the pumping behavior of both vane or lobe pumps. Figure 8
illustrates the constant proportionality between flow and speed for a vane pump. As can
be seen, for a fixed discharge pressure the output flow scales linearly with the input shaft
rotational speed.

Outlet

Gear teeth
mesh

Inlet

Gear teeth
unmesh

Figure 7 Gear pump schematic.
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Figure 8 Parker PFVH25 series vane pump flow data (displacement = 40 cm3∕rev).
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Figure 9 Vane pump schematic.

High pressure outflow

Low pressure inflow

Figure 10 Lobe pump schematic.

Figure 9 shows a schematic similar to Fig. 7 for a vane pump and Fig. 10 does so for a lobe
pump. Similar to the gear pump, the vane pump uses vanes or fins to sweep the fluid from the
suction inlet around to the discharge section of the pump. The lobe pump uses the lobes much
like the gear pump uses teeth to do the same thing.

The primary differences between these types of fixed-displacement pumps are the appli-
cations for which they are best suited. For example, the gear pump is better suited for higher
pressure applications than the vane pump because of the ability of the gear teeth to hold higher
loads than the vanes. However, the vane pump may be better suited for pumping fluids with
low lubricity due to the reduced metal to metal contact. The relatively large volumes between
the lobes on the lobe pump allow it to handle small bits of solids or contaminants better than
the vane or the gear pumps.

Should high pressures be needed (e.g., 3000 psi or more), then the choice of positive-
displacement pumps is the piston pump. In this subsystem, individual pistons move back and
forth to pump fluid from the low-pressure side of the pump to the high-pressure side. Typical
piston pumps are axial and radial piston pumps. A fixed-displacement axial piston pump is
usually constructed with the pumping pistons and input shaft offset by an angle. This is termed
a bent-axis piston pump and is shown in Fig 11. As the input shaft rotates, the distance between
the piston and the intake section of the valve plate increases. This draws fluid into the piston
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1. Barrel housing
2. Valve plate
3. Cylinder barrel
4. Piston with piston ring
5. Timing gear
6. Tapered roller bearing
7. Bearing housing
8. Shaft seal
9. Output/input shaft

1 2 3 4 5 6 7 8 9

Figure 11 Axial piston pump schematic. (Reprinted Courtesy of Parker Hannifin Corp. Copyright
© Parker Hannifin Corp.)

Valve
block

OutletInlet

Ring

Cylinder
barrel

Piston shoe

Radial Piston Pump

Piston

Figure 12 Radial piston pump schematic.

chamber. After the piston has reached its maximum displacement it enters the discharge section
of the valve plate where its distance to the plate decreases. This decrease forces fluid out of the
high-pressure side of the pump.

As illustrated in Fig 12, a radial piston pump operates similarly to an axial piston pump
except that the pistons are now arranged radially. An eccentricity between the pump outer hous-
ing, or stator, and the piston housing, or rotor, performs the same actions as the swashplate in
terms of moving the pistons in and out of their pumping chambers. Reciprocating devices like
piston pumps are very good for generating higher pressures than the continuous devices such
as the vane or gear pumps and they tend to be more efficient. On the other hand, the gear and
vane pumps tend to be quieter and less expensive to produce.

In many fluid power systems, there is a need to provide a relatively continuous supply
pressure from the pump even while the amount of flow, and hence power, demanded can be
varying. This would be analogous to having a constant electrical supply voltage while draw-
ing a varying load. Fixed-displacement devices can solve this problem by running at varying
speeds or by running at a fixed speed and incorporating a relief valve device at the pump outlet.
The relief valve simply diverts high-pressure flow back to the tank when it is not needed and is
usually a cheaper option than the variable-speed device to drive the pump. Unfortunately, gen-
erating high-pressure fluid and then dumping it over a relief device is not a very efficient use
of energy. Therefore, one option that is common is to have a variable-displacement pumping
device. Of the different types of positive-displacement pumping devices given above, the most
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Figure 13 Variable-displacement axial piston pump schematic.

amenable to variation of displacement is the axial piston pump. A variable-displacement axial
piston pump contains a swashplate, or wobble plate, attached to the pump input shaft. This
allows variation of the relative angle of the pistons and the input shaft that the bent-axis con-
figuration in Fig. 11 could not achieve. By varying the angle of the swashplate, it is possible to
vary the amount of fluid that is drawn into and expelled from the pump during each revolution.
Figure 13 shows a variable-displacement pumping device illustrating the movable swashplate.

The swashplate setting can be altered to affect the displacement. A very common usage
for this type of variable-displacement device is to incorporate load sensing into its behavior.
A mechanical feedback path from the pump outlet can be used to drive a spring-loaded pilot
valve, which in turn provides a flow to pivot the swashplate. Should the flow out of the pump
be too great for the current application’s usage, an excessive pressure buildup will occur at
the pump discharge outlet. Through the pressure feedback mechanism, this will then cause the
pump to destroke or reduce its displacement. In turn, this will lower the flow coming out of
the pump per revolution and reduce the output pressure the level set by the spring preload on
the pilot valve. A similar sequence of events will regulate the pump displacement to increase
should the output pressure drop below some desired value. This mechanical feedback system
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discharge
pressure

spring

preload
pilot valve washplate

pump body
and pistons

Figure 14 Load sensing axial piston pump diagram.

can therefore provide the correct amount of fluid power for a given application without under-
supplying or wasting any fluid that can lead to a large increase in efficiency. A block diagram
of a load-sensing variable-displacement pump is shown in Fig 14.

In addition to the mechanical feedback device, it is possible to have an electronically con-
trolled pilot valve to drive the pump displacement. This electrohydraulic pump arrangement has
an increased cost and complexity but also provides increased flexibility. It is possible to elec-
tronically sense the pump pressure output and feed that information back to the valve driving the
swashplate displacement. This would mimic the mechanical load-sensing behavior mentioned
earlier. In addition, direct electronic control of the pump displacement can be used to provide
user-specified flow to a system such as a hydrostatic transmission.7 The variable displacement
can be used as a variable transmission to drive a hydraulic motor at different speeds.

When considering pump characteristics the end user should consider the efficiency of the
pump, since that will have a direct effect on the overall efficiency of the system. Two types of
efficiencies are associated with hydraulic pumps: volumetric efficiency and overall efficiency.
Theoretically, the output flow of a pump would be equal to the pump rotational speed (Ω)
multiplied by the pump displacement (D):

Qtheoretical = DΩ (8)

However, there are many internal passages within pumps and, with high pressure at the outlet,
leakage can occur within these passages such that not all of the flow coming into the pump
actually makes it to the pump exit. The volumetric efficiency of a pump is the ratio of actual
output flow of the pump to the theoretical output flow:

𝜂volumetric =
Qactual

DΩ
(9)

Volumetric efficiency is affected greatly by internal leakages, which are in turn affected by
the pressure at the discharge of the pump. As discharge pressures increase, the volumetric effi-
ciency of a pumpwill decrease. Due to good design and closemanufacturing tolerances, modern
pumps have volumetric efficiencies that tend to be quite high; usually above 90% for a properly
functioning pump.

The overall efficiency of a pump is determined by the ratio between the mechanical power
input (torque × speed) to the driving shaft and the fluid power (pressure × flow) that exits the
pump discharge:

𝜂total =
PQ
𝜏Ω

(10)

The overall efficiency of a pump is related to the volumetric efficiency but they are not the same.
Overall efficiency is primarily governed by the energy losses associated with the pump. The
principal losses are due to friction. This includes viscous friction, which hinders the movement
of pump parts within the fluid, particularly if the pump parts are moving a thin film of hydraulic
fluid. Energy losses are also due to friction contained in bearings and seals. The fluid viscosity
has a large part to play in both the volumetric and overall efficiency. Low-viscosity fluid means
easy pumping and a higher overall efficiency. However, low viscosity also means more internal
leakage and therefore lower volumetric efficiency.
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Figure 15 Performance of a pressure-compensated variable-displacement axial piston pump.

Typically, the construction of different pumps will affect their efficiency levels. All
pumps have low overall efficiencies at flow rates far below their rated pressures. Typically,
gear and vane pumps will have a lower overall efficiency at higher pressures than a piston
pump. Figure 15 illustrates a typical performance chart for a variable-displacement axial
piston pump.

3.4 Hydraulic Valves

In a fluid power system, the hydraulic valve serves to restrict the flow of fluid through the
system. In this sense, it is analogous to the electrical resistance as depicted in Table 6. This
flow restriction can be used to modulate or meter the amount of fluid going into the chamber of
a cylinder or motor. Additionally, this restriction can act to divert the flow of fluid from one path
to another. An example of this is the relief valve that diverts flow from the main pressurized line
back to the low-pressure tank. Since all valves act as a restriction, it is simplest to consider them
as orifices from the point of view of basic fluid mechanics.6 If a further assumption is made
that the fluid is incompressible, this allows for the simple approximation of the valve opening
as a sharp-edged orifice. From Bernoulli’s principle6 we can determine the relative velocity
downstream of an orifice if we are given flow conditions across the orifice. Considering u to
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denote upstream of the orifice and d to denote downstream we can calculate

v2d − v2u =
2
𝜌
(Pu − Pd) (11)

The fluid density is denoted as 𝜌 and the pressures by P. The volumetric fluid flow can be
determined from the fluid velocities (v) depicted in Eq. (11). It is essentially the velocity times
the area of the pipe or channel carrying the fluid. Then, assuming incompressible flow,

Auvu = Advd (12)

This can be used with (11) to determine the velocity downstream:

Auvu = Advd = Q =
Ad√

1 − (Ad∕Au)2

√
2
𝜌
(Pu − Pd) (13)

Equation (13) is an idealization, and it is necessary to add an empirical correction factor to
account for the loss in energy due to the internal fluid friction. In addition, the downstream area
used is the vena contracta4 rather than the area of the actual orifice itself, thereby necessitating
another correction factor. These two correction factors can be lumped together into a discharge
coefficient, Cd:

Q = CdAo

√
2
𝜌
(Pu − Pd) or Q = CdAo

√
(Pu − Pd) (14)

where Ao is the physical orifice area. Either one of the equations in (14) can be used as long as
the correct definition of discharge coefficient accompanies it:

Cd =
CvCc√

1 − C2
c (Ao∕Au)2

or Cd =
CvCc√

1 − C2
c (Ao∕Au)2

√
2
𝜌

(15)

WhereCv(̃1.0) is the correction coefficient due to internal friction losses, andCc is the contrac-
tion coefficient, which is the ratio of the vena contracta to the orifice area Ao. The two empirical
coefficients,Cv andCc, are usually difficult to determine analytically. Oftentimes, the discharge
coefficient is simply determined as a lumped parameter from calibrated pressure versus flow
data. Reasonable values of Cd for most conditions would range between 0.5 and 0.8.

Many different types of valves are available. Three of the most common ones that will be
mentioned briefly here are related to the shape of the metering orifice: the ball valve, poppet
valve, and spool valve. The ball valve and poppet valve operate similarly in that there is an
opening or orifice on which the ball or poppet is seated. The name of the valve comes from the
device that seals the opening. Figure 16 illustrates both a ball valve and poppet valve. As either
the ball or poppet lift off of the seat, an annular area is uncovered through which fluid can pass.
This annulus is a metering orifice. Usually, flow will come from the passage below the ball or
poppet as drawn in Fig. 16. As will be shown shortly with a relief valve example, the ball or
poppet is usually connected to a spring that applies a load, attempting to keep the valve in a

ball poppet

seat seat

(a) (b)

Figure 16 (a) Ball valve and (b) poppet valve.
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Figure 17 Spool-in-sleeve valve.

normally closed when insufficient pressure is present below the seat. The benefit of the poppet
style valve over the ball valve is the ability to seal better with less leakage across the valve.

A third class of valve is called a spool valve. This is because the metering orifice is created
by the sliding of a spool within a sleeve as illustrated in Fig 17. The spool is usually cylindrical
in geometry. As it moves within the sleeve it will cover or uncover different ports. In Fig 17 the
valve spool covers up the lower port while potentially allowing fluid to flow through the upper
port. These ports are connected to different components within the overall fluid power system,
thereby allowing this type of a valve to be used to redirect flow from one path to another. This
will be further described shortly.

One common function for a ball or poppet type of hydraulic valve is the simple pres-
sure relief valve. The simplest representation of a pressure relief valve is shown schematically
in Fig 18. When the pressure in the pressure port becomes large enough, the force on the
ball will overcome the preloaded spring force and open a direct flow connection between the
high-pressure line and the return line to the low-pressure tank or reservoir. Therefore, the pres-
sure in the high-pressure line will be maintained at some preset level that is based on the spring
preload. The spring preload may be set manually by means of a screw that would be located at
the top of the valve. Alternatively, the spring preload could be set by a solenoid, which would
enable an electronically adjustable relief pressure setting. This would result in a pressure control
valve rather than just a relief valve.

Probably the most common function for a sliding spool valve is the directional control
valve. This valve is called directional because it is used to direct the flow from a high-pressure
source, such as a pump, to a motor or cylinder to perform work on an external environment. A
schematic diagram of a four-way directional control valve can be seen in Fig 19, and its con-
nection to a load was shown earlier in Table 4 and Fig. 2. By shifting the direction of the valve,
different connections between the pump, tank, and work ports (A and B) of the valve can be

spring

Tank
port

Pressure port

Figure 18 Relief valve schematic.
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Figure 19 Four-way directional control valve.

established. For example, if the valve in Fig 19 is shifted to the right, there will be a connection
between port A and the tank as well as a connection between port B and the high-pressure sup-
ply from the pump. Therefore, the fluid will flow into the side of the actuator connected with
B causing motion to occur. A motion of the valve to the left will cause a connection between
port B and the tank as well as port A and the supply.

Several different terms or characteristics can be used to describe valve construction and
their function. As depicted in Table 4 valves can often be defined by their ways; there are
two-way, three-way, and four-way valves. A two-way valve is essentially an on–off valve. The
valve is either opened or closed and the flow path cannot be changed. The flow simply moves
between the pressure supply port and the exhaust port. The relief valve or ball and poppet valves
illustrated in Figs. 16 and 18 are examples of two-way valves. A three-way valve is one that has
a pressure port, an exhaust port, and a work port that meters fluid to some actuator in order to
enable it to perform work. A four-way valve will have a supply port, an exhaust port, and two
outlet ports. Figure 19 is an illustration of a four-way valve because there are four basic ports:
two work ports plus a supply port (P) and an exhaust port (T). Here, P and T are commonly
used to represent pump and tank.

Another valve characteristic associated with directional valves is the type of center con-
figuration: open centered or closed centered. An open-centered valve has a direct path between
the tank and the pump when the valve spool is centered. This is useful when the pump is
fixed displacement because it minimizes the power loss from the pump during zero valve
position. Also, the open-centered valves can provide a faster response from valve command
input to flow output. Oftentimes open-centered valves are also referred to as underlapped
valves. The closed-centered valves block the flow from pump to tank when the valve is in
the centered position. This is inadvisable with a fixed-displacement pump because it ends up
dumping high-pressure flow over the relief valve with a large waste of energy. In this case, a
pressure-compensated pump is advised. Closed-centered valves are good for holding loads in
place, even when the pump is not providing power, because very little leakage can occur across
the valve. Closed-centered valves are also called overlapped valves. In Fig. 19 the spool dimen-
sions are drawn so as to just cover the pressure and return ports exactly. This is termed critically
lapped. This means there is flow for a given valve motion away from center and no flow for
valve at its center position. Table 8 illustrates the flow characteristics of differently lapped
valves. It should be noted that the flow characteristics depicted do not differentiate whether the
high-pressure fluid is directed toward port A or B; only the magnitude of the flow is shown.
If the spool lands did not sufficiently block the P and T ports, the valve would be considered
underlapped. For an underlapped valve, there will always be flow through the valve. This leak-
age flow can be undesirable in some cases because it represents power that is not utilized for
useful work. If the spool lands completely covered the P and T ports with plenty of room to
spare, the valve would be considered overlapped. Overlapped valves minimize leakage through
the valve, thereby leading to higher overall system efficiency. However, the cost of doing so is
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Table 8 Configurations for Four-Way Directional Control Valves

Valve Lap Valve Schematic Valve Flow
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PP

B

|Flow| 
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Overlapped
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A B
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x
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valve spool

work ports
return spring

Figure 20 Manual four-way directional control valve. (Reprinted Courtesy of Parker Hannifin Corp.
Copyright © Parker Hannifin Corp.)

to introduce a dead zone or dead band in the relationship between valve motion and flow. This
dead band can have serious consequences for closed-loop control schemes utilizing this valve.

As illustrated in Table 4, there is more than one way to move a valve to generate flow.
Manual control of valve motion can be accomplished by connecting the valve, through some
type of linkage, to a lever or device that can be operated by a human. Figure 20 illustrates a
Parker Hannifin D1VL-series four-way directional control valve operated by a lever. The valve
is centered by springs on either side of the valve spool. By shifting the lever in or out, flow can
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be directed from a high-pressure source to either the A or B work ports. Other manual methods
for moving a spool include foot pedals and buttons (for two-way valves).

If electronic control or automation is required from the fluid power system, then the input
can no longer be manual but must be generated electronically. This leads to electrohydraulic
fluid power systems. The simplest and most common electronic actuator to generate valve
motion or spring preloading is a solenoid. A solenoid consists of a wire coil surrounding a metal
plunger. When current flows through the solenoid, it generates a magnetic field that produces
a force on the plunger. Depending on the configuration of the solenoid, its energized state can
either retract or extend the plunger. Often, for directional control valves, two separate solenoids
are used as shown in Fig 21 for a Parker Hannifin D1FW-series valve. The left solenoid is used
to actuate the valve to the right in the figure and vice versa for the other solenoid. If neither
solenoid is engaged, the return springs on either side of the valve will bring it back to a neutral
position. The use of dual solenoids is due to the fact that it is simpler to have two single-action
solenoids than one electromagnetic device that can retract and extend the plunger attached to
the valve spool. For a two-way valve, such as a relief valve, a single solenoid is sufficient for it
acts only to provide a preload to the spring that seats the valve.

Although solenoids are rugged and cost effective, one disadvantage is their nonlinear
behavior. As the plunger moves further out of the energized coil, the electromagnetic force
decreases in a nonlinear fashion. This is shown schematically in Fig 22. Additionally, the force
generation characteristics associated with the solenoid are greatly affected by temperature,
which can change if the solenoid is repeatedly energized or held on for an extended period
of time. This temperature dependence is also a nonlinear one. Vaughan and Gamble8 develop a

plunger

work ports

A B

return spring

solenoid

Figure 21 Solenoid operated four-way directional control valve. (Reprinted Courtesy of Parker Hannifin Corp. Copyright
© Parker Hannifin Corp.)

force
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Figure 22 Nonlinear force generation characteristics for a solenoid.
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Figure 23 Direct-drive linear motor for electrohydraulic valve. (Courtesy of Moog, Inc.)
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Figure 24 Parker D1FH proportional valve with closed-loop spool feedback. (Reprinted Courtesy of Parker Hannifin Corp.
Copyright © Parker Hannifin Corp.)

good model of solenoid characteristics for use in an electrohydraulic system. These shortcom-
ings make it difficult to provide high-performance precision control from a simple solenoid
valve. One method to compensate for this is to use a more expensive direct-drive linear motor
in place of a solenoid. A single direct-drive motor can actuate a plunger in two directions.
Figure 23a shows a cross section of a direct-drive linear motor for electrohydraulic valve actu-
ation. Figure 23b shows the single-sided attachment of the linear motor to a valve spool. This
type of arrangement gives a much more linear response than the solenoid depicted in Fig. 21.

Another method to compensate for the valve nonlinearity is to close a feedback loop locally
about the valve position. Figure 24 shows a schematic of a valve where a lower precision
solenoid actuation is used to move a spool valve. However, the nonlinearity of the solenoid
is compensated by the closed loop feedback of the spool position using an integrated position
sensor. The actual control electronics depicted in Fig. 24 can be either digital or analog, depend-
ing on the sophistication of the valve. Proportional valves with closed-loop feedback are often
called servo valves. This term comes from the fact that the valve position is only a function
of the command given. The closed-loop electronics eliminate nearly all of the variability in
spool position as a function of commanded reference. Additionally, this effect can be enforced
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Figure 25 Parker D1FH and D1FM proportional valve frequency response. (Reprinted Courtesy of Parker
Hannifin Corp. Copyright © Parker Hannifin Corp.)

up to very high frequency motions. Figure 25 illustrates a frequency response of a particular
proportional servo valve for different amplitudes of motion. As can be seen, the valve responds
reliably to reference command changes up to 100Hz for small signal amplitudes, which is
fast enough for many applications. In addition to being fast, this electronic feedback allows
the valve to be programmable. For instance, the valve motion could be made nonlinear with
respect to command so that it was very sensitive to commands (high gain) around null and less
sensitive (low gain) once the valve was open a certain percentage.

In addition to the electronic position sensing feedback for valve positioning, it is also pos-
sible to have an internal mechanical valve feedback. Typically this is obtained by a mechanical
feedback device, such as a spring, between a light and fast first stage and a heavier second
stage that contains the actual spool. Figure 26 shows a classical servo valve that operates with
a flapper-nozzle arrangement.9 The fast first stage is actually a torque motor that provides a
rotation for a given torque input. This electrical effect produces flapper motion that uses differ-
ential pressure to generate a hydraulic amplification, which then affects the spool motion. The
motion of the main spool is communicated back to the first-stage torque motor by means of a
slim wire attached to the middle of the main spool. The flexure of this wire has a force effect
on the spool that is proportional to displacement, thereby providing a proportional mechanical
feedback. These types of valves can be designed to have very rapid responses, even beyond
those depicted in Figs. 23 and 24. However, they are susceptible to contamination because of
the very fine manufacturing tolerances. These manufacturing tolerances also make them gen-
erally more expensive than their electronic feedback counterparts. There are other mechanical
servo valve designs using jet pipe feedback or other means. The reader is referred to Refs. 4
and 9 for further insight into mechanical servo valve design and construction.

The basic idea behind the mechanical servo valve in Fig. 26 is the idea of a multistage
hydraulic valve. This idea is often used when a fast response is needed in conjunction with
a high flow rate. A high flow rate for a directional valve indicates a large spool inertia. For
example, the directional valves on large earthmoving equipment can have spools weighing
several kilograms. Solenoids would not be sufficiently powerful to move such an inertia or
resist the flow forces4 that would arise. Therefore, it is common in these cases to use a small
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Figure 26 Two-stage flapper-nozzle servo valve. (Courtesy Moog Inc.)

 

first stage

second stage

cylinder

load

first stage
dynamics 

hydraulic
amplification

second stage
dynamics 

feedback
mechanism

Figure 27 General multistage valving.

valve to drive a large valve. This is depicted conceptually in Fig 27. The small quick valve
utilizes the hydraulic amplification of pressure against the second-stage spool end to gain a
valve system with high flow and fast response.

3.5 Cylinders and Motors

Hydraulic cylinders and motors are the components that convert fluid power into mechanical
power by applying forces and torques to some load environment. Hydraulic cylinders convert
fluid power into linear mechanical power and hydraulic motors convert fluid power into rotary
mechanical power. The basic hydraulic cylinder consists of a piston and a rod inside of a sleeve
or barrel with two end caps. This configuration was shown schematically in Table 5. A more
detailed schematic is shown in Fig 28 for a single-rod cylinder.

The piston can have rods on either end (double acting) or only on one end (single acting)
although only one rod is shown in Fig. 28. The price to be paid for a double-acting rod is a
more complicated and expensive device that occupies more volume, since allowances have to
be made for extensions of rods in two directions. The benefits to be gained are uniformity in
behavior during retraction and extension. The hydraulic cylinder is capped at two ends and,
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as shown in the figure, sometimes reinforced by tie rods that hold the end caps on and pro-
vide additional strength. Ports at either end of the cylinder allow fluid to flow into and out
of the actuator on either side of the piston. High-performance seals between the piston cir-
cumference and the cylinder body ensure that minimal amounts of fluid leak across the piston
between the low- and high-pressure chambers. There are also seals on the end cap through
which the rod extends to prevent the leakage of fluid to the external environment. Additionally,
modern cylinders often have wipers at the seal interface between the rods and the end caps to
ensure that dirt and contamination from the external environment do not find their way into the
hydraulic fluid.

Figure 28 shows a relatively simple schematic of a hydraulic cylinder. In addition to the
aspects shown above, the normal seals on the piston can be replaced by hydrodynamic seals
if seal friction is to be reduced for high-performance systems. Additionally, many hydraulic
cylinders incorporate “snubbers” or hydraulic cushioning devices to minimize shock induced
by reaching the end of the cylinder’s stroke. Further details may be found in Ref. 2.

Hydraulic motors primarily come in several varieties. In most cases, the motors simply act
like pumps running in reverse. For example, consider the gear motor schematic shown in Fig 29.
The high-pressure inlet flow acts on the lower sets of gear teeth and forces them to rotate in the
directions of the arrows. The segments of two meshing teeth tend to oppose rotation, making

Rod

Tie rod

Cylinder barrel

Piston seal

Piston

Port End cap

Wiper

Rod seal

Figure 28 Schematic of a single-rod hydraulic cylinder.

High pressure inflow

Low pressure outflow

Figure 29 Schematic of a gear motor.
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the net torque available be an effective function of one tooth. Pressure on the outer gear teeth
that ride along the casing of the motor is effectively neutralized because of the identical teeth.
The net torque from this section is zero as the oil is carried around and over to the exit port. The
teeth at the top of the motor have only tank low pressure that they face to oppose them, which
leads to the pressure difference between the inlet high pressure and the outlet tank pressure to
provide torque to move the gears. For the actual motor, one of the gears would be coupled to an
output shaft that would rotate and provide the external torque to whatever load was attached.
As we can see, the basic principle is exactly the same as the gear pump except the input and
output are reversed. For the gear pump, the input is shaft torque to the gears and the output is
the high-pressure fluid. For the gear motor, the input is the high-pressure fluid and the output
is the shaft torque.

Similar to the gear motor, most other hydraulic motors act with a dual relationship to
their hydraulic pumping counterparts. For example, the hydraulic axial piston motor uses
high-pressure fluid to force pistons to move. The piston motion causes a swashplate to
rotate. Additionally, the pitch of the swashplate can be made variable, just as in a pump,
so that the displacement per revolution of the motor can be altered. This would result in a
variable-displacement motor that can give a significant control degree of freedom to an overall
system. Since the basic behavior of the other types of motors (e.g., axial piston, radial piston,
vane, etc.) are so similar to their pumping counterparts, the reader is referred to Ref. 2 for
further detailed discussion.

3.6 Other Components

There are several components, other than the primary ones described above, that make up an
overall fluid power system such as the one depicted in Fig. 1. Without these other components,
the behavior of most fluid power systems would be either impossible or very suboptimal. One
of the key components in many fluid power systems is the accumulator. This is effectively the
same as an electric capacitor and is used for direct storage of fluid power in the form of highly
pressurized fluid. Physically, an accumulator consists of a chamber with a movable interface
separating the hydraulic fluid from some other type of gas, often nitrogen. There are two pri-
mary types of accumulators, piston and bladder types. Figure 30 shows schematics of both types
of systems. For the piston types of accumulators, a linear spring element could be substituted
instead of the inert gas to act as an energy storage element.

Accumulators serve many different purposes in fluid power systems. If they are placed
immediately downstream of a positive-displacement pumping device, such as an axial piston
pump, they can act to smooth out pressure ripples that may come from the individual piston
strokes. Schematically, this is shown in Fig 31. In addition to smoothing out pressure pulsations
from pumps, accumulators can be placed immediately upstream of valves. In doing so, they will
absorb any system shocks that might occur from sudden valve closings. This is often called

N2 N2

Pressurized
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Flexible
bladder

Rigid
piston

Hydraulic
fluid

Figure 30 Bladder (left) and piston (right) types of accumulators.
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Figure 31 Filtering action of an accumulator placed at a pump exit.

surge compensation. Accumulators can also be used to store fluid power that can be used to
briefly run safety-critical systems in the event of a power failure. In this role, the energy stored
in the accumulator can be used to safely bring the system or machine to a shutdown condition
in a properly controlled fashion. Finally, accumulators can often be used to provide additional
flow to a system so that maximum flow available is greater than the instantaneous flow the
pump can provide. Therefore, mobile systems, such as aircraft, can be made lighter and more
efficient by using smaller pumping and reservoir components.

Another component associated with fluid power systems that should be considered in
the overall design is the tank or oil reservoir. The tank serves as more than a repository for
oil. Tanks must be appropriately sized so as to provide a suitable heat sink for rejection of
the heat developed as the fluid is worked throughout the system. As the fluid goes over sev-
eral pressure drops, it can become heated. As it returns to the tank, it has the opportunity
to cool down before going into the system again. It is often sufficient in stationary applica-
tions to size the tank appropriately to be an effective source of heat rejection using passive
means. However, in mobile applications such as aerospace where space is at a premium, active
cooling by means of embedded heat exchangers is often necessary to get by with a smaller
tank size.

Several of the components mentioned in this section are given to the reader in an introduc-
tory form. That does not mean that they are not crucial to the overall system performance.
Rather, given the compact nature of this chapter, there is insufficient space to detail all of
the system components in depth. However, there are several excellent texts the reader may
turn to for further details on these components and others.2–4 Some of the other components
include filters for keeping contamination out of the oil and couplings for connecting hoses
to components.

4 SYSTEM DYNAMIC BEHAVIOR

The previous section detailed several of the components that make up a fluid power system.
These components are useful only when they are combined and integrated into an overall sys-
tem. As mentioned at the beginning of this chapter, care must be exercised when connecting
each of these subsystems since the interconnected system can exhibit dynamics that were not
apparent in the individual subsystem.

Each component has its own dynamic behavior that can be examined separately before
interconnection. Here we can consider the dynamics of a variable-displacement axial piston
pump. The simplest dynamic models are the linear input–output transfer functions.10 Under
many situations, the pump can be treated as a constant gain between input rotational speed and
output flow. This is the case when the pump is operating in a steady-state environment:

Qpump = Dpump𝜔pump (16)
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As mentioned in relation to Fig. 31, slight variations in flow due to individual motion of
the pistons are usually smoothed out by the inclusion of an accumulator at the pump output.
There are cases where the pump displacement Dpump can be varied to change the output flow
in a controlled manner. For these systems, the pump displacement is varied by changing the
swashplate angle, termed here as 𝛼:

Dpump = Kdispl𝛼 (17)

In electrohydraulic pumps, the swashplate angle can be changed electronically by means
of a solenoid valve providing a pilot force to the swashplate. The simplified swashplate dynam-
ics can usually be modeled as a simple second-order transfer function11 about some nominal
operating position, 𝛼0:

𝛼 (s)
u(s)

||||𝛼0
=

Kswashplate(𝛼0)

s2 + 2𝜉(𝛼0)𝜔n(𝛼0)s + 𝜔(𝛼0)2n
(18)

The actual system dynamics are nonlinear, so Eq. (18) is valid for a specific displacement
angle since the damping ratio and natural frequency often change as a function of the swash-
plate displacement angle. The input signal is usually amplified and sent to a control valve,
which operates against a spring-loaded hydraulic amplification to affect a net torque on the
swashplate. Depending on the internal pump configuration and the operating pressure set by
the relief valve, the dynamics can be either underdamped or overdamped. Many manufacturers
design the pump to be significantly overdamped and so the dynamics can be further simpli-
fied as a first-order system if the faster pole is neglected. Additionally, flow limitations in the
internal pump feedback often will limit the pump to a rate-limited dynamic behavior.

For electronically driven single-stage valve components with centering springs the valve
usually acts as a simple second-order system. Therefore, the relationship between the valve
motion (xv) and the input signal from some pulse-width-modulated amplifier is given as

xv(s)
u(s)

=
Gv

mvs2 + bvs + kv
(19)

Where Gv = valve gain
mv = valve mass
kv = valve centering spring
bv = valve damping
u = control voltage

A two-stage servo valve, such as the one shown in Fig. 26, possesses different dynamics
than the single-stage directional valves. A simplified block diagram is given in Fig 32,9 with
the related system parameters given subsequently:

Kt = torque motor gain

Kh = hydraulic amplification gain

Av = spool end area

kf = net stiffness on armature

𝜔n = 1st − stage (flapper) natural freq.
𝜁 = 1st − stage (flapper) damp. ratio

Kw = feedback wire stiffness

This representation ignores the nonlinear effects of the two-stage valve such as flow sat-
uration in the first stage due to flapper rotation limits but is useful for analyzing small signal
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Figure 32 Two-stage servo valve dynamics. (From Ref. 9.)

valve response. The transfer function from input current, i(s), to output valve position, xv(s),
can be written as

xv(s)
i(s)

=

(
KtKh

Kf Av

)

s
(

S2

𝜔2
n

+ 2𝜁
𝜔n
s + 1

)
+
(

KtKh

Kf Av

) (20)

The simplified transfer function for a two-stage servo valve usually has three poles, two
complex and one real. The response due to the two complex roots is often much faster than
the response due to the real root. Consequently, the model could be simplified to a first-order
system for lower-frequency analysis.

Examples of the components given above can be put together to form an overall system to
perform a given task. Consider, for example, the electrohydraulic valve-driven, double-ended
hydraulic cylinder moving an inertia with both damping and a spring resistance. The overall
block diagram for the system’s dynamics appears as shown in Fig. 33

where A = piston area
m = load mass
b = viscous damping on load
x = cylinder position
F = cylinder force generated
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Figure 33 Linearized dynamics of a hydraulic cylinder.



5 Common Nonlinearities 1119

In the absence of load forces, the transfer function from valve command input to cylinder
position output is given as a fifth-order transfer function:

x(s)
u(s)

= 1
mvs2 + bvs + kv

×
Kq∕A(

Vtm

𝛽eA2

)
s3 +

( (Kc+Ctm)m
A2

+ bVt

𝛽eA2

)
s2 +

(
1 + (Kc+Ctm)b

A2
+ kVt

𝛽eA2

)
s + (Kc+Ctm)k

A2

(21)

As can be seen by Eq. (21), the dynamics of this relatively simple fluid power system can be
quite complex, with dynamic behavior more intricate than the behavior of a single component.
If one were to try and close a control loop around this system, one would have to take into
account all the dynamics associated with the system. Moreover, if this simple cylinder linear
motion system were to be incorporated into an overall system, such as a primary flight control
surface on an aircraft, it could become even more complex. A thorough knowledge of system
dynamics is an engineer’s best tool in this situation.

5 COMMON NONLINEARITIES

The description of fluid power systems in the previous section was simplified to determine
linear, time-invariant, dynamic models. There are some key nonlinearities that are common in
fluid power systems and greatly affect their dynamic performance. Here we mention several of
the major ones that can affect dynamic system performance.

5.1 Saturations and Dead Zones

One of the primary nonlinearities in any hydraulic system is saturation. This can occur at
several places. The valve has a finite displacement, which leads to a saturation. Similarly, a
cylinder will have a constraint on its motion. Finally, the system pressure is usually limited to
be below 3000 psi in most operating systems through the use of a relief valve at the pressure
supply as shown in Fig. 5. If these saturations were to be incorporated into the dynamics of a
valve-controlled cylinder, the modified block diagram would be as shown in Fig 34.

Another nonlinearity mentioned in the section on components is the characteristic asso-
ciated with the valve’s center position. As mentioned earlier, the valve can be underlapped,
critically lapped, or overlapped. This corresponds to the covering of the ports by the spool lands.
An overlapped valve, while minimizing fluid leakage and hence system power, does produce a
dead zone in the relationship between valve displacement and fluid flow. An underlapped valve
allows flow between the pump and tank even when the valve is in its center position, thereby
wasting some energy. However, an underlapped valve has a higher flow gain at low valve dis-
placements, thereby making the system response faster. Figure 35 depicts flow gains for these
different conditions.

5.2 Hysteresis and Asymmetry

Another nonlinear valve characteristic that will be present is the hysteresis in the valve motion.
This hysteresis can be significant for low-performance, solenoid-operated, proportional valves.
However, for most high-performance servo valves or electronically controlled directional
valves the hysteresis problem is negligible. An additional nonlinearity of fluid power systems
is their asymmetry. Frequently these systems are asymmetric, due to either intentional
design or imperfections in the actual components. The single-ended cylinder of Fig. 28 is
intentionally designed to have a different flow-to-velocity characteristic during retraction and



1120

x1

ms2 + bs + k
Kq

input

signal
F ΣF

valve

motion

compressibility

load
force

A
PL

piston
area

As
cylinder

position

1

mvs
2 + bvs + kv

valve
saturation

+ –

–

Ctm

ΣQ

leakage

flow

1

s + Kc
Vt

βe

pressure
saturation

piston

saturation

Figure 34 Saturations in hydraulic cylinder model.
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Figure 36 Steering valve flow characteristics.

extension to minimize the space necessary for the actuator. Quite often, valves will display
asymmetrical flow profiles from valve position to flow. This can be done intentionally to match
a single-ended cylinder with an asymmetric valve in order to have an input–output system
relationship that is symmetric. The valve flow characteristics can also be asymmetric due to
imperfectly manufactured valves, valve tolerances, or component wear. Figure 36 shows the
flow rate response of a large electrohydraulic steering valve for an 8000-kg farm tractor.12 This
is a solenoid-operated valve; therefore, it has a large amount of hysteresis. The asymmetry in
the flow characteristic is very easy to see, as is the dead band. Figure 36 also illustrates a valve
that shifts entirely to one side if the input signal is zero. The spring loading is only on one side,
so a nonzero input is required to maintain zero flow.

5.3 Friction

The final nonlinearity that is discussed is friction. This is present to some degree in all fluid
power systems, particularly in piston or motor seals as well as the sliding valve spool itself.
As with purely electromechanical systems, it can be the key barrier to precise motion control.
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For all its importance, there are still widely varying models of friction for systems analysis.
The simplest is the Coulomb model. However, this does not capture the complicated stick-slip
motion of friction. This stick-slip motion necessitates the inclusion of a presliding displacement
in the frictional model. A good analytical model that captures the stick-slip phenomenon as well
as the dynamic behavior of the sliding friction is given by Lischinsky et al.13
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A
ABB Lummus Company, 401, 408
ABE (acetone-butenol-ethanol) fermentation,

799
Above-atmospheric compression, 894–897
Absolute deviations, mean of, 834
Absolute pressure, 52
Absolute roughness, 87
Absolute (dynamic) viscosity, 48, 49, 119,

870
Absorption, 1004
Absorption chillers, 516–518, 972–974
Absorption spectrum, atmospheric, 723
Absorption systems, refrigeration, 515–518
Absorptivity, 219–224

evaluation of, 338–339
for low-temperature thermal radiation, 224
for solar incident radiation, 222–224
for solid-state radiation, 331–332
spectral hemispherical, 219
total, 221
total hemispherical, 220

Acceleration:
convective, 63
of fluid masses without relative motion,

57–58
local, 63

Accumulators, 1115–1116
Accuracy, 250, 617
Acetone-butenol-ethanol (ABE)

fermentation, 799
“Acid rain,” 367, 445
Active cooling devices, 435
Active heating methods, 302–305
Additive property (of configuration factors),

227
Adequacy, of models, 831, 832
Adiabatic boundary, 138
Adiabatic calculation, for gas compression,

898

Adiabatic demagnetization refrigeration
(ADR), 575

Adiabatic ducts, 153–155
Adiabatic efficiency, 898, 1043
Adiabatic humidification, 583–584
Adiabatic mixing, 584
Adiabatic region (heat pipes), 239
Adiabatic surface temperature, 210
ADR (adiabatic demagnetization

refrigeration), 575
Adsorption, 1004
Adverse slope, channels with, 112
Aeolipile, 1033
Aerodynamics, of premixed flames, 646–650

confined jets, 647–649
flame stabilization in bluff bodies,

649–650
free jets, 646

Aerodynamically shaped vanes, 882, 883
Aerodynamically staged burners, 657
Aerodynamic lift, 871, 872
AFCs, see Alkaline fuel cells
Affinity laws:

for fans, 883–885
for rotating machines, 860–862

Afterburners, 944, 945
Agglomerating character (of coal), 704, 706,

713
Agglomeration, 727
AHUs, see Air-handling units
Air:

air–fuel ratio, 362–365, 635–639
dry, 578
ideal gas thermophysical properties of, 8–9
moist, 578–580
quality of indoor, 587–589
staging of, 665
thermodynamic properties of, 328, 329
vapor, 7–8
vitiated, 639
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Air atomization, 323
Air combustion, 756
Air-cooled condensers, 529–530
Air-cooled heat exchangers, 381–382,

396–398
fan power requirement for, 397–398
flow chart of, 613
heat-transfer coefficients for, 396–397
temperature difference in, 397

Air cooling, 922
Aircraft-engine gas turbines, 907–908,

941–946
figures of merit/cycle design variables,

944–946
fuel systems, 921–922
inlets/nozzles, 944
installation effects, 942–944

Air defrost, 537
Airflow simulation programs, 594–595
Air–fuel ratio:

for combustion, 635–639
controlling, 362–365

Air handling and distribution systems,
596

Air-handling units (AHUs), 581, 584–585
HVAC, 581–584
simple, 584–585

Air heating, 443–450
available heat with preheated, 447
benefits of, 445–450
costs of, 445
heat requirements for direct-fired, 444
recommended minimum temperatures

for, 445
types of, 443
warnings about, 445

Air inspirators, 362, 363
Air pollution:

controlling, in furnaces, 367
regulations on, 979–980

Air Pollution Control Act of 1955, 979
Air separation, 565–567
Air-to-cloth ratio, bag filter, 747
Air-to-refrigerant heat exchanger, 625
Albedometers, 815–818
Albedo value, 817
Alcohol-based coolants, 519–521

Al-Haytham, Abu Ali al-Hasan ibn al-Hasan
ibn, 805–806

Aligned parallel rectangles, 226
Aligned tubes, 209
Alkaline fuel cells (AFCs):

applications of, 1055, 1061
characteristics of, 1018, 1061, 1062
electrolyte loss in, 1070
performance of and materials in, 1081

Alkaline water electrolyzers, 997
ALSTOM GT26 gas turbine, 928, 929
American National Standards Institute

(ANSI), 507–510, 589, 591
American Petroleum Institute (API), 685
American Recovery and Reinvestment Act of

2009 (ARRA), 979
American Society for Testing and Materials

(ASTM), 689–691. See also specific
ASTM standards

American Society of Heating, Refrigerating
and Air-conditioning Engineers
(ASHRAE), 507–510, 580–581, 587,
589–591

Amine scrubbing, 758–759
Ammonia, 510, 512
Ammonia–borane, 1012
Ammonia–water absorption systems, 517
Ammonium, 749
Anemometers, 122–125
Angle factor, see Configuration factor(s)
Angle of incidence, 872, 888
Ångström, Knut, 806
Aniline point, 685
Anisotropic thermoelements, 293
Annuli, forced convection in, 477–478
ANSI, see American National Standards

Institute
Anthracite, 703, 705–708, 721
API (American Petroleum Institute), 685
API gravity (sg), 685, 686
Apollo space program, 1055, 1081
Approximation-assisted optimization of

thermal systems, 614, 616–631
chevron plate heat exchanger example,

618–623
design of experiment in, 616
metamodeling techniques for, 616–617
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multiscale simulation for heat exchanger,
622, 624–630

offline, 618, 619, 621–622, 626–628
online, 618, 619, 622, 623, 628–630
parallel parameterized CFD in,

617–618
symbols for, 631
verification in, 617

Approximation formulas, 707
APUs, see Auxiliary power units
“A” refrigerants, 507–510
Argon, 565
Aromatics, 693
ARRA (American Recovery and

Reinvestment Act of 2009), 979
Ash:

bottom, 664
coal, 713–715
flyash, 664, 666
percent ash test, 709
in residual oils, 687

Ash fusion temperatures (D1857), 710
Ash handling, 664
Ash mineral analysis, 710, 714
ASHRAE, see American Society of Heating,

Refrigerating and Air-conditioning
Engineers

Ash resistivity, 715
ASME Boiler and Pressure Vessel Code, 528,

531
Asphaltic crudes, 683
ASTM (American Society for Testing and

Materials), 689–691
ASTM D388 standard, 704, 706
ASTM D5798 standard, 770, 771
ASTM D6751–07b standard, 780
Asymmetry (in fluid power systems), 1119,

1121
Atmosphere (unit), 879
Atmospheric absorption spectrum, 723
Atmospheric pressure:

and HVAC, 578
ratio of principal specific heats for

liquids/gases at, 32
thermal properties of gases at, 192
thermophysical properties of fluids at, 16,

17, 26–27

Atomization:
air, 323
liquid fuel, 658–659
oil, 364
steam, 323

Attenuation factors, pump, 868, 869
Automotive air-conditioning systems,

607–612
Automotive applications, hydrogen storage

for, 1001, 1003
Auxiliary power units (APUs), 946, 1055,

1081
Availability, gas-turbine, 949
Available heats, 322, 323
Available heat ratios, 323–325, 638, 640–643
Average efficiency, steam turbine, 1044, 1045
Average Nusselt number, 207
Avery, William, 1033
Aviation turbine fuels, 693
Axial-flow compressors:

gas compression in, 896
in gas turbines, 908–909

Axial-flow fans, 887–889
flow control for, 888, 889
types of, 887–888

Axial-flow pumps, 858, 871–872
Axial-flow turbines:

gas, 915, 916
steam, 1036, 1037, 1039, 1040

Axial piston pumps, 1103–1105
Axial thrust, 1052
Azeotropes, 507–509, 512, 513
Azimuth error, 819

B
Backflow effects, 401
Backward inclined vanes, 882, 883
BACT (best available control technology),

980
Baffles:

and heat exchanger programs, 408
in shell and tube heat exchangers, 376–380
spacing and cut of, 387
and vibration, 399–400

Baffled-shell evaporators, 533
Baffled tube bundles, 391
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Bag filters, 367, 745–747
Balance of plant (BOP) equipment, 974
Ball valves, 1106, 1107
Bands, spectral, 230. See also Diffuse

shadow-band correction models
Barometric pressure, sea level chart for,

580–581
Base-load systems, 975, 976
Basic stage performance, steam turbine, 1046
Batlles et al. model of diffuse shadow-band

correction, 823–826
Bead formation, thermocouple, 263, 264
Beam lengths, 338
Bernoulli equation for one-dimensional flow,

60–61
Best available control technology (BACT),

980
Best fit line, 832
BFBs (bubbling fluidized beds), 733–735
Bilitzky fin arrays, 468–470
Bimetallic thermometers, 254–255
Binary cycle conversion, 850–851
Binary hydrides, 1009
Biocrude, 799
Biodiesel, 777–785

biomass sources of, 777, 778
current availability of, 783
emissions from, 780, 782, 783
manufacturing methods, 777, 779
performance of, 779–782
production capacity for, 783–784
quality standards for, 779–781
research on, 784, 785
safety issues with, 784, 785
storage of, 782, 783
subsidies for, 784
transportation of, 782
vehicle modifications for use of, 779

Biofuels, 767–800
biodiesel, 777–785
butanol, 799
ethanol, 768–777
hydrogen, 785–799
methane, 800
methanol, 799
mixed alcohols, 799
petroleumlike, 799

synthesis hydrocarbons, 800
vegetable oil, 777, 779, 783–785

Biological cleaning of coal, 729
Biological hydrogen production, 1000, 1001
Biomass:

biodiesel from, 777, 778
ethanol from, 769
hydrogen from, 995, 996

Biomethane, 787, 800
Biophotolysis, 1001
Bitor America Corp, 700
Bituminous coal, 703, 705, 706, 708, 721
Blackbodies, 216
Blackbody radiation, 216–220

in furnaces, 331, 333
Planck’s distribution law, 217–220
Stefan–Boltzmann law, 217
Wien’s displacement law, 218

Black enclosures, 233
Bladder accumulators, 1115
Blade erosion, 1051
Blade thickness, 932
Blading, 903
Blassius relation, 1099
Blast furnace gas, 320, 322, 324, 325
Blowdown, inadequate, 403
Blowers:

compression ratios for, 879
general features of, 880–881

Blue flame radiation, 641
Bluff bodies, 649–650
Boeing F-15, 944
Boilers. See also Heat recovery steam

generators (HRSGs); Reboilers
circulating fluidized bed, 735
supercritical, 738–739

Boiler feedwater heat exchangers, 382
Boiling heat transfer, 234–237

film pool, 236
heat pipes, 239–244
nucleate boiling in forced convection, 236
nucleate pool, 235–236
simplified relations for boiling in water,

236–237
Boiling limit, 240, 242–243, 422–423
Boiling (bubble) point, 507, 508
Boil-off losses, 1006
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Bomb wash method, 709
Booster pumps, 97
BOP (balance of plant) equipment, 974
Borohydride complexes, 1010
Bottom ash, 664
Bottoming-cycle cogeneration systems,

966–967, 1048, 1049
Boudouard reaction, 740
Boundary(-ies), 137

adiabatic, 138
conduction with convection on, 194,

197–198
diathermal, 139
flow between parallel, 76

Boundary conditions:
for Navier–Stokes equations, 74–75
for two- and three-dimensional flow, 63

Boundary layer:
flow about immersed objects at flat-plate,

116–117
impact of, on wind velocity, 961–962

Bourdon gauge, 53
BP, see Brake power
BQ-9000 program, 779
Brake engine efficiency, 1043
Brake horsepower (pump), 97
Brake power (BP), 863, 881, 885
Branca, Giovanni de, 1033, 1034
Brayton cycle, 737, 901, 926, 934
Brazed-plate condensers, 528
Brazoria, 846
“B” refrigerants, 507–510
Broad-crested weirs, 132
Brown, Boveri engine, 906–908
Broyden’s method, 604
Btu (unit), 319
Bubble point, 507, 508
Bubbling fluidized beds (BFBs), 733–735
Buckets, 903, 917–919
Bucket creep, 948
Buckingham Π theorem, 82
Building materials, thermal properties of, 190
Building thermal loads, 589–593

cooling, 592–593
heating, 589–591

Built-in volume ratio, 524
Bulk modulus, 44, 47, 1096–1097

Bulk temperature, 205
Buoyancy, 56–57
Burners:

circular, 660–662
duct, 972
furnace, 362–364
gaseous-fuel, 655–658
low-nitrogen oxide, 732–733
tangentially-fired, 661, 663

Burner ports, furnace, 364–365
Burner tiles, 653
Burning characteristics of coals, 711–713
Burnout point, 235
Butane, 510, 922
n-Butane at atmospheric pressure, 26
Butanol, 799
Butler–Volmer equation, 1067
Bypass heat leak, 170
By-product fuels, 639–640

C
CAA (Clean Air Act of 1963), 724, 979–980
CAAA (Clean Air Act Amendments),

979–980
Caking, 708
Calibration:

of heat flux gauges, 298–299, 306–307
of temperature sensors, 249–250

Callendar–Van Dusen equation, 268, 269
Calorific properties of gaseous fuels, 678
Calorific value:

of coal, 709
of natural gas, 675–678

Calorimeters, 300–301
Cameras, infrared, 299, 303
Campbell–Stokes sunshine recorder, 817,

818, 828–829
Canada, CFCs banned in, 511
Capillarity, 50, 51
Capillary limit, 419–420
Capillary pressure, 418, 420
Capillary pumped loops (CPLs), 434–435
Capillary rise, 50, 51
Capillary tubes, 534–535
Capillary wicking limit, 240
Capital investment, in cogeneration, 965
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Carbonaceous materials, hydrogen storage in,
1005, 1011–1012

Carbon dioxide (in general):
in DMFCs, 1076
emissions of, 792–793, 911–912
fuel-cell degradation by, 1070
GWP of, 511
as marker for human contaminants, 589
as refrigerant, 510
thermal radiation properties of, 229–231,

233
thermophysical properties of, 11–13

Carbon dioxide capture, 755–759, 761–762
during combustion, 756–758
cost of, 759, 761–762
postcombustion, 758–759
precombustion, 755–756

Carbon dioxide from coal conversion,
723–724, 754–762

capture of, 755–759, 761–762
cost implications with treating, 761–762
sequestration of, 760–762
transportation of, 759–760
utilization of, 761

Carbon intensity, 724
Carbon monoxide, 665, 911, 1070
Carbon nanotubes, 1012
Carbon resistors, 270
Carbon sink management, 761
Carbon-steam reaction (gasification), 740
Cascade, fins in, 482
Cascade cooling (refrigeration) systems,

502–503, 548–549
Catalyst poisoning, 1070
Catalytic combustion systems, 915
CAV (constant air volume), 596
Cavitation, 863
Cavitation proof conduits, 95
Cell-in-series SOFC design, 1078, 1080
Celsius temperature scale, 247–248
Center of pressure, 54, 55
Centrifugal compressors:

characteristics of, 526–528
in closed-cycle systems, 502
gas compression in, 896
in gas turbines, 909
refrigerants in, 510

Centrifugal fans, 358, 361, 881–887
affinity laws for, 883–884
controlling throughput of, 886–887
performance of, 884–886
vanes of, 881–883

Centrifugal operation (in pumps), 858–861
Centrifugal pumps, 858–871

centrifugal operation in, 858–861
flow control for, 865–869
generalized head loss with throughput for,

865, 866
performance curves for, 862–865
slurries in, 870–871
specific speed of, 861–862
and viscosity of liquid, 868–870

Ceramic fiber filters, 367
Cerro Prieto Fields (Mexico), 844
Certificates for cogeneration, 982–983
Cetane number (CN), 694–695
CFBs, see Circulating fluidized beds
CFCs, see Chlorofluorocarbons
CFC-11, 511, 513
CFD, see Computational fluid dynamics
Channels, see Flow (in open channels)
Charging heat-pipe working fluids, 432
Chemical cleaning of coal, 728
Chemical cycling, hydrogen fuel, 796
Chemical exergy, 163
Chemical hydrides, 1005, 1009, 1010
Chemical hydrogen storage, 1011–1012
Chemical looping combustion, 757–758
Chevron plate heat exchangers, 618–623

CFD simulation of, 619, 620
offline approximation-assisted

optimization of, 621–622
online approximation-assisted

optimization of, 622, 623
Chillers, absorption, 516–518, 972–974
Chip module thermal resistances, 458–464

defined, 458–459
external resistance, 461–463
flow resistance, 463–464
internal thermal resistance, 459–460
substrate/PCB conduction, 460–461
total resistance–single chip packages, 464

Chlorine, 710, 715
Chlorodifluoromethane, 509, 512
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Chlorofluorocarbons (CFCs), 506–509, 511,
513

Chlorotrifluoromethane, 509
Chrysler, 908
CIE (Commision Internationale de

l’Éclairage), 830
Circular burners, 660–662
Circular cylinders:

in cross-flow, 208
flow around, 69

Circular foil heat flux gauges, 296–297
Circular tubes:

Navier–Stokes equations for flow through,
77–78

Nusselt numbers for, 205
turbulent flow in, 206–207

Circulating fluidized beds (CFBs), 733, 735,
736

Clapeyron relation, 150, 152
Class I refrigerants, 511
Class II refrigerants, 511
Clathrates, 1015
Clausius-Clapyeron relation, 423
Clean Air Act Amendments (CAAA),

979–980
Clean Air Act of 1956, Great Britain, 724
Clean Air Act of 1963 (CAA), 724, 979–980
Clean Air Mercury Rule, 724
Cleaner coal technology, 719–763

carbon dioxide in, 754–762
defined, 720
motivation for, 724–725
postconversion clean-up, 745–754
preconversion, 726–729
in situ pollution control, 729–744
technologies for, 725–726

Cleanliness, 429, 431, 432
Clean Water Act of 1977, 981
Closed-centered valves, 1108–1109
Closed conduits, flow in, 82–108

and minor losses, 92–95
and pipe friction, 87–92
pipe network analysis of, 99–102
steady-state pipeline analysis of, 95–99
unsteady flow in pipe systems, 102–108
velocity distribution for, 83–86

Closed-cycle engines, 902

Closed-cycle refrigeration:
operation, 501–506
refrigerant selection for, 511, 513–514

Closed systems:
defined, 137
first law of thermodynamics for, 138–139
second law of thermodynamics for,

140–142
CLTDs (cooling-load temperature

differences), 592
Cluster, fins in, 482–483
CN (cetane number), 694–695
Coal(s), 703–718, 720–724. See also Cleaner

coal technology
age of formation and properties of, 721
ash characteristics of, 713–715
burning characteristics of, 711–713
classifications of, 704–707
efficiency/exhaust of, 912
gasification of, 320–321
hydrogen/carbon ratios of, 674
as industrial fuel, 320
nature of, 703
and pollutants, 721–724
properties of, 709–711
quality of, 711
reserves of, 703–705
sampling of, 715–716
types of, 703, 707–709, 721
uses of, 707

Coal cleaning, 716–718, 726–729
Coal combustion, 730
Coal conversion:

carbon dioxide from, 754–762
cleaning prior to, 726–729
clean-up technologies following, 745–754
potential pollutants from, 721–724
in situ pollution control for, 729–744

Coal gasification, 320–321, 995
Coalification, 703
Coaxial parallel circular disks, 226
Coaxial thermocouples, 300
COE (cost of electricity), 955
Coefficient of correlation, 833
Coefficient of determination, 832–833
Coefficient of drag, 115, 117, 118, 871
Coefficient of flow (valve), 867
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Coefficient of lift, 115, 871
Coefficient of performance (COP), 141, 517,

552
Cogeneration, 963–965

constraints on, 965
history of, 964–965

Cogeneration equipment, 968–974
absorption chillers, 972–974
balance of plant equipment, 974
electrical equipment, 971–972
fuel cells, 971
gas turbines, 969–970
heat recovery equipment, 972, 973
microturbines, 971
prime movers, 968–971
reciprocating engines, 970–971
regulations on, 980–982
steam turbines, 968–969

Cogeneration regulations, 977–983
on air pollution, 979–980
American Recovery and Reinvestment Act

of 2009, 979
Energy Improvement and Extension Act of

2008, 979
Energy Policy Act of 2005, 979
equipment-specific, 980–982
federal, 977–979
permits and certificates for cogeneration,

982–983
on water quality and solid waste disposal,

981, 982
Cogeneration systems, 965–990

applications of, 967, 968
bottoming-cycle, 966–967
combined-cycle, 967, 968
economic evaluation of, 983–986
equipment in, 968–974
financing arrangements for, 986–989
ownership of, 986–989
packaged, 976–977
prime movers in, 968–971
regulations on, 977–983
steam turbines in, 1033, 1034, 1048–1049
technical design issues with, 974–977
topping-cycle, 965–966

Coke, 320, 707
Coke oven gas by-product, 320, 322, 324, 325

Cold-plate heat exchangers, 483–486
Color play bandwidth, 274
Column separation, 104
Combined-cycle cogeneration systems, 967,

968
Combined-cycle power plants:

gas turbines in, 934–940
steam turbines in, 1033, 1034, 1048–1049

Combustible wastes, 367
Combustion, 635–671

air, 756
air–fuel ratios for, 635–639
carbon dioxide capture during, 756–758
chemical looping, 757–758
coal, 730
cyclone, 739
defined, 635
diffusion, 360
firing systems, 654–664
flame aerodynamics, 644–655
fluidized bed, 733–738
fuels used in, 639–640
and furnaces, 319–325
in gasification, 740
high-temperature, 709
of hydrogen, 992
oxy-fuel, 670–671, 756
and oxygen enrichment of combustion air,

325
pollutant emissions control, 665–666
pulverized coal, 731–733
requirements for, 730
safety considerations, 666–670
staged, 739
stoichiometric, 636
thermal aspects of, 640–644

Combustion air, oxygen enrichment of, 325
Combustion chambers, sizing resources for,

398
Combustion characteristics of gaseous fuels,

678–679
Combustion control equipment, furnace,

365–367
Combustion products, ideal gas sensible

enthalpies of, 37–38
Combustors, gas turbine, 903, 910–911, 970
Comfort zone, 587
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Commision Internationale de l’Éclairage
(CIE), 830

Compact heat exchangers, 382
Compensation cables, 266–267
Complex variables for irrotational flow,

65–66
Composite tanks, pressurized hydrogen in,

795
Composition, refrigerant, 515
Compounds, phase transition data for, 6–7
Compound refrigeration cycle, 501–504
Compressibility, fluid, 44, 47–48
Compressibility factor of Refrigerant 134a,

21
Compression:

above-atmospheric, 894–897
adiabatic calculation for, 898
isothermal, 553
in liquids, 897
polytropic calculation for, 898–899
residual equations for vapor, 601–602
stages of, 900
thermodynamics of gas, 897–900
vapor compression refrigeration cycle,

500–501
vapor compression systems, 601–602
vapor recompression, 890–891
work of, 897–899

Compression ratio, 879
Compressors, 879, 892–897

for above-atmospheric compression,
894–897

axial-flow, 896, 908–909
centrifugal, 526–528, 896
configuration of, 522, 523
diaphragm, 894, 895
discharge pressures and throughputs for,

897
dynamic-type, 894
fans and blowers vs., 880
in gas turbines, 908–910
laws of thermodynamics applied to, 153
liquid ring, 893–894
piston, 894
reciprocating, 501–504, 522–523, 894,

895
refrigeration, 500, 522–528

rolling piston, 523–524
rotary, 523–524
rotary lobe, 892, 893
rotary sliding vane, 892, 893
rotary vane, 523, 524
screw, 524–526, 894, 895
scroll, 524, 525, 895
vacuum generation in, 892–894

Compressor power:
field determination of, 900
total, 899

Compressor stage, 903
Computational fluid dynamics (CFD):

in airflow simulation programs, 594–595
chevron plate exchanger simulation with,

619, 620
parallel parameterized, 617–618
reducing aerodynamic losses in

compressors with, 910
Computer programs:

for indoor environmental control, 593–596
for thermal design of process heat

exchangers, 403–410
Concentrating tables, 727
Concentric tube annuli, 207
Condensate flow, 237
Condensation heat transfer, 234, 237–239

effect of noncondensable gases, 239
film condensation, 237, 239
and saturated water properties, 238

Condensation profiles, 389–390
Condensed/saturated vapor carbon dioxide

(200K to critical point), 11
Condensers:

air-cooled, 529–530
brazed-plate, 528
considerations for, 528–530
geometry of, 609
in heat pipes, 239, 240, 244
refrigeration, 500
shell-and-coil, 528
shell-and-tube, 388–392, 528
tube-in-tube, 528
water-cooled, 528, 529

Condensing (discharge) pressure, 513, 897
Condensing steam turbines, 969, 1041
Condensing units, 608, 610, 612–615
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Conditioning (of liquid fuel), 659, 660
Conduction-dominated resources, 840
Conduction heat transfer, 185–204

with convection heat transfer on
boundaries, 194, 197–198

defined, 185
at microscale, 199, 203, 204
with negligible load thermal resistance,

345
non-steady-state, 330, 341–344
one-dimensional, 187, 190, 193, 451–452
reducing, 555–556
shape factors in, 193–195
steady-state, 193–196, 330, 340–341
substrate, 460–461
thermal conductivity, 186–192
thermal modeling of, 451–454
transient, 198–204
two-dimensional steady-state, 193–196

Conductivity, thermal, 326–328, 424–428
Conduits:

cavitation proof, 95
flow in, see Flow (in closed conduits)
with noncircular cross sections, 91–92

Cones, high-speed gas flow past, 211
Configuration factor(s), 223–227

additive property, 227
for aligned parallel rectangles, 226
blackbody radiation exchange, 227
for coaxial parallel circular disks, 226
reciprocity relations, 224
for rectangles with common edge, 227
relation in enclosure, 227
for simple geometries, 225

Configuration factor geometry, 224
Confined jets, 647–649
Confined spaces, natural convection in,

464–467
Conformable tanks of hydrogen gas, 1006
Conformal mapping, 66–68
Conical diffusers, 95
Conservation of mass:

equation for, 582, 583
in one-dimensional flow, 59–60
in two- and three-dimensional flow, 62

Constant air volume (CAV), 596
Constant heat flux experiments, 302–303

Constant-pressure expansion valves, 534
Constant surface temperature experiments,

303–305
Constant temperature coefficient, 146
Constructal theory, 143, 158, 173–182

and flow structures, 176–181
and geometric features, 174–177
and global constraints, 174
subscripts used in, 160
symbols/units used in, 158–160
thermodynamics vs., 181–182

Contact angle, 417
Contact resistance, 453–454, 470–473
Contaminants, indoor, 588–589
Continuity equation:

for one-dimensional flow, 59–60
for two- and three-dimensional flow, 62
for viscous flow, 75–76

Continuous-type furnaces, 317
Control(s):

centrifugal fan throughput, 886–887
combustion, 365–367
for gas turbines, 919–920
in refrigeration design, 541

Control point, 596, 597
Control scheduling, 945–946
Control section, channel, 112, 113
Control systems:

indoor-environmental, 596–597
for steam turbines, 1051

Control valves, 1107–1110
Control volume, 582
Convection (convective heat transfer),

205–216, 455–457
from combustion, 641, 644
dimensionless parameters, 455
with external flow, 207–211
for finned surfaces, 457
flow resistance, 457
forced, 205–211, 456
free, 211–214
in furnaces, 350–353
heat conduction with, on boundaries, 194,

197–198
heat-transfer coefficient, 455
internal, 570, 571
with internal flow, 205–207
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log mean temperature difference, 214–216
natural convection, 455–456
phase change heat transfer, 456–457
reducing, 556

Convection heat-transfer coefficient, 194
Convection resistance, 197
Convective acceleration, 63
Convective heat flux, measuring, 287–288
Conventional (100%) ownership, of

cogeneration systems, 987–988
Convention on Long-Range Transboundary

Air Pollution, 724
Convergence loops, 404–405

intermediate temperature loops, 404, 405
pressure balance loops, 404, 405

Conversion factors, 4, 319
Coolants, 518–522

alcohol-based, 519–521
comparison of, 520
considerations for, 519–520
glycol-based, 519–521
for low-temperature heat transfer,

519–521
salt-based, 519

Coolers, 457
cryo-, 552–555
gas, 502
thermoelectric, 486–490

Cooling. See also Electronic equipment
cooling

with active devices, 435
air, 922
cascade cooling systems, 502–503,

548–549
expansion engine, 551–552
of gas turbines, 918–919, 922
inter-, 926–927, 970
Newton’s law of, 194, 198
optimal, 166
pre-, 918
regenerative, 553
sensible, 582–583
spray, 490–494
steam, 919
sub-Kelvin, 574–575
viscous liquid, 401
water, 919, 922

Cooling loads, 592–593
Cooling-load temperature differences

(CLTDs), 592
Cooling towers, 528
COP, see Coefficient of performance
Core temperature, 839
Co-rotating extruders, 876
Correction factor, 214–216
Correction for mixture effects, 392
Correlation, coefficient of, 833
Corrosion:

in fuel cells, 1070
in gas turbines, 947–94
and refrigerant selection, 515, 520

Corrosive vapors, 389
Cosine error, 819
Cost estimation (for thermal systems

optimization), 603, 604
Cost of electricity (COE), 955
Cotter approximation, 423
Counterrotating devices, 876
Coupled simulation tools, 595–596
CPLs (capillary pumped loops), 434–435
Crack tolerance, 948
Crayons, heat-sensitive, 273
Creep, 947–948
Critical depth, 111
Critical heat flux, 234, 402
Critically lapped valves, 1108, 1109
Critical pressure, 150, 514
Critical Reynolds number, 207
Critical slope, 112
Critical-state properties, 150
Critical temperature, 150, 514
Cross-compound unit turbines, 1042
Cross-flow:

circular cylinders in, 208
forced convection cylinders in,

474–475
forced convection noncircular cylinders

in, 474, 475
liquid metals in, over tube banks, 210
noncircular cylinders in gas, 208–209

Cross-sectional flow areas, 387
Crude petroleum, 683
Cryocompressed tanks of hydrogen gas,

1005–1006
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Cryocoolers, 552–555
pulse tube, 554, 555
regenerator materials in, 553, 554
Stirling cycle, 553, 554

Cryogenics:
defined, 499
and EGM, 165–166

Cryogenic distillation, 759
Cryogenic engineering, 543–575

air separation in, 565–567
cryocoolers, 552–555
cryostats, 555–561
flow measurement in, 562
fluid level measurement in, 564
helium(II) in, 570–574
instrumentation for, 561–565
materials suitable for, 544–548
pressure measurement in, 562
properties of cryogenic fluids, 544–547
refrigeration and liquefaction, 548–552
safety issues with, 568–570
sub-Kelvin cooling in, 574–575
temperature measurement in, 561–563
thermoacoustic oscillations in, 564–565

Cryogenic fluids:
maximum inversion temperatures of, 550
properties of, 544–547

Cryogenic heat pipes, 439
Cryogenic liquid hydrogen storage systems,

1004, 1006
Cryogenic liquid tanks of hydrogen, 796
Cryogenic materials:

emissivities of, 557
properties of, 548
thermal conductivity integrals of, 556

Cryostats, 555–561
design of, 555, 560–561
insulation for, 555–560
reducing conduction heat transfer in,

555–556
reducing convection heat transfer in, 556
reducing radiation heat transfer in,

556–561
Current meters, 122, 123
Curtis stage arrangements, 1036, 1038,

1039
Curved surfaces, fluid forces on, 54, 56

Cycles (term), 137
Cyclone combustion, 739
Cyclone-fired systems, 664
Cyclone gravity separators, 727
Cylinders. See also Noncircular cylinders

critical radius of insulation for, 197
in cross-flow, 208, 474–475
flow around, 69
in fluid power systems, 1091, 1094,

1113–1115, 1118–1120
free convection from, 212–213
heat conduction in hollow, 193
high-pressure gas, 1004–1006
hydraulic, 1113–1115, 1118–1120
transient heat conduction in, 199, 202–203

Cylindrical spine, 481

D
Damköler number, 1068
Darcy–Weisbach formula, 87, 89–92, 1099
Darrieus wind turbines, 957
Database for heat exchanger programs, 407
Data quality assessment, solar radiation

study, 829–831
Dead-head condition, 858
Dead state, 161, 162
Dead zones, 1119, 1120
Deflector plate on fuel gun, 654
Defrost methods, 536–538
Degradation (in fuel cells), 1069–1070
Delayed-mixing burners, 657
Denmark, 955
Dense-media vessels, 727
Density:

defined, 42–44
liquid, 514
measuring, 118, 119
and specific gravity/API gravity, 685
vapor, 514

Department of Energy (DOE), 593, 918–919,
946, 1001, 1003, 1057, 1058, 1076

Depth, critical, 111
Depth filtration, 745
Design:

cogeneration system, 974–977
of experiment, 616
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heat-exchanger, 403–410
SOFC, 1078–1080

Detectors:
photo, 809, 810
resistance temperature, 267–270
thermal, 809

Determination, coefficient of, 832–833
Deutsch–Anderson equation, 747
Dewars, 555. See also Cryostats
Diaphragm compressors, 894, 895
Diaphragm pumps, 877, 878
Diathermal boundary, 139
Dichlorodifluoromethane, 509, 512
Dichlorotetrafluoroethane, 509
Dichlorotrifluoroethane, 509, 512
Diesel, Rudolf, 777
Diesel cycle, 901, 951–952
Diesel fuels, 694–697

cetane numbers for, 694–695
descriptions of, 695
properties of, 697
requirements for, 696

Diesel index, 694–695
Differential flame thermometers, 302
Diffuse emitters, 216
Diffuse-gray surfaces, 221, 228–229
Diffuse radiation, 221
Diffuse radiation data measurement errors,

821–825
Diffusers, 156

minor losses in, 95
Diffuse shadow-band correction models,

822–825
Batlles et al. model, 823–826
Drummond model, 822, 824–826
LeBaron et al. model, 823–826
Muneer and Zhang model, 823–826

Diffuse surfaces, 221
Diffusion combustion, 360
Diffusion flame burner systems, 657
Diffusion media (DM) layer, 1060
Diffusion-mixed turbulent flames, 650–651
Diffusivity, 326
Dilution refrigeration, 574
Dimensional analysis:

with incompressible fluids, 81–82
Dimensionless numbers, 455

Diode thermometers, 271
Direct air heaters, 443
Direct-drive linear motor for electrohydraulic

valve, 1111
Direct-fired absorption chillers, 974
Direct-fired air heaters, 443–445
Direct-fired chillers, 516
Direct gasification, 995, 996
Direct methanol fuel cells (DMFCs), 1057,

1074–1076
Direct steam conversion, 848–849
Dirt carryover, 515
Discharge coefficient, 1106
Discharge (condensing) pressure, 513, 897
Discs, 903
Disjoining pressure (heat pipes), 418, 419
Disks, 226, 917
Disruption:

of insert heat flux gauges, 288–289
of surface-mounted heat flux gauges,

287–288
Distillate oil, 674
Distillation, cryogenic, 759
Distribution:

of ethanol, 774–775
of hydrogen fuel, 793–795

Dittus–Boelter equation, 206–207
Divided flow exchanger, 377
DMFCs (direct methanol fuel cells), 1057,

1074–1076
DMF residual oil, 698
DN5 pyrheliometer, 814, 815
DOE, see Department of Energy
Doped germanium resistors, 270
Double-pipe heat exchangers, 214, 215, 398
Doublets, 68
Drag:

at flat-plate boundary layer, 116–117
on immersed objects, 115, 117–118
total, 78–79, 117–118

Drag coefficient, 115, 117, 118, 871
Drainage, inadequate, 403
Drawings (of flow systems), 174
Drivetrains, wind-turbine, 959–960
Dropwise condensation, 237
Drummond model of diffuse shadow-band

correction, 822, 824–826
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Dry air, 578
Dry bulb temperature, 579–582
Dry low NOx combustors, 914–915
Dry scrubbing, 749–751
Dry sorbent injection, 751
Dry stack gas loss, 641
Dry steam, 844n.
Dual-flash systems, 849, 851
Ducts:

adiabatic, 153–155
forced convection in, 477–478

Duct burners, 972
Durability, 1074
Dusts, explosion characteristics of, 666, 669
Dynamic fluid movers, 857–858, 894
Dynamic power load (in cogeneration

systems), 976
Dynamic pumps, 857–858
Dynamic-type compressors, 894
Dynamic (absolute) viscosity, 48, 49, 119,

870

E
Earth’s core temperature, 839
Economic evaluation of cogeneration

systems, 983–986
economic merit of system, 985–986
operating costs of current system in,

983–984
operating costs of proposed system in,

984–985
Economic merit of cogeneration systems,

985–986
Economizers, 503–505
ECSA (electrochemical active surface area),

1070
Eductors:

ejectors vs., 879
operation of, 888, 889
performance of, 873, 874

EEVs (electronic expansion valves), 534
Effective thermal conductivity, 424–428
Efficiency:

adiabatic, 898, 1043
average, 1044, 1045
brake engine, 1043

fin, 198, 480
geothermal resource utilization, 849
internal, 1043
of jet pumps, 873
mechanical, 1043
overall, 1043, 1044
polytropic, 898
pumping, 860
PURPA standards for, 978
of steam turbines, 1034, 1036, 1043–1044
thermal, 1034, 1036, 1043, 1048, 1049
volumetric, 1043, 1104

EGM, see Entropy generation minimization
EGS (Enhanced Geothermal Systems),

844–845
Eilling, Aegidus, 1033
Ejectors, 888–892

eductors vs., 879
vacuum generation with, 891–892
vapor recompression in, 890–891

EKO M-S202 pyrgeometer, 814, 816
El, see Elenbaas number
Elastic forces, in dynamic similarity, 80
Elastic theory, 102, 106–108
Elbow meter, 127, 130
Elcogas/Puertollano IGCC plant

(Puertoallano, Spain), 743
Electrical equipment, cogeneration system,

971–972
Electrical–hydraulic analogy, 1092, 1094
Electrical load:

in economic evaluation, 984–985
matching thermal load and, 975–976
and motivation of owners/investors in

systems, 987
Electric defrost, 537
Electric generators, 972
Electricity costs, 965
Electricity sales, revenue from, 965
Electric power generation:

gas turbine applications in, 940–941
geothermal, 847–853
steam-based Rankine cycle facilities, 981

Electric utilities, steam turbine use by,
1049–1050

Electrochemical active surface area (ECSA),
1070
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Electrochemical combustors, 1016
Electrolysis, 786, 787, 997–998
Electrolytes, 1016, 1017
Electrolyte loss, 1070
Electrolyte poisoning, 1070
Electrolyzers, alkaline water, 997
Electromagnetic radiation spectrum, 217
Electronic components, forced convection air

flow over, 476–478
Electronic equipment cooling, 451–494

heat-transfer correlations for, 464–478
thermal control techniques, 478–494
thermal modeling of, 451–464

Electronic expansion valves (EEVs), 534
Electrostatic filters, 367
Electrostatic precipitators (ESPs), 666,

747–748
Elements, phase transition data for, 4–6
Elenbaas number (El), 456, 465, 466
Emissions:

from biodiesel, 780, 782, 783
carbon dioxide, 792–793, 911–912
from ethanol, 774
from gas turbines, 911–915
from hydrogen fuel, 792–793
hydrogen sulfide, 852
pollutant, 665–666
from prime movers, 983

Emissivity(-ies), 218, 219, 276
of carbon dioxide, 229–230, 233
of cryogenic materials, 557
evaluation of, 338–339
of metallic surfaces, 221, 222
of nonmetallic surfaces, 222, 223
for solid-state radiation, 331–332
of water, 229–231, 233

Enclosed spaces:
free convection in, 213
radiative exchange among diffuse-gray

surfaces in, 228–229
Enclosures:

black, 233
gas-turbine, 921
gray, 234

Energy balance equation for zone air,
593–594

Energy calculation programs, 593–594

Energy cane, 769
Energy change, 138
Energy conservation, 593
Energy correction factors, 85, 86
Energy Improvement and Extension Act of

2008, 979
Energy minimum principle, 143
Energy Policy Act of 2005 (EPAct), 979
Energy profiles, constructing, 984
Energy requirements of secondary coolants,

522
Energy transfer equation, for turbine stages,

1036–1039
Energy yield, wind-turbine, 957–959
Engines:

closed-cycle, 902
gas-turbine, 941–947, 949, 951–953
heat, 140–142
Heinkel, 908
internal combustion, 788, 792, 970–971,

992, 1019–1020
open-cycle, 902
reciprocating, 970–971, 975, 980–981

Engine efficiency, 1043
Engineering-level system simulation,

600–602
Engineering system component analysis,

153–156
English units, 42–44, 316
Enhanced Geothermal Systems (EGS),

844–845
Enhanced oil recovery (EOR), 760
Enthalpy, 145, 579, 581
Enthalpy–log pressure diagram(s):

for carbon dioxide, 13
for mercury, 15
for Refrigerant 22, 18
for Refrigerant 134a, 22

Entrained flow gasifiers, 740, 741
Entrainment limit, 240, 242, 423
Entrainment rate, 646
Entropy change, 142
Entropy generation, 142
Entropy generation minimization (EGM),

157–158, 162, 164–173
approaches/applications of, 165
and cryogenics, 165–166
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Entropy generation minimization (EGM)
(continued)

and heat transfer, 166–168
and power plants, 170–173
and solar energy conversion, 169–170
and storage systems, 168–169
subscripts used in, 160
symbols/units used in, 158–160

Entropy generation rate, 144
Entropy maximum principle, 143
Environment (term), 137
Environmental control, indoor, see Indoor

environmental control
Environmental impact:

of cogeneration, 965
of natural gas, 674
of secondary coolants, 522

Environmental Protection Agency (EPA),
588

EOR (enhanced oil recovery), 760
EPAct (Energy Policy Act of 2005), 979
Eppley normal incidence pyrheliometer, 815
Equation solvers (thermal systems

optimization), 603, 604
Equilibrium flow architecture, 176–181
Equipment errors, solar radiation, 819
Equipment-specific regulations,

cogeneration, 980–982
Equivalence ratio (ER), 637
Equivalent furnace temperature profiles,

347–350
Equivalent pipe technique, 104, 105
ER (equivalence ratio), 637
Erosion velocity, 407
Errors:

diffuse radiation data measurement,
821–825

equipment, 819
furnace, 314
with heat flux gauge measurements, 307
mean bias, 833, 834
measurement, 249, 250
operational, 820–821
relative root-mean square, 630
root-mean-squared, 630, 833, 835
in solar radiation measurements, 819–826

Eschka method, 709

ESPs (electrostatic precipitators), 666,
747–748

Ethane, 26, 510
Ethanol, 768–777

biomass sources of, 769
current availability of, 775–776
emissions from, 774
manufacturing methods, 769–770
material compatibility with, 774
performance of, 773, 774
quality standards for, 770, 771
research and development on

manufacturing, 770
resources on, 776
safety issues with, 775
storage of, 775
subsidies for, 775, 776
transportation and distribution of, 774–775
vehicle modifications for use of, 770–774

Ethanol-in-glass thermometers, 252
Ether, 499
Ethylene, 26, 510
Ethyl ether, 499
E-type shell and tube heat exchangers, 376,

377, 389, 407, 408
Euler’s equation:

for one-dimensional flow, 60
for two- and three-dimensional flow,

62–63
Evaporating pressure, 514
Evaporators:

geometry of, 609
in heat pipes, 239, 244
performance of, 610
refrigeration, 501, 530–533

Exergy analysis, 157–164
of heat transfer, 161
subscripts used in, 160
symbols/units used in, 158–160
wheel diagram, 162, 163

Exhaust heat used in industrial gas turbines,
934–938

Exhaust systems, gas-turbine, 921
Expanders, 153
Expansion devices, refrigeration, 532–536

capillary tube, 534–535
constant-pressure expansion valve, 534
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electronic expansion valve, 534
short-tube restrictor, 535–536
thermostatic expansion valve, 532–534

Expansion engine cooling, 551–552
Expansion valves, 501, 532–534
Explosions, 666–670
Extended surface(s):

heat transfer by, 197–198
as thermal control technique, 478–483

Extended surface analysis, 479
Extension leads, thermocouple, 266–267
Extensive properties (term), 137
External flow (in forced convection),

207–211
average Nusselt number with transition,

208
circular cylinders in cross-flow, 208
flow across banks of tubes, 209–210
flow past sphere, 208
high-speed flow over flat plate,

210–211
high-speed gas flow past cones, 211
laminar flow on flat plate, 207
liquid metals in cross-flow over tube

banks, 210
noncircular cylinders in cross-flow of

gases, 208–209
stagnation point heating for gases, 211
turbulent flow on flat plate, 208

External flow (of liquids):
on plane surfaces, 473
viscous fluid dynamics for, 73, 74

External resistance, thermal modeling of,
461–463

Extruders, co-rotating, 876

F
Facultative autotrophs, 729
Fahrenheit temperature scale, 247–248
Falling-sphere viscometers, 119, 120
Fans:

affinity laws for, 883–885
in air-cooled heat exchangers,

397–398
axial-flow, 887–889
centrifugal, 358, 361, 881–887

compression ratios for, 879
general features of, 880–881
model of, 610
number of, 610

Fan models, 610
Faraday effect, 972
Faraday’s law, 1065
Far outliers, 836
Fast beds, 735
Fatigue cracks, 948
FDM (finite difference method), 194, 196
Federal cogeneration regulations, 977–979
Federal Water Pollution Control Act

amendments of 1972, 981
Federal Water Pollution Control Act of 1965,

981
Fermentation:

acetone-butenol-ethanol, 799
hydrogen production by, 787, 1001

FGD (flue gas desulfurization), 749, 750
FGR (flue gas recirculation), 665
Figures of merit, 835, 944–946
Films, thin, 199, 203, 204
Film boiling, 234, 235
Film condensation, 237

inside horizontal tubes, 239
on outside of horizontal tubes/tube banks,

237
on vertical plate, 237

Film pool boiling, 236
Filters:

bag, 367, 745–747
ceramic fiber, 367
for diesel fuels, 695
electrostatic, 367
for indoor-air contaminants, 589

Fins:
in air-cooled heat exchangers, 381, 382
algorithms for combining single, into

arrays, 481–483
examples of, 479
heat transfer by, 197–198
longitudinal, rectangular profile, 480
radial, rectangular profile, 480–481
thermal modeling of, 457

Financing arrangements for cogeneration
systems, 986–989
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Fin arrays, 468–470
algorithms for combining single fins into,

481–483
forced convection flow across pin, 476

Fin effectiveness, 198
Fin efficiency, 198, 480
Finite difference method (FDM), 194, 196
Fin spacing (FPI), 610
Firing systems, 654–664

gaseous fuel, 654–658
liquid fuel, 658–660
oxy-fuel, 670–671
solid fuel, 659–664

Firing temperatures, 903–904, 931–933
First class pyrheliometers, 810, 811
First law of thermodynamics, 135, 582

for closed systems, 138–139
for control volume, 582
engineering system component

applications of, 153–156
for human body, 585–586
for HVAC devices, 582
for open systems, 144
and reversibility, 144

Fisher-Tropsch process, 800
Fixed-bed gasifiers, 740, 741
Fixed carbon test, 709
Fixed-displacement pumps, 1100–1102
Fixed-tube-sheet evaporators, 531
Flame aerodynamics, 644–655

diffusion-mixed turbulent flames, 650–651
premixed flames, 644–650
turbulent diffusion flame types, 651–655

Flame length, 364
Flame luminosity, 336
Flame radiation, 641
Flame speed, 644–645
Flame stability, 678, 679
Flame stabilization, 652–655

by bluff bodies, 649–650
by burner tile, 653
by deflector plate on fuel gun, 654
by fuel rich, low-velocity pocket, 653,

654
by graded air entry, 653, 654
by target rod and plate, 653
on tubes, 645

Flame temperature, 449, 678–679
Flame types, turbulent diffusion, see

Turbulent diffusion flame types
Flammability limits:

for gaseous fuels, 666, 667, 679–681
for liquid fuels, 667, 668
for natural gas, 680–681

Flammability rating system (for refrigerants),
507–510

Flapper-nozzle servo valves, 1112–1113
Flashback, 1020
Flashed steam conversion, 849–850
Flash intercoolers, 502
Flash points, 521, 683
Flash-type economizers, 503–505
Flat plate(s):

free convection from, 212–213
high-speed flow over, 210–211
laminar flow on, 207
turbulent flow on, 208

Flat plate boundary layer, immersed objects
at, 116–117

“Float and sink” tests, 717
Flooded refrigeration systems, 504
Floors, heating load through, 591
Flow (in general). See also specific types,

e.g.: One-dimensional flow
around circular cylinders, 69
around spheres, 78–79
coefficient of, 867
between parallel boundaries, 76
through circular tubes, 77–78

Flow (about immersed objects), 115–118
and drag on objects, 117–118
at flat-plate boundary layer, 116–117
and lift, 118

Flow (in closed conduits), 82–108
and minor losses, 92–95
and pipe friction, 87–92
pipe network analysis of, 99–102
steady-state pipeline analysis of, 95–99
unsteady flow in pipe systems, 102–108
velocity distribution for, 83–86

Flow (in furnaces), 354–361
centrifugal fan characteristics, 358, 361
laminar/turbulent flows, 360
preferred velocities, 355, 356, 358, 359
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Flow (in open channels), 108–115
measuring flow rate, 129, 131–133
steady, nonuniform, 112–113
uniform, 108–111
unsteady, nonuniform, 113–115

Flow areas, cross-sectional, 387
Flow availability, 162
Flow control:

for axial fans, 888, 889
for centrifugal fans, 886–887
for centrifugal pumps, 865–869

Flow exergy, 162
Flowing-tube viscometers, 119, 120
Flow maldistribution, 400–401
Flow nozzle, 126, 128
Flow rate measurements, 126–133

in cryogenic engineering, 562
with open-channel devices, 129, 131–133
pressure difference methods, 126–130
total quantity methods, 126
tracer transport methods, 127–129, 131

Flow resistance, thermal modeling of, 457,
463–464

Flow separation, 72, 73, 95
Flow structures, 176–181
Flow systems:

characteristics of, 174
configuration of, 158

Flow velocities, 387
Flue gas:

exit temperature of, 670–671
thermodynamic properties of, 328, 329

Flue gas desulfurization (FGD), 749, 750
Flue gas recirculation (FGR), 665
Fluids. See also Mechanics of incompressible

fluids
capillarity of, 50, 51
compressibility of, 44, 47–48
cryogenic, 544–547
defined, 42
density of, 42, 43
properties of, 42–51
specific gravity of, 43, 44
specific weight of, 43
surface tension of, 49–51
vapor pressure of, 50, 51
viscosity of, 48–50

Fluid compressibility, 1096
Fluid dynamics:

for external flows, 73, 74
ideal, 58–71
for internal flows, 72–73
Navier–Stokes equations in, 73–79
for one-dimensional flow, 59–61
for three-dimensional flow, 69–71
for two-dimensional flow, 62–69
viscous, 71–79

Fluid flow (in furnaces), 354–361
centrifugal fan characteristics, 358, 361
laminar/turbulent flows, 360
preferred velocities, 355, 356, 358, 359

Fluid forces:
on curved surfaces, 54, 56
on plane surfaces, 53–55

Fluidized bed combustion, 733–738
with bubbling fluidized beds, 733–735
with circulating fluidized bed boilers, 735
with pressurized fluidized beds, 737–738
repowering with, 735–737

Fluidized-bed gasifiers, 740, 741
Fluidized-bed heat transfer, 351
Fluidized bed systems, 663–664
Fluid measurements, 118–133

in cryogenic engineering, 564
density, 118, 119
flow rate, 126–133
pressure, 121–122
specific weight, 118
velocity, 122–126
viscosity, 118–121

Fluid movers, 857–900
axial-flow pumps, 871–872
axial-flows fans, 887–889
centrifugal fans, 881–887
centrifugal pumps, 858–871
classification of, 857
compressors, 892–897
ejectors, 888–892
of gases, 878–897
general features of fans and blowers,

880–881
jet pumps, 872–873
of liquids, 857–878
mixed-flow pumps, 871–872
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Fluid movers (continued)
positive-displacement pumps, 873–878
and thermodynamics of gas compression,

897–900
Fluid power systems, 1089–1122

accumulators in, 1115–1116
advantages of, 1089
common nonlinearities in, 1119–1122
components of, 1095–1116
cylinders in, 1091, 1094, 1113–1115,

1118–1120
dynamic behavior of, 1116–1119
energy storage in, 1092
hydraulic hoses in, 1097–1099
hydraulic oils in, 1095–1097
hydraulic pumps in, 1099–1105
hydraulic valves in, 1105–1113
motors in, 1090, 1091, 1113–1115
pumps in, 1090, 1091
reservoirs in, 1092, 1116
schematic of, 1090
symbols/terminology used with,

1090–1094
valves/valve actuators in, 1091, 1093,

1094, 1105–1113
Fluid statics, 51–58

acceleration of fluid masses without
relative motion, 57–58

buoyancy and stability of objects, 56–57
forces on curved surfaces, 54, 56
forces on plane surfaces, 53–55
pressure-measuring devices, 52–53
pressure variation in fluids at rest, 51–52

Flux:
heat, see Heat flux
solar radiation, 807–808

Flyash, 664, 666
Forced convection, 350, 351

cylinders in cross-flow, 474–475
external flow, 207–211
internal flow, 205–207
noncircular cylinders in cross-flow,

208–209, 474, 475
nucleate boiling in, 236
thermal modeling of, 456, 473–478
in tubes/pipes/ducts/annuli, 477–478

Forced-convection boiling, 234, 236

Forced-convection flow:
across arrays of pin fins, 476
across circular cylinders, 208
across noncircular cylinders, 208–209
across spheres, 208, 474, 475
across tube banks, 209–210, 475–476
of air over electronic components,

476–478
in circular tubes, 206–207
external, 207–211
on flat plates, 207, 208, 210–211
internal, 205–207
laminar fully developed flow, 205, 206
past cones, 211
for short tubes, 205, 206

Ford, Henry, 769
Ford Motor Company, 908
Forward curved vanes, 882, 883
Fossil fuels. See also Liquid fossil fuels from

petroleum; specific fuels
consumption rate for, 319–320
hydrogen/carbon ratios of, 674

Fouling, 713, 715
as factor in heat exchanger programs,

409–410
in heat exchangers, 398–399

Fourier’s law of heat conduction, 185–186,
194

Four-way directional control valves,
1107–1109

FPI (fin spacing), 610
Free convection, 211–214

in cavities between horizontal walls, 213
in cavities between vertical walls, 214
in enclosed spaces, 213
from flat plates/cylinders, 212–213
from spheres, 213

Free convection boiling, 234
Free jets, 490, 646–647
Free swelling index (D720), 710
Freeze–thaw cycling, 1074
Freezing temperatures, 514, 519, 520
Friction, 1121–1122
Frictional losses:

minor, 92–95
pipe, 87–92

Frio Formation (Texas), 846
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Front heads, 408
Froth flotation, 716–717, 727–728
F-type shell and tube heat exchangers, 376,

377, 389, 408
Fuels. See also Biofuels; Gaseous fuels

for combustion, 639–640
diesel, 694–697
for firing systems, 658–664
fossil, 319–320, 674. See also specific

types
for furnaces, 319–325
granular, 661–664
liquid, 639, 658–660
pulverized, 660–663
solid, 639, 659–664
synthetic, 320, 674
waste, 639–640

Fuel–air ratio:
for combustion, 635–639
controlling, 362–365

Fuel cells, 1055–1084
advantages/limitations of, 1058, 1059
alkaline, 1081
applications of, 1056–1058
in cogeneration systems, 971
direct methanol, 1074–1076
gasification in, 744
Greek letters used with, 1084
historical background, 1055–1056
hydrogen in, 992, 1016–1019
hydrogen polymer electrolyte, 1070–1075
hydrogen vehicles with, 788–792
installations of, 1057
microbial, 1083
molten carbonate, 1018, 1081–1082
nomenclature used with, 1083–1084
operating principles, 1060–1070
phosphoric acid, 1018, 1019, 1082–1083
proton exchange membrane, 1018, 1019
schematic of generic, 1060
solid electrolyte, 1018, 1019
solid oxide, 1076–1080
subscripts used with, 1084
superscripts used with, 1084
types of, 789, 1061
worldwide patents in, 1056

Fuel-cell stack, 1062–1063

Fuel costs, with cogeneration, 965
Fuel-directed burners, 657, 658
Fuel gas industry, 320
Fuel NOx, 665
Fuel oils, 684–698

applications by grade, 692
available heat for, 323
available heat from, 643
aviation turbine fuels, 693
classification of, 684–685
diesel fuels, 694–697
heating requirements for, 687
kerosene, 687, 692
properties of, 685, 686, 688
specifications, 689–691

Fuel rich, low-velocity pocket, 653, 654
Fuel saving(s):

investment in improvements for, 374
with preheated air use, 446, 448

Fuel shutoff valves, 669–670
Fuel storage, 670
Fuel systems, gas-turbine, 921–922
Full admission, turbines with, 1042
Fully developed flow, 207
Fully developed limit, 456
Furnaces, 313–374

burner/control equipment for, 361–367
capacity of, 371–372
complex thermal process components, 371
construction of, 318–319
economics of, 374
fluid flow in, 354–361
fuels/combustion, 319–325
heat transfer in, 330–354
load handling in, 316–317
oxygen enrichment of combustion air, 325
probable errors with, 314
representative heating rates for, 372–373
selecting number of modules, 373
sizing resources for, 398
standard conditions for, 314, 316
symbols/abbreviations used with, 315
temperature profiles of, 346–347, 349, 372
thermal properties of materials for,

325–329
types of, 314, 316–318
and waste heat recovery systems, 367–371
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Furnace components in complex thermal
processes, 371

Furnace economics, 374
Furnace temperature, 365
Furnace temperature profiles, 346–347, 349,

372

G
GAs, see Genetic algorithms
Galileo Galilei, 806
Gamma rays, 217
Gardon, Robert, 296
Gardon gauges, 296–297
Gas(es):

characteristics of liquids vs., 878–879
CO2, 229–231, 233
effect of noncondensable, 239
H2O, 229–232
mean beam length, 230, 232
measuring temperature of, 251, 266, 275
participating, 230
physical properties of, 46
radiative exchange, 233
ratio of principal specific heats at

atmospheric pressure, 32
stagnation point heating for, 211
temperature and compression in, 879
thermal conductivity of, 186, 188
thermal properties at atmospheric pressure,

192
thermal radiation properties of, 229–234
thermodynamics of compression in,

897–900
Gas coolers, 502
Gas diffusion layer (GDL), 1060, 1070
Gaseous carbon dioxide at 1 bar pressure, 12
Gaseous emissions, coal conversion, 748–753
Gaseous fuels, 673–682

calorific properties of, 678
for combustion, 639
combustion characteristics of, 678–679
for firing systems, 654–658
flame stability of, 678, 679
flame temperature of, 678–679
flammability limits of, 679–681
gas gravity of, 677, 678

hydrogen/carbon ratios of fossil and
synthetic fuels, 673, 674

liquefied petroleum gases, 680–682
minimum ignition temperature of, 679,

680
natural gas, 673, 675–680
properties of, 675–678
Wobbe index of, 678–679

Gaseous-fuel applications, 656–658
aerodynamically staged or delayed-mixing

burners, 655–658
diffusion flame or nozzle-mix burner

systems, 657
fuel-directed burners, 657, 658
premix burner systems, 656, 657

Gaseous-fuel burners, 655–658
open, natural draft-type, 655, 656
packaged, 656, 657
sealed-in, power, 655, 656
windbox, 656

Gas-fuel lines, 669
Gas gravity:

of gaseous fuels, 677, 678
of natural gas, 678

Gasification, 740–744
coal, 320–321, 995
direct, 995, 996
in fuel cells, 744
hydrogen production by, 787–788
IGCC, 741–744, 912, 938–940
PGCC, 744
types of gasifiers, 740–741

Gas movers, 878–897
axial-flow fans, 887–889
centrifugal fans, 881–887
compressors, 892–897
ejectors, 888–892
general features of fans and blowers,

880–881
and thermodynamics of gas compression,

897–900
Gas power (GP), 899
Gas radiation, 336, 338, 339, 641
Gas-to-liquid (GTL) technologies, 800
Gas turbines, 901–953, 969–970

combustors, 910–911
compressors used in, 908–910
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controls/accessories for, 919–922
cooling of, 918–919
design trends, 931–934
emissions, 911–915
engine/system selection for, 949,

951–953
function, 915–918
history of, 906–908
maintenance intervals/availability/

reliability of, 947–949
operating principles of, 901–906
operation of, 923–924
performance of, 924–934
regulations on, 981
selection of, 947–953, 974–975
steam vs., 1033
subsystem characteristics/capabilities of,

908–919
Gas turbine applications, 934–947

aircraft engines, 941–946
in electricity generation, 940–941
exhaust heat used in industrial gas

turbines, 934–938
integrated gasification combined cycle,

938–940
surface-transportation engines, 946–947

Gas turbine combustors, 910–911
Gas turbine fuel oils, 693–694
Gas volume radiative exchange, 233, 234
GDL (gas diffusion layer), 1060, 1070
GE 90, 945, 946
Gear motors, 1114–1115
Gear pumps, 858, 874–875, 1100
Gemini space program, 1055
General Electric, 903, 907, 908, 914, 1055
Generalized head loss, with throughput, 865,

866
Generators:

electric, 972
heat recovery steam, 934–936, 972, 973,

1033, 1048
Genetic algorithms (GAs), 606–607
Gen-sets, 972
Geometry data (for heat exchanger

programs), 407–409
Geopressured resources, 845–846
Geothermal brine, 851, 852

Geothermal electric power generation,
847–853

binary cycle, 850–851
considerations, 852
direct steam, 848–849
flashed steam, 849–850
hybrid geothermal/fossil, 853
steam turbines used for, 1050

Geothermal energy, 839–854
classification of, 840, 841
conversion of, 846–854
direct uses of, 847
electric power generation from, 847–853
in Enhanced Geothermal Systems,

844–845
geopressured, 845–846
and heat pumps, 853–854
from hot dry rock, 844–845
hydrothermal, 842–844
from magma, 845
resources for, 841–846
U.S. resource base, 841–842
worldwide power generation from, 840

Geothermal heat pumps (GHPs), 853–854
Geothermal resource utilization efficiency

(GRUE), 849
Germany, 955
The Geysers (California), 842, 844, 848,

849
GHPs (geothermal heat pumps), 853–854
Gibbs–Dalton’s law for ideal gases, 578
Gibbs free energy, 145
Gland seals, 1051
Glass load factor (GLF), 592
Glass microspheres, hydrogen storage in,

796, 1012–1013
Global warming potential (GWP), 511, 513
Glycol-based coolants, 519–521
Gouy–Stodola theorem, 144
GP (gas power), 899
Gr (Grashof number), 455
Graded air entry, 653, 654
Gradually varied channel flow, 112–113
Granular fuels, 661–664
Grashof number (Gr), 455
Grashof Prandtl number product, 212
Grate-fired systems, 661–663
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Gravity-controlled flow, 391
Gravity forces, in dynamic similarity, 80
Gravity separation, 717, 718, 726–727
Gray enclosures, 234
Gray surfaces, 221
“Greenhouse effect,” 911–912
Grindability, 710
Grooved wicks, 428–430
Ground-loop GHP systems, 854
GRUE (geothermal resource utilization

efficiency), 849
GTL (gas-to-liquid) technologies, 800
G-type shell and tube heat exchangers, 378,

407, 408
Gulf Coast (U.S.), 845, 846
GWP (global warming potential), 511,

513

H
H2 PEFCs, see Hydrogen PEFCs
Hagen–Poiseuille law, 78, 1099
Halocarbons, 507
Hamaker constant, 419
Hard coal, see Anthracite
Hardgrove Grindability Index, 708
Hardy Cross method, 99–100
Harrison (pyrometric) cones, 271–272
HAWT (horizontal axis wind turbine),

955–957
Hazen–Williams formula, 87, 89
HCFCs, see Hydrochlorofluorocarbons
HDR resources, see Hot dry rock resources
Head:

compressor, 896
of fluid, 860
pump, 861, 865, 866
types of, 408

Health issues and requirements, indoor-
air-quality, 588

Healy coal bed, 708
Hearth-type pusher furnaces, 317
Heat conductivity, 572
Heat diffusion equation, 186
Heat dumping, 976
Heat engines, 140–142
Heat equation, 186

Heat exchangers, 375–412
air-cooled, 381–382, 396–398
blowdown, inadequate, 403
boiler feedwater, 382
compact, 382
critical heat flux in vaporizers, 402
drainage, inadequate, 403
flow maldistribution, 400–401
fouling of, 398–399
geometric properties of original/optimized,

610
inadequate venting/drainage/blowdown,

403
instability, 402–403
instability of, 402–403
laws of thermodynamics applied to, 156
nomenclature for, 410–412
operational problems with, 398–403
orientation of, 409
plate-type, 380
recuperators/regenerators, 382–383
shell and tube, 375–380
size/cost estimation for, 383–385
spiral plate, 380, 381
temperature pinch, 401–402
temperature pinch for, 401–402
thermal design of process, 403–410
venting, inadequate, 403
vibration in, 399–400

Heat exchanger rating methods, 386–398
air-cooled heat exchangers, 396–398
shell and tube condensers, 388–392
shell and tube reboilers/vaporizers,

392–396
shell and tube single-phase exchangers,

386–388
Heat flux:

constant heat flux experiments, 302–303
critical, 402
hybrid, 293
maximum, 395–396

Heat flux gauges (in general), 285–307
calibration of, 298–299, 306–307
circular foil, 296–297
disruption of, 287–289
errors and uncertainty with measurements

from, 307



Index 1147

and heat sinks, 287
insert, 288–289, 294–297
one-dimensional planar, 289–294
surface-mounted, 287–288
thermophile, 290–294
thin-film, 292, 298–299

Heat flux gauges based on active heating
methods, 302–305

for constant heat flux experiments, 302–303
for constant surface temperature

experiments, 303–305
Heat flux gauges based on spatial temperature

difference, 289–297
insert gauges, 294–297
one-dimensional planar gauges, 289–294
radiometers, 297

Heat flux gauges based on temperature
change with time, 297–302

coaxial thermocouples, 300
differential flame thermometers, 302
null-point calorimeters, 300–301
slug calorimeters, 301
thin-film gauges, 298–299
transient optical methods in, 299

Heat flux microsensors (HFMs), 294
Heat flux sensitivity, 291, 306
Heating:

active, 302–305
air, 443–450

Heating, ventilation, and air conditioning
(HVAC) systems, 577

Heating, ventilation, and air conditioning
(HVAC)systems, 581–584. See also
Indoor environmental control

Heating loads, 589–591
Heating rates, furnace, 372–373
Heating requirements, fuel-oil, 687
Heating value, 1047
Heat leak optimization, 165–166
Heat losses, 328, 341
Heat management:

in fuel cells, 1068–1069
in H2 PEFCs, 1071–1074

Heats of formation, 321, 322
Heat pipes, 415–440

advantages/limitations of, 415, 416
boiling limit of, 422–423

capillary limit of, 419–420
capillary pressure in, 418
cleaning/charging, 429, 431, 432
and contact angle, 417
cryogenic, 439
defined, 415
disjoining pressure in, 418, 419
effective thermal conductivity of, 424–428
entrainment limit of, 423
fabrication processes for, 428–433
Greek symbols used with, 439–440
and heat transfer, 239–244
heat transport limitations of, 419–428
high-temperature, 439
and Laplace-Young equation, 417–419
LHP/CPL, 434–435
micro, 437–438
nomenclature for, 439–440
oscillating, 435–436
rotating, 438
schematic of, 416
sizing resources for, 398
sonic limit of, 424
subscripts used with, 440
and surface tension, 417
testing of, 432–433
thermosyphon, 433–434
vapor chambers, 436
variable-conductance, 438
viscous limit of, 424
wicks for, 428–430
working fluid selections for, 428–429, 431,

432
Heat pipe thermal resistance, 243–244
Heat pumps, geothermal, 853–854
Heat rate, steam turbine, 1034, 1036, 1043,

1047
Heat-recovery chillers, 516
Heat recovery equipment, cogeneration

system, 972, 973
Heat recovery steam generators (HRSGs):

in cogeneration systems, 972, 973, 1033,
1048

exhaust heat in, 934–936
Heat rejection, 904, 905
Heat-sensitive crayons, 273
Heat-sensitive labels, 273
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Heat sinks, 287, 457
for cryogenic temperature sensors, 561,

563
natural convection, 467–470
thermal control with, 478–483

Heat-to-power ratio, 968
Heat transfer (in general), 183–244

boiling, 234–237
combined coefficients, 352–354
from combustion, 641, 644
condensation, 237–239
conduction, 185–204, 341–345
convection, 205–216, 350–353
and EGM, 166–168
equivalent temperature profiles, 347–350
exergy of, 161
and first law of thermodynamics, 138–139
fluidized-bed, 351
gas radiation, 336, 338, 339
Greek symbols used in, 184–185
heat pipes, 239–244
with negligible load thermal resistance,

345
Newman method, 345–348
non-steady-state conduction, 341–344
radiation, 214–234, 331–341
in slug calorimeters, 301
solid-state radiation, 331–338
steady-state conduction, 340–341
subscripts used in, 185
symbols/units used in, 183–184
temperature profiles, 346–347, 349

Heat transfer (in furnaces), 330–354
combined coefficients, 352–354
combined radiation factors, 339–341
convection, 350–353
emissivity–absorptivity, 331–332
equivalent temperature profiles, 347–350
evaluation of mean emissivity–

absorptivity, 338–339
fluidized-bed, 351
gas radiation, 336, 338, 339
with negligible load thermal resistance,

345
Newman method, 345–348
non-steady-state conduction, 341–344
radiation charts, 332, 333

solid-state radiation, 331–338
steady-state conduction, 340–341
temperature profiles, 346–347, 349
view factors for solid-state radiation, 332,

334–337
Heat-transfer coefficient(s):

for air-cooled heat exchangers, 396–397
for convective heat transfer, 455
for radiative heat transfer, 458
for shell and tube condensers, 390–391
for shell and tube reboilers, 393–395
for shell and tube single-phase exchangers,

387–388
vapor-phase, 392

Heat-transfer correlations for electronic
equipment cooling, 464–478

forced convection, 473–478
natural convection heat sinks, 467–470
natural convection in confined spaces,

464–467
thermal interface resistance, 470–473

Heat Transfer Research, Inc. (HTRI), 396,
399, 408

Heat transport limitations of heat pipes,
240–243, 419–428

boiling limit, 422–423
capillary limit, 419–420
effective thermal conductivity, 424–428
entrainment limit, 423
sonic limit, 424
viscous limit, 424

Heavy metals, from coal conversion, 723,
753–754

Heinkel engine, 908
Heisler charts, 199–204
Helical baffles, 408
Helium:

fluid properties of, 544–547
thermal acoustic oscillations in liquid, 564

Helium(II), 545, 546, 570–574
Helmholtz free energy, 145–146
Hemispherical emissivity, 218, 219
Hemispherical temperature, 710
Hero, 1033, 1034
Heterotrophs, 729
HEVs (hybrid electric vehicles), 788
HFCs, see Hydrofluorocarbons
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HFCIT (Hydrogen, Fuel Cells, and
Infrastructure Technologies) Program,
1022

HFMs (heat flux microsensors), 294
HGMS (high gradient magnetic separation),

728
Higher heating value (HHV):

for hydrogen-containing fuels, 321
for methane, 321
for natural gas, 675–678

High gradient magnetic separation (HGMS),
728

High-power-density (HPD) SOFC design,
1078, 1079

High-pressure gas cylinders, for hydrogen
storage, 1004–1006

High-pressure gas inspirators, 362–364
High-pressure turbines, 1042
High-speed flow:

over flat plate, 210–211
past cones, 211

High surface area sorbents, 1015
High-temperature combustion method, 709
High-temperature heat flux gauges (HTHFS),

292–293
High-temperature heat pipes, 439
Horizontal acceleration of liquid with free

surface, 57, 58
Horizontal axis wind turbine (HAWT),

955–957
Horizontal ground-loop GHP systems, 854
Horizontal multitubepass, 376, 377
Horizontal slope, channel with, 112
Horizontal thermosiphons, 396
Horizontal tubes/tube banks:

film condensation inside, 239
film condensation on, 237
heat-transfer coefficients for, 391

Horizontal walls, free convection in cavities
between, 213

Hoses, hydraulic, 1097–1099
Hot dry rock (HDR) resources, 840, 841,

844–845
Hot-film anemometer sensor, 124, 125
Hot refrigerant gas defrost, 536–537
Hot spot effect, 301
Hot-wire anemometer sensor, 124

HPD (high-power-density) SOFC design,
1078, 1079

HRSGs, see Heat recovery steam generators
HTHFS (high-temperature heat flux gauges),

292–293
HTRI, see Heat Transfer Research, Inc.
H-type shell and tube heat exchangers, 378,

407
Hub diameter, 931–932
Human body, first law applied to, 585–586
Human irritation responses, 588
Humidification, adiabatic, 583–584
Humidity ratio, 579–581
HVAC (heating, ventilation, and air

conditioning) systems, 577, 581–584.
See also Indoor environmental control

H wind turbines, 957
Hybrid electric vehicles (HEVs), 788
Hybrid geothermal/fossil conversion, 853
Hybrid heat flux, 293
Hydraulic cylinders, 1113–1115, 1118–1120
Hydraulic hoses, 1097–1099
Hydraulic jump, 113
Hydraulic motors, 1113–1115
Hydraulic oils, 1095–1097
Hydraulic pumps, 1099–1105
Hydraulic systems, see Fluid power systems
Hydraulic valves, 1105–1113, 1119, 1121
Hydrocarbons, 513, 994
Hydrochlorofluorocarbons (HCFCs),

506–513, 515
Hydrofluorocarbons (HFCs), 506–509, 511,

513
Hydrogen:

fluid properties of, 544, 545
nature of, 1021
safety issues with liquid, 570
storage of gaseous, 1004–1006
storage of liquid, 1004, 1006

Hydrogen (fuel), 785–799, 991–1023
codes and standards on, 1022
combustion of, 992
current availability of, 797
emissions from, 792–793
in fuel cells, 1016–1019
handling of, 1021–1022
in hydrogen burner turbines, 1020
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Hydrogen (fuel) (continued)
in internal combustion engines, 1019–1020
manufacturing methods, 786–788
production of, 992–1001
quality standards for, 788
research on, 798
resources on, 798–799
safety issues with, 797–798, 1021–1022
storage issues with, 794–797
storage of, 1001–1015
transmission and distribution of, 793–795
utilization of, 1015–1020
vehicles using, 788–792

Hydrogen, Fuel Cells, and Infrastructure
Technologies (HFCIT) Program, 1022

n-Hydrogen at atmospheric pressure, 26
Hydrogen burner turbines, 1020
Hydrogen/carbon ratios of fossil and

synthetic fuels, 673, 674
Hydrogen economy, 785, 1002
Hydrogen (H2) PEFCs, 1070–1075

performance, 1070–1071
technical issues, 1071–1074

Hydrogen production methods, 992–1001
biological, 1000, 1001
biomass in, 995, 996
coal gasification, 995
electrolysis, 997–998
partial oxidation of heavy hydrocarbons,

994
photoelectrochemical, 1000
steam methane reformation, 992–994
thermochemical processes, 998, 999

Hydrogen storage methods, 1001–1015
for automotive applications, 1001, 1003
carbonaceous materials in, 1011–1012
chemical hydrogen storage, 1011–1012
clathrates in, 1015
comparison of, 1002
cryogenic liquid hydrogen storage

systems, 1006
formation of metal–complex hydrides,

1006–1011
high-pressure gas cylinders, 1004–1006
high surface area sorbents in, 1015
and hydrogen economy, 1002
polymer nanostructures in, 1013–1015

Hydrogen sulfide emissions, 852
Hydrogen vehicles, 788–792

emissions from, 792–793
with fuel cells, 788–792
with internal combustion engines, 792
specifications of, 790

Hydrolysis reactions, 1011–1012
Hydrothermal convection resources,

841–844
liquid-dominated, 844
vapor-dominated, 842, 844

Hysteresis, 1119, 1121

I
IAQ, see Indoor air quality
Ice, 23, 515
IC engines, see Internal combustion engines
Ideal fluids, 58
Ideal fluid dynamics, 58–71

for one-dimensional flow, 59–61
for three-dimensional flow, 62–64, 69–71
for two-dimensional flow, 62–69

Ideal gas(es):
air, thermophysical properties of, 8–9
behavior of, 146–148
combustion products, sensible enthalpies

of common, 37–38
equation of state, 149
mixture of, 149

Ideal gas law, 253, 578
IGCC, see Integrated gasification combined

cycle
Igneous resources, 840, 841
Ignition qualities, 694–695
Ignition sources, 666, 667
Ignition temperature, minimum, 679, 680
Imaging, thermal, 278–279
Immersed objects, flow about, 115–118

and drag on objects, 117–118
at flat-plate boundary layer, 116–117
and lift, 118

Impellers, pump, 858, 859, 863–865
Impulse turbines, 1034, 1036, 1037
Incompressible flow, 211
Incompressible substance model, 149–151
Incremental area of heat transfer, 404
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Incremental heat curve, steam turbine,
1047

Indirect air heaters, 443–445
Indirect-fired absorption chillers, 974
Indirect-fired chillers, 516
Indirect refrigeration, 501, 518–522

coolants, 518–522
problems with, 520–522

Indoor air quality (IAQ), 587–589
health issues/requirements, 588
problem mitigation, 589

Indoor environmental control, 577–597
air-handling processes, 581–585
building thermal loads, 589–593
computer programs for, 593–596
equipment for, 596–597
indoor air quality, 587–589
parameters for, 578–581
psychometric chart for, 580–581
thermal comfort, 585–587

Industrial furnaces, see Furnaces
Industrial gas turbines, 934–938
Industrial insulating materials, 191
Industrial platinum resistance thermometers

(IPRTs), 268, 269
Industrial utilization, of carbon dioxide, 761
Infiltration, heating load by, 591
Infrared, 217
Infrared cameras, 299, 303
Infrared thermometry, 275–278
Inlets, aircraft-gas-turbines, 944
Inlet systems, gas-turbine, 920
In-line centrifugal pumps, 871
Inner swirl, 654, 655
Input data (for heat exchanger programs),

407–410
fouling, 409–410
geometry data, 407–409
process data, 407

Inserted materials, law of, 257
Insert heat flux gauges, 294–297

circular foil gauges, 296–297
disruption of, 288–289
issues with, 286
with thin-film thermocouple sensors,

294–295
wire-wound gauges, 295

In situ pollution control for coal conversion,
729–744

cyclone combustion, 739
fluidized bed combustion, 733–738
with gasification, 740–744
with magnetohydrodynamics, 739
pulverized coal combustion, 731–733
in supercritical boilers, 738–739

In situ technologies, coal, 726
Inspection, gas-turbine, 947–949
Inspirators, 362–364
Instability (in heat exchangers), 402–403
Instrumentation, in refrigeration design,

541
Insulation:

critical radius of, for cylinders, 197
for cryostats, 555–560
multilayer, 558, 559
thermal properties of materials for, 190,

191
Integral fan burners, 656, 657
Integrated gasification combined cycle

(IGCC):
emissions from, 912
gas turbines in, 938–940
in situ pollution control with, 741–744

Intensity measurements, 807–808
Intensive properties (term), 137
Interception factor, see Configuration

factor
Intercooling, 926–927, 970
Interface resistance, 453–454
Interior temperatures, law of, 257
Intermediate materials, law of, 258
Intermediate-pressure turbines, 1042
Intermediate shields, cryostat, 558
Intermediate systems, power plant, 976
Intermediate temperature loops, 404, 405
Intermetallic alloys, 1007
Internal combustion (IC) engines:

fuel economy of gasoline, 788
hydrogen in, 992, 1019–1020
hydrogen vehicles with, 792
reciprocating, 970–971

Internal constraints, 143
Internal convection, 570, 571
Internal efficiency, 1043
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Internal flow (in forced convection), 205–207
fully developed turbulent flow of liquid

metals in circular tubes, 207
laminar flow for short tubes, 205, 206
laminar fully developed flow, 205, 206
turbulent flow in circular tubes, 206–207

Internal flow (in liquids), viscous fluid
dynamics for, 72–73

Internal thermal resistance, 459–460
International Classification of Brown Coals,

707
International Classification of Hard Coals,

707
International Fuel Cells, 1082
International Standards Organization (ISO),

880, 881
International System of Units (SI), 4
International Temperature Scale of 1990

(ITS-90), 248, 249
Invasive temperature measurement, 251–272

bimetallic thermometers for, 254–255
diode thermometers for, 271
liquid-in-glass thermometers for, 252–253
with manometric thermometry, 253–254
with noise thermometry, 271
pyrometric cones for, 271–272
RTDs for, 267–270
semiconductor sensors for, 270–271
thermocouples for, 255–267

Investors, cogeneration system, 986–987
Iodine–sulfur cycle, 999
IPRTs (industrial platinum resistance

thermometers), 268, 269
Irradiation, spectral, 219
Irreversible operation, 140
Irrotational flow, complex variables for,

65–66
Irrotational flow-velocity potential, 63–64
Isentropic process, 148
ISO (International Standards Organization),

880, 881
Isochrome bandwidth, 274
Isoentropic process, 148
ISO firing temperatures, 903, 904
Isolated plate limit, 456
Isolated systems, 142–143
Isothermal compressibility, 146

Isothermal compression (Stirling cycle), 553
Isothermal expansion (Stirling cycle), 554
ISoTherM Research Consortium, 428
Italy, 840, 844
ITS-90 (International Temperature Scale of

1990), 248, 249

J
Japan Railway, 908
Jets:

confined, 647–649
free, 490, 646–647
liquid, 490, 493, 494
in spray cooling, 490–494
submerged, 490, 491, 493

Jet fuels, 693
Jet pumps, 858, 872–873
Johnson noise, 271
Joule–Thomson coefficient, 146
Joule–Thomson (JT) refrigeration, 549–551
J-type shell and tube heat exchangers, 377,

389, 407

K
Kapitza conductance, 573
Kcal, 319
Kelvin temperature scale, 247–248
Kendall radiometer, 297
Kerosene, 687, 692
Kettle, 396
Keystone Coal Industry Manual, 707
Kinematic viscosity, 120, 870
Kipp and Zonen CM11 pyranometer,

811–812, 819, 825, 827, 828
Kipp and Zonen CMA 6 albedometer, 818
Kirchhoff, Gustav, 809
Kirchhoff’s law, 809
Kirchhoff’s law of radiation, 221
Kriging method, 617
K thermocouples, 262
K-type shell and tube heat exchangers,

378–379, 408
Kyoto Protocol to the United Nations

Framework Convention on Climate
Change, 725
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L
Labels, heat-sensitive, 273
LAER (lowest achievable emissions rate),

980
Lagging, gas-turbine, 921
Lake ground-loop GHP systems, 854
Laminar flame speed:

of gaseous fuels, 679
premixed, 644–645

Laminar flame stabilization on tubes,
premixed, 645

Laminar flow:
on flat plate, 207
fully-developed, 205, 206
in furnaces, 360
for short tubes, 205, 206

Laminar sublayer, 85
Laplace equation, 64, 193
Laplace-Young equation, 417–419
Lardarello (Italy), 840, 844
Large Hadron Collider Project, 551–552
Laser-Doppler velocimetry (LDV), 124, 126
Latent heats, 325–326, 514
Latent heat transfer, 383
Law of inserted materials, 257
Law of interior temperatures, 257
Law of intermediate materials, 258
Laws of thermodynamics, 138–144

for closed systems, 138–142
engineering system component

applications of, 153–156
first, 138–139
open systems, 143–144
second, 140–142

LDV (Laser-Doppler velocimetry), 124, 126
Lean fuel mixtures, 1020
LeBaron et al. model of diffuse shadow-band

correction, 823–826
Le Chatelier principle, 1064
Levenberg Marquardt method, 604
LHPs (loop heat pipes), 434–435
LHV, see Lower heating value
Life-cycle cost, 952–953
Lift, 957

aerodynamic, 871, 872
and flow about immersed objects, 115, 118

Lift coefficient, 115, 871
Lignites, 703, 705, 706, 708, 721
Limestone, scrubbing with, 749
Lindenfrost point, 235
Linear momentum, 61–62
Linear theory method of pipe network

analysis, 100–101
Liquefaction, 548
Liquefied natural gas (LNG), 507, 570, 673
Liquefied petroleum gases (LPGs), 680–682

consumption rate of, 681
physical properties of, 680, 681
refrigeration of, 504
storage of, 670

Liquids:
characteristics of gases vs., 878–879
compression in, 897
measuring temperature of, 251, 265, 266
physical properties of, 45
ratio of principal specific heats at

atmospheric pressure, 32
saturated, 31, 34, 35, 186, 188, 191
surface tension of, 33
temperature dependence of thermal

conductivity of, 186, 188
Liquid carryover, 515
Liquid-cooled reciprocating engines, 971
Liquid crystals:

in constant heat flux experiments, 303
measuring heat flux with, 299
thermochromic, 274–275

Liquid density, 514
Liquid-dominated resources, 844
Liquid-flow eductors, 873
Liquid fossil fuels from petroleum, 683–700

chemical analyses of crudes, 684
flash points of, 683
fuel oils, 684–698
oil–water emulsions, 700
properties of, 683
shale oils, 698–699
tar sands, oils from, 699–700
uses of, 683, 684

Liquid fuels:
for combustion, 639
for firing systems, 658–660

Liquid-fuel lines, 669
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Liquid hydrogen, storage of, 796–797, 1004,
1006

Liquid-in-glass thermometers, 252–253
Liquid jets, 490, 493, 494
Liquid metals:

in cross-flow over tube banks, 210
fully developed turbulent flow of, in

circular tubes, 207
thermal properties of, 192

Liquid movers:
axial-flow pumps, 871–872
centrifugal pumps, 858–871
jet pumps, 872–873
mixed-flow pumps, 871–872
positive-displacement pumps, 873–878

Liquid pressure drop, 420, 421
Liquid recirculators, 504, 506
Liquid ring compressors, 893–894
Liquid–vapor interfaces, 417–419, 425–427
Lithium bromide absorption systems,

515–518
Lithium nitride, 1011
Ljungstrom (radial-outflow) turbine,

1039–1041
LMTD (log mean temperature difference),

214–216
LNG, see Liquefied natural gas
Load following, 976
Load handling, furnace, 316–317
Load sensing, 1103, 1104
Lobe pumps, 1100, 1101
Local acceleration, 63
Local Nusselt number, 207, 208
Log mean temperature difference (LMTD),

214–216
Longitudinal fin of rectangular profile, 480
Long-Range Transboundary Air Pollution

Treaty, 724
Loop heat pipes (LHPs), 434–435
“Lord” value, 707
Los Alamos National Laboratory, 1056
Loss coefficients, for pipe

enlargements/contractions, 93
Lower heating value (LHV):

for hydrogen-containing fuels, 321
for methane, 322
for natural gas, 678

Lowest achievable emissions rate (LAER),
980

Low-nitrogen oxide burners, 732–733
Low NOx combustors, 914–915
Low-pressure turbines, 1042
Low-temperature heat transfer coolants,

519–521
LPGs, see Liquefied petroleum gases
Lubricants, compressor, 523, 525
Lubricating systems, gas-turbine, 922
Lubrication, theory of, 76–77
Lumped heat-capacity method, 199

M
M1 Abrams Main Battle Tank, 947
MAD (mean of absolute deviations), 834
Magma, 845
Magnesium hydrides, 1008
Magnetohydrodynamics (MHD), 739
Manning formula, 87, 89, 90, 109–110
Manometer, 52, 53
Manometric thermometry, 253–254
Manufacturing methods:

biodiesel, 777, 779
ethanol, 769–770
hydrogen, 786–788

Marine industry, steam turbines in, 1050
Martinelli separated flow approach, 392
Mass balance, 594
Mass coefficient, 1044
Mass conservation, 143–144
Mass flow rate, 59, 1048
Mass velocities, 355, 356
Maximum heat flux, 395–396
Maximum inversion temperatures, cryogenic

fluid, 550
MBE (mean bias error), 833, 834
MCFCs, seeMolten carbonate fuel cells
Mean beam length, 230, 232
Mean bias error (MBE), 833, 834
Mean of absolute deviations (MAD), 834
Mean temperature difference (MTD):

for furnaces, 330–331
for heat exchangers, 383–384
in heat transfer rate calculations, 214
for reboilers, 393, 394
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Mechanical efficiency, 1043
Mechanical servo valves, 1112–1113
Mechanics of incompressible fluids, 41–133

definition of fluids, 42
dimensional analysis in, 81–82
flow about immersed objects, 115–118
flow in closed conduits, 82–108
flow in open channels, 108–115
fluid measurements, 118–133
fluid statics, 51–58
ideal fluid dynamics, 58–71
and properties of fluids, 42–51
similitude in, 79–81
units, 42–44
viscous fluid dynamics, 71–79

Melting furnaces, 450
Membrane separation, 759
Mercaptan odorants, 673
Mercury:

and coal conversion, 723, 753–754
enthalpy–log pressure diagram for, 15
saturated, 14

Mercury-in-glass thermometers, 252, 253
Metabolic heat production, 585–586
Metals:

heavy, 723, 753–754
liquid, 192, 207, 210

Metal–complex hydrides, 1005–1011
Metallic solids, 189
Metallic surfaces, 221, 222
Metamodeling, 616–617
Methane, 800

at atmospheric pressure, 16
available heat for, 323
available heat ratios for, 325
as gas turbine fuel, 922
heating values for, 321–322
as refrigerant, 510
thermodynamic properties of saturated, 16

Methanol, 799, 1076
Method of characteristics, 108
Methods source (for heat exchanger

programs), 407
Metric conversion to English units, 316
Mexico, 844
MFCs (microbial fuel cells), 1083
MHD (magnetohydrodynamics), 739

Microbial fuel cells (MFCs), 1083
Micro heat pipes, 437–438
Micrositing, 961–962
Microspheres, hydrogen storage in, 796,

1012–1013
Microturbines, 971
Microwave radiation, 217
Mild slope, channel with, 112
Mineral insulated metal sheathed (MIMS)

thermocouples, 264, 265
Mineral-matter-free basis, 704–707
Minimum ignition temperature:

of gaseous fuels, 679, 680
of natural gas, 680

Minor losses, in closed conduits, 92–95
MixAlco process, 770, 799
Mixed alcohols, 799
Mixed-flow pumps, 858, 871–872
Mixing-cup temperature, 205
Mixture effects correction, 392
MLI (multilayer insulation), 558, 559
Moderately compressed liquid state, 153
Moist air parameters, 578–580
Molecular weight, 514
Mollier diagrams, 1029–1032
Molten carbonate fuel cells (MCFCs):

advantages of, 1062
applications of, 1055, 1056, 1061
characteristics of, 1018, 1061
degradation of, 1070
performance of, 1081–1082
polarization curves for, 1067

Moment of momentum, 62
Momentum, linear, 61–62
Momentum correction factors, 85, 86
Momentum equation, 61–62
Monochromatic specific intensity, 807
Monolithic cell-in-series design, 1078, 1080
Montreal Protocol, 511
Moody diagram, 87, 88
Morey, Samuel, 768
Motion, acceleration of fluid masses without,

57–58
Motors:

direct-drive linear, 1111
in fluid power systems, 1090, 1091,

1113–1115
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Motors (continued)

gear, 1114–1115
hydraulic, 1113–1115
valve-driven, 1092

MTD, see Mean temperature difference
Multilayer insulation (MLI), 558, 559
Multiscale heat exchanger simulation, 622,

624–630
assumptions in, 624
levels in, 622, 624
objective of, 626
offline approximation-assisted

optimization for, 626–628
online approximation-assisted

optimization for, 628–630
Multistage valving, 1112, 1113
Muneer and Fairooz quality control

procedure, 830–831
Muneer and Zhang model of diffuse

shadow-band correction, 823–826

N
NaAlH4, hydrogen storage on, 1010
NAAQS (National Ambient Air Quality

Standards), 980
Nacelle, 957
Nafion conductivity, 1071–1074
Nanofibers, 1013–1014
Nanostructures, hydrogen storage in,

1013–1015
Nanotubes, 1012
NA (nonattainment) program, 980
NASA, 1055
National Ambient Air Quality Standards

(NAAQS), 980
National Energy Act, 977–978
National Energy Policy Act of 1992, 988
National Fire Protection Association (NFPA),

670
National Hydrogen Association (NHA)

codes, 1022
National Institute for Occupational Safety &

Health (NIOSH), 589
Natural convection, 350

in confined spaces, 464–467
optimal spacing for arrays using, 466–467
thermal modeling of, 455–456

Natural convection heat sinks, 467–470
Natural gas, 673, 675–680

available heat from, 642
calorific value/heating value, 675–678
cycle efficiency, 912
environmental impact, 674
flame stability, 678, 679
flame temperature, 679
flammability limits, 680–681
gas gravity, 678
hydrogen/carbon ratios of, 674
liquefied, 507, 570, 673
minimum ignition temperature, 680
net heating value, 678
properties, 675–678
sources/supply/storage, 674
types/composition, 674
uses/distribution, 673, 674
Wobbe index, 678–679

Navier–Stokes equations, 73–79
boundary conditions for, 74–75
and continuity equation, 75–76
for flow around a sphere, 78–79
for flow through circular tubes, 77–78
and theory of lubrication, 76–77

Near-equilibrium flow structures, 177
Near outliers, 835, 836
Net heating value (LHV), 678
Net positive suction head–available

(NPSHA), 863
Net positive suction head–required (NPSHR),

863
Net present value (NPV), 955
Net pyrradiometers, 808
Net thermoelectric emf, 259
Newman method, 345–348
Newtonian fluids, 42
Newton–Raphson method, 101–102, 604
Newton’s law(s):

of cooling, 194, 198
of viscosity, 78

New Zealand, 844
NFAN (number of fans), 610
NFPA (National Fire Protection Association),

670
NHA (National Hydrogen Association)

codes, 1022
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NIOSH (National Institute for Occupational
Safety & Health), 589

Nitric oxide, 722
Nitrogen:

from air separation, 565, 567
at atmospheric pressure, 26
and combustion, 636, 637
temperature–entropy diagram for, 546

Nitrogen dioxide, 722
Nitrogen oxides (NOx):

from biodiesel, 782
from coal conversion, 722
from gas turbines, 911–915
from internal combustion engines, 1020
low-nitrogen oxide burners, 732–733
reducing emission of, 665, 751–753

Nitrogen oxide reburning, 733
Nitrous oxide, 722, 753
NOx, see Nitrogen oxides
Nodes, 194, 196
Noise thermometry, 271
Nonattainment (NA) program, 980
Nonaviation gas turbine fuel, 695
Noncircular cross sections, conduits with,

91–92
Noncircular cylinders:

in cross-flow, 208–209, 474, 475
forced convection with, 474, 475
gases in cross-flow of, 208–209
Nusselt numbers for, 205, 206

Noncondensable gases, 239
Noncondensing steam turbines, 969
Noncondensing turbines, 1041
Nondimensional MAD, 834
Nondimensional MBE, 834
Nondimensional RMSE, 835
Nonequilibrium processes, 1032
Nonflow availability, 161–162
Noninvasive temperature measurement,

275–279
with infrared thermometry, 275–278
with thermal imaging, 278–279

Nonmetals, thermal properties of, 189
Nonmetallic liquids, 188
Nonmetallic surfaces, 222, 223
Nonparticipating gases, 229
Non-steady-state conduction, 330, 341–344

Nonuniform flow:
defined, 58
in open channels, 112–115
steady, 112–113
unsteady, 113–115

No-slip condition, 63
No-tube-in-window baffles, 408
Nozzles:

in aircraft engine gas turbines, 944
and condensate accumulation, 403
in diffusion-mixed burners, 650, 651
in gas turbines, 903, 916–917, 919, 949
for pulverized-fuel burners, 661

Nozzle-mix burner systems, 657
NPRC (Negishi, Japan), 743
NPSHA (net positive suction head–available),

863
NPSHR (net positive suction head–required),

863
NPV (net present value), 955
NREL (U.S. National Renewable Energy

Laboratory), 829
NTU method, 397
Nu, see Nusselt number
Nucleate boiling in forced convection, 236
Nucleate pool boiling, 235–236
Null-point calorimeters, 300–301
Number of fans (NFAN), 610
NUON/Demkolec/Willem Alexander IGCC

plant (Buggenum, Netherlands), 743
Nusselt number (Nu), 205–214, 455, 464–466

O
Obligate autotrophs, 729
Ocean thermal energy conversion (OTEC),

1050
OD (tube diameter), 610
ODHs (oxygen deficiency hazards), 568, 569
Odorants, 673, 674
ODP (ozone depletion potential), 511, 513
Off-design operation (of refrigeration), 541
Offline approximation-assisted optimization:

for chevron plate heat exchanger, 621–622
for multiscale heat exchanger simulation,

626–628
online vs., 618, 619
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OHPs (oscillating heat pipes), 435–436
Oil(s):

atomization of, 364
as compressor lubricant, 523, 525
fuel, see Fuel oils
hydraulic, 1095–1097
residual, 674, 687
shale, 698–699
from tar sands, 699–700

Oil heaters, 659
Oil reservoirs, 1116
Oil return, 530
Oil–water emulsions, 700
On-board reforming, of hydrogen fuel,

796–797
One-dimensional flow:

Bernoulli equation for, 60–61
conservation of mass in, 59–60
Euler’s equations for, 60
ideal fluids in, 59–61
momentum equation for, 61–62
work–energy equation for, 61

One-dimensional heat conduction, 193,
451–452

with internal heat generation, 452
steady-state, 187, 190, 193

One-dimensional heat transfer with no
internal heat generation, 186

One-dimensional planar heat flux gauges,
289–294

surface-mounted gauges with RTD
sensors, 290

surface-mounted gauges with
thermocouple sensors, 290–293

surface-mounted wire-wound gauges,
293–294

One-pass shell, 376, 377
Online approximation-assisted optimization:

for chevron plate heat exchanger, 622, 623
for multiscale heat exchanger simulation,

628–630
offline vs., 618, 619

Opaque surfaces, 221, 228
Open-centered valves, 1108
Open channels, flow in, 108–115

measuring flow rate, 129, 131–133
steady, nonuniform, 112–113

uniform, 108–111
unsteady, nonuniform, 113–115

Open-cycle engines, 902
Open-cycle refrigeration:

operation, 504
refrigerant selection for, 514–515

Open-loop ground-loop GHP systems, 854
Open natural draft-type burners, 655, 656
Open systems:

defined, 137
exergy analysis of, 160
laws of thermodynamics for, 143–144

Operating costs, cogeneration system,
983–985

Operating schedules, furnace, 374
Operational errors, with solar radiation

measurements, 820–821
Optical fiber-based infrared thermometers,

278
Optical roughnesses, 221
Optimization:

heat leak, 165–166
thermal system, 559–631

Orifice meter, 126–130
Orimulsion, 700
ORR (oxidizer reduction reaction), 1062
Orton (pyrometric) cones, 271–272
Oscillating heat pipes (OHPs), 435–436
Oscillations, thermoacoustic, 564–565
OTEC (ocean thermal energy conversion),

1050
Otto, Nikolaus, 769
Otto cycle, 901, 951
Outer swirl, 654, 655
Outliers, 835–836
Outlier analysis, 835–836
Overall efficiency, steam turbine, 1043, 1044
Overall heat-transfer coefficient, 197,

384–385
Overlapped valves, 1108, 1109
Overpressurization, cryogenic system, 568
Owners, cogeneration system, 986–987
Ownership of cogeneration systems, 986–989

characteristics of, 989
conventional (100%) ownership, 987–988
and motivations of owners/investors in

systems, 986–987
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partnership arrangements, 988
third-party ownership, 986n., 988

Oxidizer reduction reaction (ORR), 1062
Oxy-fuel combustion, 670–671, 756
Oxy-fuel firing, 670–671
Oxygen:

from air separation, 565–567
at atmospheric pressure, 27
for combustion, 636, 637
safe cryogenic use of, 570

Oxygen deficiency hazards (ODHs), 568,
569

Oxygen enrichment of combustion air, 325
Ozone depletion potential (ODP), 511, 513
Ozone layer depletion, 511

P
Packaged burners, 656, 657
Packaged cogeneration systems, 976–977
Packaging materials, 459, 460
PAFCs, see Phosphoric acid fuel cells
Page model, 830
Paints:

pressure-sensitive, 122
temperature-sensitive, 273, 299

Paraffinic crudes, 683
Parallel boundaries, 76
Parallel circuits, 610
Parallel fins, 483
Parallel parameterized CFD (PPCFD),

617–618
Parallel pipelines, 105
Pareto charts, 614–615
Parker D1FH proportional valves, 1111, 1112
Parker Hannifin, 1109–1112
Parr formulas, 704, 705
Parshall flumes, 131
Parsons, Charles, 1033
Parsons turbines, see Reaction turbines
Partial admission, turbines with, 1042,

1047–1048
Partial film boiling, 235
Partial gasification combined cycle (PGCC),

744
Partial oxidation (POX), 994
Participating gases, 230

Particle size effect on dryout heat flux, 428,
430

Particulate matter (PM):
from coal conversion, 723, 745–748
emissions control of, 666

Particulate radiation, 641
Part-load operation, steam turbine,

1046–1048
Partnership arrangements, 988
Payback period, 985
PCB conduction, 460–461, 466, 467
Peak heat flux, 571
Peaking systems, power plant, 976
Peak shaving systems, 976
Peak-temperature-indicating devices,

272–273
Peat, 703, 708, 711
PEC (photoelectrochemical) systems, 1000
PEFCs, see Polymer electrolyte fuel cells
Peltier effect, 486
PEMFCs, PEM fuel cells, see Proton

exchange membrane fuel cells
Pentafluoroethane, 509, 512
Pentane-in-glass thermometers, 252
Percent ash test, 709
Percent moisture test, 709
Percent volatile matter test, 709
Perch and Russell Ratio, 707
Perfluorocarbon ion exchange membranes,

997, 998
Performance:

alkaline fuel cell, 1081
of biodiesel, 779–782
centrifugal fan, 884–886
coefficient of, 141, 517, 552
eductor, 873, 874
of ethanol, 773, 774
evaporator, 610
gas turbine, 924–934
hydrogen PEFC, 1070–1071
jet pump, 873
molten carbonate fuel cell, 1081–1082
phosphoric acid fuel cell, 1082–1083
refrigerant, 512
solid oxide fuel cell, 1065, 1077–1080
steam turbine, 1043–1048
types of changes in, 181
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Performance curves, centrifugal pump,
862–865

Peripheral pressure, in pumps, 858, 859
Peristaltic pumps, 858, 877
Perkins tube, 415
Permeability, wick, 241
Permits for cogeneration, 982–983
Petroleos de Veneauels SA, 700
Petroleumlike biofuels, 799
PFBC (pressurized fluidized beds), 737–738
PGCC (partial gasification combined cycle),

744
Phases (term), 137
Phase change heat transfer, 456–457
Phase transition data:

for compounds, 6–7
for elements, 4–6

Phosphors, thermographic, 273–274, 299
Phosphoric acid fuel cells (PAFCs):

advantages of, 1058, 1062
applications of, 1056, 1061
characteristics of, 1018, 1019, 1061
degradation in, 1070
performance of, 1082–1083

Phosphorus, 710
Photo detectors, 809, 810
Photoelectrochemical (PEC) systems, 1000
Photoelectrolysis, 786
Photolytic manufacturing of hydrogen,

786
Photosynthesis, 787
Physical cleaning of coal, 726–728

agglomeration, 727
froth flotation, 727–728
gravity separation, 726–727
high gradient magnetic separation, 728

Physisorption, 1012
PI (proportional plus integral) control, 597
PID (proportional plus integral plus

derivative) control, 597
Piezoelectric effect, 820
Piezoelectric transducers, 121
Pinch point temperature difference, 972
Pin fins, 476
Pipes:

equivalent pipe technique, 104, 105
forced convection in, 477–478

heat, see Heat pipes
rough, 85, 86
smooth, 84, 85

Pipe friction, 87–92
aging and, 90–91
in conduits with noncircular cross sections,

91–92
Darcy–Weisbach formula, 87, 89–92
Hazen–Williams formula, 87, 89
Manning formula, 87, 89, 90

Pipeline transportation of carbon dioxide,
759–760

Pipe network analysis, 99–102
Hardy Cross method, 99–100
linear theory method, 100–101
Newton–Raphson method, 101–102

Pipe systems:
development of flow in, 83
with parallel pipelines, 105
with series pipelines, 97, 104, 105
single-pipeline, 96–99
unsteady flow in, 102–108

Piston accumulators, 1115
Piston compressors, 894
Piston pumps, 877, 878, 1100–1105
Pitch:

fan blade, 888
tube, 409

Pitot-static tubes, 121–123
Planck, Max, 808
Planck’s law, 217–220, 275–276, 808, 809
Plane surfaces/walls:

fluid forces on, 53–55
forced convection external flow on, 473
heat conduction in, 193
transient heat conduction in, 199–201

Plate-fin heat exchangers, 398
Plate-type heat exchangers, 380, 398
Platinum resistance thermometers,

267–269
PM, see Particulate matter
Polarization curve, 1066–1068
Polk Power Station (Tampa, Florida), 743
Pollutants. See also specific compounds

from coal conversion, 721–724
controlling emission of, 665–666

Polyaniline, 1013–1015
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Polymer electrolyte fuel cells (PEFCs):
advantages of, 1058
applications of, 1056
degradation, 1069–1070
DMFCs, see Direct methanol fuel cells
H2 PEFCs, see Hydrogen PEFCs
heat management, 1068–1069
operating principles of, 1060–1062
polarization curve, 1066–1067

Polymerization, 515
Polymer nanostructures, 1013–1015
Polytropic compression calculation,

898–899
Polytropic efficiency, 898
Pond ground-loop GHP systems, 854
Pool boiling, 234–236
Poppet valves, 1106, 1107
Positive-displacement fluid movers, 857, 858,

894
Positive-displacement pumps, 858, 873–878

diaphragm, 877, 878
gear, 874–875
peristaltic, 877
piston, 877, 878
progressive cavity, 876, 877
screw, 875–876

Postcombustion carbon dioxide capture,
758–759

Postconversion clean-up technologies, 726,
745–754

for gaseous emissions, 748–753
for heavy metals, 753–754
for particulates, 745–748
for solid waste, 754

Powell’s dogleg method, 604
Power. See also Fluid power systems

added to liquids by pumps, 97
brake, 863, 881, 885
of centrifugal pumps, 860, 863
compressor, 899, 900
gas, 899
heat-to-power ratio, 968
spectral emissive, 217
theoretical, 514
total emissive, 217

Power coefficient, steam turbine, 1044
Power equation, 957–958

Power generation:
and EGM, 170–173
wind, 955–962

Power ratings, reciprocating engine, 971
POX (Partial oxidation), 994
PPCFD (parallel parameterized CFD),

617–618
Prandtl number (Pr), 455
Prandtl–von Karman equation, 72
Pratt & Whitney, 908
Precombustion carbon dioxide capture,

755–756
Preconversion technologies, 726–729

biological cleaning, 729
chemical cleaning, 728
physical cleaning, 726–728

Precooling, 918
Preheat coils, 585
Preheating, 444–445, 447–450
Premix burner systems, 656, 657
Premixed flames:

aerodynamics of, 646–650
confined jets, 647–648
confined jets with swirl, 648–649
flame stabilization in bluff bodies,

649–650
free jets, 646–647
laminar flame speed, 644–645
laminar flame stabilization on tubes,

645
turbulent, 645–646

Pressure:
absolute, 52
atmospheric, see Atmospheric pressure
barometric, 580–581
capillary, 418, 420
center of, 54, 55
condensing (discharge), 513, 897
critical, 150, 514
devices for measuring, 52–53
disjoining, 418, 419
and enthalpy, see Enthalpy–log pressure

diagram(s)
evaporating (suction), 514
of fluids at rest, 51–52
measurement of, 121–122, 562
peripheral, 858, 859
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Pressure (continued)
and shear for viscous flow, 76
standby, 514
static, 121, 881
vapor, 50, 51, 522

Pressure atomization, 658
Pressure balance loops, 404, 405
Pressure difference methods, 126–130
Pressure drop:

in furnaces, 356–359
and heat exchanger programs, 407
in heat exchangers, 385
in heat pipes, 241
liquid, 420, 421
for shell and tube condensers, 392
for shell and tube single-phase exchangers,

388
vapor, 421–422

Pressure forces, in dynamic similarity, 80
Pressure ratio, 933–934, 1044
Pressure ratio maps, 880
Pressure-sensitive paint (PSP), 122
Pressure transducers, 121
Pressure waves, propagation of, 102–104
Pressurized fluidized beds (PFBC),

737–738
Pressurized hydrogen, storage of, 795, 796
Prevention of significant deterioration

(PSD) program, 980
Prime movers (cogeneration system),

968–971
emissions from, 983
fuel cells, 971
gas turbines, 969–970
microturbines, 971
reciprocating engines, 970–971
selection and sizing of, 974–975
steam turbines, 968–969

Principal specific heats for liquids/gases at
atmospheric pressure, 32

Printed circuits, 292
Problem mitigation, indoor-air-quality, 589
Process (term), 137
Process data (heat exchanger programs),

407
Process flow sheets, 541
Producer gas, 320

Production capacity, biodiesel, 783–784
Programs, heat exchanger:

data base, 407
methods source, 407
quality/selection of, 406–407
suitability, 407

Progressive cavity pumps, 858, 876, 877
Prompt NO, 665
Propane:

at atmospheric pressure, 27
available heat for, 323
as gas turbine fuel, 922
hydrogen/carbon ratios of, 674
as refrigerant, 510

Propellers, 871
Proportional plus integral (PI) control, 597
Proportional plus integral plus derivative

(PID) control, 597
Proportional valves, 1111–1112
Propylene, 27
Protection tubes, thermocouple, 264
Proton exchange membrane fuel cells

(PEMFCs, PEM fuel cells):
advantages of, 1058
characteristics of, 1018, 1019
in hydrogen vehicles, 788–790

Proximate analysis (D3172), 709
PSD (prevention of significant deterioration)

program, 980
PSP (pressure-sensitive paint), 122
Psychometric chart, 39, 580–581
Public Utilities Regulatory Policies Act of

1978 (PURPA), 977–979
Pulse tube cyrocoolers, 554, 555
Pulverized coal combustion, 731–733

low-nitrogen oxide burners for,
732–733

nitrogen oxide reburning in, 733
Pulverized fuels, 660–663
Pumps, 857–878

axial-flow, 858, 871–872
axial piston, 1103–1105
booster, 97
centrifugal, 858–871
diaphragm, 877, 878
dynamic, 857–858
fixed-displacement, 1100–1102
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gear, 858, 874–875, 1100
geothermal heat, 853–854
hydraulic, 1099–1105
jet, 858, 872–873
laws of thermodynamics applied to, 153
lobe, 1100, 1101
mixed-flow, 858, 871–872
peristaltic, 858, 877
piston, 877, 878, 1100–1105
positive-displacement, 858, 873–878
progressive cavity, 858, 876, 877
radial piston, 1102
reciprocating, 858, 878
recirculating, 504, 506
screw, 858, 875–876
source, 97
steady-state analysis of single-pipeline

systems with, 97–99
twin-screw, 876
vane, 1100–1102
variable-displacement, 1100, 1103–1105
vertical turbine, 98

Pumping efficiency, 860
Pumping systems, flow control and,

865–869
Pump outflow, 1104
Pump performance description, 862–865
Pump speed, 861–862
Pure oxy-combustion, 756
PURPA (Public Utilities Regulatory Policies

Act of 1978), 977–979
Pusher furnaces, 317
Pyranometers, 811–814

characteristics of, 813
defined, 808
shade ring correction factors for, 813,

814
with shading devices, 812–814

Pyrgeometers, 808, 814, 816
Pyrheliometers, 814–817

characteristics of, 817
classification of, 810–811
defined, 808
types of, 814–816

Pyrolysis, 740, 787–788, 996
Pyrometric cones, 271–272
Pyrradiometers, 808

Q
QF (quality factor), 1044
Quad (unit), 319
Qualified facility status, for cogeneration

facilities, 978–979
Quality (property), 152
Quality factor (QF), 1044
Quality standards:

for biodiesel, 779–781
for ethanol, 770, 771
for hydrogen as fuel, 788

Quasistatical process, 139, 148–149
Quasistatic isothermal process, 149
Quenching distance, 645

R
Ra, see Rayleigh number
RACT (reasonable available control

technology), 980
Radial fin of rectangular profile, 480–481
Radial-flow steam turbines, 1036, 1037,

1039–1041
Radial-inflow turbines, 1037, 1039
Radially tipped vanes, 882, 883
Radial-outflow turbines, 1039–1041
Radial piston pumps, 1102
Radial vanes, 881–883
Radiant energy, 216
Radiant tubes, 353
Radiant tube recuperators, 370, 371
Radiation. See also Radiation heat transfer

blue flame, 641
combined factors, 339–341
from combustion, 641, 644
gas, 336, 338, 339, 641
solid-state, 331–338

Radiation charts, 332, 333
Radiation function, 220
Radiation heat transfer, 214–234, 457–458

and absorptivity for solar incident
radiation, 222–224

blackbody radiation, 216–220
combined factors, 339–341
configuration factor, 223–227
diffuse-gray surfaces in enclosure,

228–229
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Radiation heat transfer (continued)

electromagnetic spectrum of, 217
and emissivity of metallic surfaces, 221,

222
and emissivity of nonmetallic surfaces,

222, 223
gas, 336, 338, 339, 641
gas thermal radiation properties,

229–234
and Kirchhoff’s law, 221
properties, 218–223
reducing, 556–561
solid-state, 331–338

Radiation heat-transfer coefficient, 229
Radiation laws, 808, 809

Kirchhoff’s law, 809
Planck’s law, 808, 809
Stefan–Boltzmann law, 809
Wien displacement law, 809

Radiation shape factor, see Configuration
factor(s)

Radiation shields, 228, 229
Radiative exchange, gas volume:

with black enclosure of uniform
temperature, 233

with gray enclosure, 234
Radioactive wastes, 367
Radiocity, 228
Radiometers, 297
Rankine cycle:

combined Brayton cycle and, 737, 934,
951

exergy wheel diagram of, 163
in gas turbines, 901, 951
solar Rankine cycle systems, 1050–1051
in steam turbines, 1029, 1030

Rankine temperature scale, 247–248
Rateau, August, 1033, 1034
Rateau turbines, see Impulse turbines
Rating methods, heat-exchanger, 386–398

air-cooled heat exchangers, 396–398
with computers, 405–406
shell and tube condensers, 388–392
shell and tube reboilers/vaporizers,

392–396
shell and tube single-phase exchangers,

386–388

Ratio of principal specific heats for liquids/
gases at atmospheric pressure, 32

Rayleigh number (Ra), 212–214, 455–456,
465

Re, see Reynolds number
Reaction turbines, 1034, 1036, 1037
Rear heads, 408
Reasonable available control technology

(RACT), 980
Reboilers:

inadequate blowdown in, 403
shell and tube, 392–396
temperature pinch in, 401–402

Reciprocating compressors:
above-atmospheric compression in, 894,

895
characteristics of, 522–523
closed-cycle operation of, 501–504

Reciprocating engines:
in cogeneration systems, 970–971
regulations on, 980–981
selection of, 975

Reciprocating pumps, 858, 878
Reciprocity relations, 224
Recirculating pumps, refrigerant, 504, 506
Recirculation:

by bluff bodies, 649–650
flue gas, 665
primary, 648
secondary, 647–648

Recompression, vapor, 890–891
Re-compressors, see Ejectors
Recovered waste heat, 443
Recovery factor, 210
Recovery temperature, 210
Rectangles:

configuration factor for, with common
edge, 227

configuration factor for aligned-parallel,
226

Rectangular channels, 110
Recuperators:

for air heating, 443, 449, 450
construction and operation of, 382–383
in furnace systems, 369–371
sizing resources for, 398

Red-start temperature, 274
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Reentry stage arrangements, 1036, 1038,
1039

Reflectivity, 219–221
Reflux configuration, 389
Reforming reaction, 796–797, 996
Refractive index, 216
Refractories, 318
Refractory radiation, 644
Refrigerants, 506–515

A1 group, 508–510
A3 group, 508, 510
B1 group, 508–510
B2 group, 508, 510
B3 group, 508, 510
classes of, 511
closed-cycle selection, 511, 513–514
comparative performance of, 512
numbering system, 507, 508
open-cycle selection, 514–515
physical properties of numbered, 27–30
regulations on production/use of, 511, 513
saturated, 17
secondary, 501
thermophysical properties of, 17, 27–30
toxicity/flammability rating system,

507–509
types of, 508–510

Refrigerant 11, 507, 519–522
Refrigerant 12, 509
Refrigerant 13, 509
Refrigerant 22, 509, 512

at atmospheric pressure, 17
enthalpy–log pressure diagram for, 18
in reciprocating compressors, 522
in rotary compressors, 522
saturated, 17

Refrigerant 30, 519–521
Refrigerant 50, 510
Refrigerant 114, 509
Refrigerant 115, 510, 512
Refrigerant 123, 509, 510
Refrigerant 125, 509, 511
Refrigerant 134a, 509, 511

compressibility factor of, 21
enthalpy–log pressure diagram for, 22
interim properties, 20
thermodynamic properties of saturated, 19

Refrigerant 143a, 511
Refrigerant 170, 510
Refrigerant 290, 510
Refrigerant 407C, 509
Refrigerant 410A, 509
Refrigerant 502, 509
Refrigerant 600, 510
Refrigerant 744, 510
Refrigerant 1120, 519–521
Refrigerant 1150, 510
Refrigerant cost, 514
Refrigerant gas coolers, 502
Refrigerating machines, 141
Refrigeration, 499–541, 548–552

absorption systems, 515–518
adiabatic demagnetization, 575
cascade cooling systems, 548–549
closed-cycle, 501–506, 511, 513–514
compressors for, 522–528
condensers for, 528–530
cycles of, 501–506
defrost methods, 536–538
dilution, 574
evaporators for, 530–533
expansion devices for, 532–536
expansion engine cooling, 551–552
helium(II) for, 573, 574
history of, 499
indirect, 501, 518–522
Joule–Thomson, 549–551
open-cycle, 504, 514–515
principles of, 500–501
refrigerants, see Refrigerants
system components of, 522–536
system design considerations for, 538–539
system specifications for, 539–541
units of measure for, 501

Refrigeration evaporators, 501, 530–533
oil return, 530
submergence effect, 531, 533
two-phase refrigeration distribution, 530
vapor–liquid separation, 530

Regeneration, gas turbines with, 970
Regenerative air preheating, 368–369
Regenerative cooling (Stirling cycle), 553
Regenerative gas turbine, 929–931
Regenerative heating (Stirling cycle), 554
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Regenerators, 383
for air heating, 450
sizing resources for, 398

Regenerator materials, cryocooler, 553, 554
Regression, linear and nonlinear, 831
Regulations:

cogeneration, 977–983
on refrigerant production/use, 511

Reheat coils, 585
Reheat factor, 1044
Reheat (refired) gas turbines, 928, 929, 970
Reinjection of geothermal fluids, 846,

848–849, 851, 852
Relative humidity, 579–581
Relative motion, acceleration without, 57–58
Relative root-mean square error (RRMSE),

630
Relative roughness, 87
Relative Seebeck coefficient, 259
Reliability, gas-turbine, 949
Relief valves, 1102, 1107, 1108
Renewable Fuels Standard (RFS), 775
Repowering, 735–737
Required surface equations, 383
Reserve base of U.S. coal, 704, 705
Reservoirs:

fluid power system, 1092, 1116
hydraulic-oil, 1116
temperature, 140–142

Residual equations for vapor compression
system, 601–602

Residual oils, 674, 687
Resistance(s). See also Thermal resistance

contact, 453–454, 470–473
convection, 197
external, 461–463
flow, 457, 463–464
interface/contact, 453–454, 470–473
least, 176–177
single-chip package, 464
spreading, 452–453
and temperature, 268
total, 464

Resistance temperature detectors (RTDs),
267–270

carbon resistors, 270
in constant heat flux experiments, 303

doped germanium resistors, 270
platinum resistance thermometers,

267–269
rhodium iron resistors, 270
surface-mounted heat flux gauges with,

290
thermistors, 270

Resistivity, 715, 747
Resolution:

of cryogenic temperature sensors, 561,
563

spatial, 279
Restricted dead state, 161
Revenue from electricity sales, 965
Reversibility, 144
Reversible operation, 140
Reynolds, Osbourne, 1033
Reynolds number (Re):

defined, 354–355
for flow across tube banks, 359
for flow through tubes, 355, 359
formula for, 455
and pipe friction, 87

RFS (Renewable Fuels Standard), 775
Rhodium iron resistors, 270
Rigid water column theory, 102, 104–106
RMSE, see Root-mean-squared error
Robitzch actinographs, 825, 826
RoDbaffles, 408
Rolling piston compressors, 523–524
Rolls-Royce, 907, 908
Root-mean-squared error (RMSE), 630, 833,

835
Rotary compressors, 523–524
Rotary-cup atomization, 659
Rotary-hearth furnaces, 317
Rotary kiln furnaces, 317
Rotary lobe compressors, 892, 893
Rotary sliding vane compressors, 892, 893
Rotary vane compressors, 523, 524
Rotating drum coal washing, 727
Rotating heat pipes, 438
Rotational angular velocity, for liquid, 58
Rotational speed coefficient, steam turbine,

1044
Rotational viscometers, 121
Rotors, 957, 959–960
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Rotor speed, 931
Roughness:

absolute and relative, 87
of commercial pipes, 88
optical, 221

Rough pipes, velocity distribution for fluid in,
85, 86

RRMSE (relative root-mean square error),
630

RTDs, see Resistance temperature detectors

S
Saccharification, 769, 770
Safety considerations:

with biodiesel, 784, 785
with combustion, 666–670
with cryogenic engineering, 568–570
with ethanol, 775
with furnaces, 367
with hydrogen fuel, 797–798, 1021–1022

Salt-based coolants, 519–521
Sampling, coal, 715–716
Sankey diagram, 640
Saturated boiling, 234
Saturated fluids, thermophysical properties

of:
carbon dioxide, 11
liquids, 191
mercury, 14
methane, 16
Refrigerant 22, 17
Refrigerant 134a, 19
sodium, 23
specific heat at constant pressure, 31
steam, 24–25
thermal conductivity, 34
vapor air, 7–8
viscosity, 35
water, 24–25, 238

Saturated liquids:
specific heat at constant pressure, 31
thermal conductivity, 34, 186, 188
thermal properties, 191
viscosity, 35

Saturated solid state, 153
Saturated vapor state, 150

Saturation(s):
at ambient temperature, 514
in fluid power systems, 1119, 1120
of moist air, 578–579

SBS (sick building syndrome), 588
Scaling, 529
scf (standard cubic feet), 641
Schmidt–Boelter heat flux gauges, 295
SCR (selective catalytic reduction), 751, 752
Screening curve, 952
Screen wicks, 428, 429
Screw compressors, 524–526, 894, 895
Screw pumps, 858, 875–876
Scroll compressors, 524, 525, 895
Scrubbing:

amine, 758–759
dry, 749–751
wet, 367, 748

Seals, gland, 1051
Sealed-in, power burners, 655, 656
Sea level chart for standard barometric

pressure, 580–581
Seal-less tubular SOFC design, 1078, 1079
SECA (Solid State Energy Conversion

Alliance), 1076
Seconds, Saybolt Universal (SSU), 685
Secondary coolants, 518–522
Secondary recirculation, 647–648
Second class pyrheliometers, 810, 811
Second-law efficiency, 162
Second law of thermodynamics, 135,

140–142
engineering system component

applications of, 153–156
for open systems, 144
and reversibility, 144

Seebeck, Johann, 256
Seebeck coefficients, 258–260
Seebeck effect, 486, 487
Seger (pyrometric) cones, 271–272
Segmented cell-in-series design, 1078, 1080
Segmented plate heaters, 303–304
Selective catalytic reduction (SCR), 751, 752
Selective noncatalytic reduction (SNCR),

751–753
Semianthracites, 708
Semiconductor temperature sensors, 270–271
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Semi-invasive temperature measurement,
272–275

with peak-temperature-indicating devices,
272–273

temperature-sensitive paints for, 273
thermochromic liquid crystals for,

274–275
thermographic phosphors for, 273–274

Sensible heat factor (SHF), 581, 583
Sensible heating/cooling, 582–583
Sensible-heat storage, 168–169
Sensible heat transfer, 383
Sensitivity:

of cryogenic temperature sensors, 561,
562

heat flux, 291, 306
thermal, 279

Sensitivity analysis, 986
Sensors:

heat flux microsensors, 294
hot-film anemometer, 124, 125
hot-wire anemometer, 124
semiconductor temperature, 270–271
solar radiation, 825–829
spectrally sensitive, 276
thin-film thermocouple, 294–295

Separation:
air, 565–567
column, 104
flow, 72, 73, 95
gravity, 717, 718, 726–727
high gradient magnetic, 728
membrane, 759
with sorbents/solvents, 758–759
vapor–liquid, 530

Separation proof, 95
Sequestration, carbon dioxide, 760–762
Series pipelines:

equivalent pipe technique for, 104, 105
steady-state analysis of, 97

Servo valves, 1112–1113, 1117–1118
Set point, 596–597
SFC (specific fuel consumption), 941, 942
sg (API gravity), 685, 686
Shaft torque, 1046
Shaft-type furnace, 317
Shale oils, 698–699

Shapes:
and conduction heat transfer, 193–195
and convection heat transfer, 209

Shear-controlled flow, 390–391
Shear-driven flow, 76
Shear stress, in viscous fluids, 71, 72
Shells:

diameter of, 386
and heat exchanger programs, 407–408

Shell-and-coil condensers, 528
Shell-and-tube condensers, 388–392, 528

correction for mixture effects, 392
gravity-controlled flow, 391
heat-transfer coefficients/pure components,

390–391
pressure drop, 392
selection of type, 388–389
shear-controlled flow, 390–391
temperature profiles, 389–390

Shell and tube evaporators, 531, 532
Shell and tube heat exchangers, 216, 375–380

baffle types, 379–380
condensers, 388–392
configurations of, 376–380
E-type, 376, 377
F-type, 376, 377
G-type, 378
H-type, 378
J-type, 377
K-type, 378–379
overall heat-transfer coefficient for,384–385
rating methods for, 386–396
reboilers/vaporizers, 392–396
schematic of, 376
single-phase exchangers, 386–388
vibration in, 399–400
X-type, 377, 378

Shell and tube reboilers, 392–396
heat-transfer coefficients, 393–395
maximum heat flux, 395–396
selection of type, 393
temperature profiles, 393, 394

Shell and tube single-phase exchangers,
386–388

baffle spacing/cut, 387
cross-sectional flow areas/flow velocities,

387
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heat-transfer coefficients, 387–388
pressure drop, 388
tube length/shell diameter, 386

Shell and tube vaporizers, 392–396
heat-transfer coefficients, 393–395
maximum heat flux, 395–396
selection of type, 393
temperature profiles, 393, 394

Shellside flow, 387–388
maldistribution of, 400–401
temperature pinch in, 401–402

Shellside reboilers, 395
SHF (sensible heat factor), 581, 583
Shift reaction (gasification), 740
Ship propulsion, 947
Short-tube restrictors, 535–536
Sick building syndrome (SBS), 588
Sieder–Tate equation, 205
Sieve analyses, 716
Sieve designations, 712, 713
Similitude, 79–81
Simple refrigeration cycle, 500, 501
Simulation:

airflow, 594–595
computer use in thermal design of process

heat exchangers, 406
coupled building-environment, 595–596
engineering-level system, 600–602
multiscale heat exchanger, 622, 624–630

Simultaneous linear equations, 603
Simultaneous nonlinear equations, 603, 604
Single-chip package resistance, 464
Single-phase exchangers, 386–388
Single-pipeline systems:

with pumps, 97–99
steady-state pipeline analysis of, 96–97

Single-rod hydraulic cylinders, 1114
Singular fins, 483
Sintered metal wicks, 428, 429
SI units, 4, 42–44
Sky scanner MS-321LR, 816
Slagging, 713–715
Slightly superheated vapor state, 153
Slope of best fit line, 832
Slug calorimeters, 301
Slurries, 870–871
Smoke point, 687

Smooth pipes, velocity distribution in, 84, 85
SMR (steam methane reformation), 992–994
SNCR (selective noncatalytic reduction),

751–753
Society of Automotive Engineers, 1022
Sodium:

in coal ash, 715
thermodynamic properties of saturated, 23

Sodium hydroxide, 749
SOFCs, see Solid oxide fuel cells
Soft coal, see Bituminous coal
Solar constant, 223
Solar energy conversion, 169–170
Solar incident radiation, 222–224
Solar radiation instruments, 811–819

albedometers, 815–818
development of, 810
errors in, 819
with photo detectors, 809, 810
pyranometers, 811–814
pyrgeometers, 814, 816
pyrheliometers, 810–811, 814–817
sunshine recorders, 817–819
terminology for, 807–808
with thermal detectors, 809

Solar radiation measurements, 805–829
defined, 811
equipment for making, 811–819
errors in, 819–826
history of, 805–806
of intensity and flux, 807–808
and radiation laws, 808, 809
sensors for making, 825–829
of solid angle, 806–807
uncertainty in, 819
units for, 808

Solar radiation sensors, 825–829
of CM11 pyranometers vs. Robitzch

actinographs, 825, 826
Delta-T BF3, 827–829

Solar radiation studies, 829–836
data quality assessment for, 829–831
outlier analysis for, 835–836
statistical evaluation of models in,

831–835
Solar Rankine cycle systems, 1050–1051
Solenoids, 1110–1111
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Solenoid operated four-way directional
control valves, 1110

Solids:
measuring temperature of, 250–251, 265,

266
thermal conductivity of, 186–187
thermal properties of metallic, 190

Solid angle, 806–807
Solid fuels:

for combustion, 639
for firing systems, 659–664

Solid oxide fuel cells (SOFCs), 744
advantages of, 1076–1077
applications of, 1055, 1056
characteristics of, 1018, 1019
degradation, 1069–1070
heat management, 1069
materials/performance of, 1077–1080
operating principles for, 1061, 1062
performance/efficiency of, 1065
performance of, 1065, 1077–1080
polarization curve, 1066–1067
technical issues, 1077

Solid polymer electrolyte electrolyzer, 997,
998

Solid State Energy Conversion Alliance
(SECA), 1076

Solid-state radiation, 331–338
emissivity–absorptivity, 331–332
radiation charts, 332, 333

Solid-state storage of hydrogen, 797
Solid waste, from coal conversion, 754
Solid waste disposal, 982
Solvents, separation of carbon dioxide with,

758–759
Sonic atomization, 659
Sonic limit, 240, 242, 424
Soot blowing, 664
Sorbents:

high surface area, 1015
separation of carbon dioxide with,

758–759
Source pumps, 97
“Sour” natural gas, 674
Space shuttle orbiter, 1055, 1081
Spain, 955
Spatial resolution, 279

Spatial temperature difference, 289–297
Specific energy, 110–111
Specific fuel consumption (SFC), 941, 942
Specific gravity:

of fluids, 43, 44
of fuel oils, 685–687, 689–691

Specific heat:
at constant pressure, 31, 146
at constant volume, 146
for liquids/gases at atmospheric pressure,

32
of secondary coolants, 521

Specific intensity, 807
Specific speed, 861–862, 884
Specific volume of moist air, 579–580
Specific weight, 43, 118
Spectral emissive power, 217
Spectral hemispherical absorptivity, 219
Spectral hemispherical emissivity, 218, 219
Spectral hemispherical reflectivity, 219
Spectral hemispherical transmissivity, 219
Spectral irradiation, 219
Spectrally sensitive sensors, infrared, 276
Spectral selectivity error, 819
Specular radiation, 221
Speed, specific, 861–862, 884
Spheres:

forced convection flow across, 208, 474,
475

free convection from, 213
heat conduction in hollow, 193
Navier–Stokes equations for flow around,

78–79
three-dimensional flow around, 71
transient heat conduction in, 199, 203, 204

Spines, cylindrical, 481
Spiral plate heat exchangers, 380, 381
Spool-in-sleeve valves, 1107
Spray cooling, 490–494
Spray dry scrubbing, 749–751
Spray ponds, 528
Spray-type evaporators, 531, 533
Spreading resistance, 452–453
SPRTs (standard platinum resistance

thermometers), 268, 269
SR (stoichiometric ratio), 637–639
SSU (seconds, Saybolt Universal), 685
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St (Stanton number), 478
Stability:

combustion, 639
flame, 678, 679
in heat exchangers, 402–403
of hydraulic oils, 1095–1096
of secondary coolants, 521
of submerged objects, 56–57

Stacks, furnace, 356
Stack draft, 358, 360
Stack-type recuperators, 369, 370
Stages, gas compression, 900
Stage arrangements (steam turbine),

1036–1039
Curtis, 1036, 1038, 1039
reentry, 1036, 1038, 1039
velocity-compounded, 1036–1039

Staged combustion, 739
Staggered tubes, 209
Staging of air, 665
Stagnation point heating for gases, 211
Stagnation temperature, 210
Standard conditions, fan performance at, 885
Standard cubic feet (scf), 641
Standard platinum resistance thermometers

(SPRTs), 268, 269
Standard pyrheliometers, 810, 811
Standby pressure, 514
Stand-by rates, 965
Stanton number (St), 478
Starch saccharification, 769, 770
Starner and McManus fin arrays, 468
Start-related wear-out mechanisms, 948,

950
States (term), 137
Static pressure, 121, 881
Statistical evaluation of solar radiation

models, 831–835
coefficient of correlation, 833
coefficient of determination, 832–833
figure of merit, 835
mean bias error, 833, 834
mean of absolute deviations, 834
nondimensional MAD, 834
nondimensional MBE, 834
nondimensional RMSE, 835
root-mean-squared error, 833

slope of best fit line, 832
Student’s t distribution, 833, 834

Steady flow:
defined, 58
nonuniform, 112–113

Steady-state, one-dimensional heat transfer
with no heat sink, 186

Steady-state heat conduction:
in furnaces, 330, 340–341
two-dimensional, 193–196

Steady-state pipeline analysis of flow in
closed conduits, 95–99

for single-pipeline systems, 96–97
for single-pipeline systems with pumps,

97–99
Steady-state with heat generation, 186
Steam:

carbon-steam reaction, 740
direct steam conversion, 848–849
dry, 844n.
flashed steam conversion, 849–850
Mollier diagrams for, 1030–1032
saturated, 24–25
thermodynamic properties of, 1029–1030

Steam atomization, 323
Steam-based Rankine cycle electric power

generation facilities, 981
Steam cooling, 919
Steam injection, 937–938
Steam methane reformation (SMR),

992–994
Steam rate, 1043
Steam turbines, 951, 968–969, 974,

1029–1053
axial thrust in, 1052
blade erosion for, 1051
characteristics of, 1030–1033
classification of, 1039–1042
in cogeneration and combined-cycle

plants, 1048–1049
control systems for, 1051
efficiencies of, 1043–1044
gas vs., 1033
gland seals for, 1051
Greek letters, 1053
historical evolution of, 1033–1036
industries using, 1049–1051
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Steam turbines (continued)
nondimensional parameters for,

1044–1045
performance of, 1043–1048
stage arrangements for, 1036–1039
subscripts, 1053
symbols, 1052

Steepest decent method, 604
Steep slope, channel with, 112
Stefan–Boltzmann constant, 276, 809
Stefan–Boltzmann law, 217, 331, 809
Stirling cycle cyrocoolers, 553, 554
Stoichiometric combustion, 636
Stoichiometric ratio (SR), 637–639
Stokes’s law, 78–79
Stokes’s stream function, 69
Storage:

of biodiesel, 782, 783
and EGM, 168–169
of ethanol, 775
of hydrogen fuel, 794–797
of natural gas, 674
thermal, 976

Stream function:
for three-dimensional flow, 69
for two-dimensional flow, 65

Streamlines, 59, 64–65
Student’s t distribution, 833, 834
Subbituminous coal, 703, 705, 706, 708
Subcooled boiling, 234
Sub-Kelvin cooling, 574–575
Submerged jets, 490, 491, 493
Submerged objects, stability of, 56–57
Submergence effect, 531, 533
Subsidies:

for biodiesel, 784
for ethanol, 775, 776

Substrate conduction, 460–461
Suction (evaporating) pressure, 514
Suction volume, 514
Sugar extraction, 769, 770
Suitability (of heat exchanger programs),

407
Sulfur:

in coal, 709–710
emissions control of, 665–666
fuel-cell poisoning by, 1070

Sulfur dioxide:
capture of, 734, 735
from coal conversion, 722
reducing emission of, 749–751

Sulfur oxides, emissions control of,
665–666

Sunshine recorders, 817–819
Supercritical boilers, 738–739
Supersaturation, 1032
Supersonic flow, 211
Surface(s):

equations for heat-exchanger, 383
as term, 383

Surface disruption of temperature, 287–289
Surface filtration, 745
Surface heat balance, 287
Surface-mounted heat flux gauges, 289–294

disruption of, 287–288
issues with, 286
with RTD sensors, 290
with thermocouple sensors, 290–293
wire-wound, 293–294

Surface temperature:
adiabatic, 210
constant surface temperature experiments,

303–305
measuring, 250–251

Surface tension, 49–51
in dynamic similarity, 80
and heat pipes, 417
of liquids, 33

Surface-transportation engines, 946–947
Surface-type economizers, 503
Surge point, 527–528
Surge theory, see Rigid water column theory
Surging, 896
Swashplate setting, 1103–1104
Sweetening processes, 666
“Sweet” natural gas, 674
Swirl, effect of:

inner and outer swirl, 654, 655
turbulent diffusion flame types, 651–652

Swirl number, 649
Syngas, 740, 993
Synthesis hydrocarbons, 800
Synthetic fuels, 320, 674
Synthetic natural gas, 320–321
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T
Tandem-compound unit turbines,

1042
Tangential-flow turbines, 1040, 1041
Tangentially-fired burners, 661, 663
Tanks, 1116
Target rod and plate, 653
Tar sands, oils from, 699–700
Technical design of cogeneration systems,

974–977
matching of dynamic power and

thermal loads, 976
matching of electrical and thermal loads,

975–976
packaged systems, 976–977
selection and sizing of prime mover,

974–975
TEMA, see Tubular Exchanger

Manufacturers Association
Temperature(s):

ash fusion, 710
bulk, 205
critical, 150, 514
dry bulb, 579–582
Earth’s core, 839
firing, 903–904, 931–933
flame, 449, 678–679
freezing, 514, 519, 520
furnace, 365
and gas compression, 879
gauges based on temperature changes

over time, 297–302
hemispherical, 710
ISO firing, 903, 904
law of interior, 257
maximum inversion, 550
minimum ignition, 679, 680
mixing-cup, 205
recovery, 210
red-start, 274
and resistance, 268
stagnation, 210
surface, 210, 250–251, 303–305
surface disruption of, 287–289
wet bulb, 579

Temperature coefficients:
constant, 146
of resistance, 268
for thermistors, 270

Temperature cross, 376, 378
Temperature differences. See also Mean

temperature difference (MTD)
cooling-load, 592
heat flux gauges based on spatial,

289–297
log mean, 214–216
pinch point, 972
spatial, 289–297

Temperature disruption, by heat flux gauges,
287–289

Temperature drops:
across liquid–vapor interface, 425–427
across shell and wick, 424–426
in vapor flow, 427–428

Temperature–entropy diagrams, 544–546
Temperature event range, 274
Temperature glide, 507
Temperature measurement, 247–280

calibration of sensors for, 249–250
in cryogenic engineering, 561–563
invasive, 251–272
nomenclature for, 279–280
noninvasive, 275–279
process, 248–249
range capabilities of methods, 252
selection of sensors/systems for, 250–251
semi-invasive, 272–275

Temperature pinch, 376, 401–402
Temperature profiles:

furnace, 346–347, 349, 372
for shell and tube condensers, 389–390
for shell and tube reboilers, 393, 394

Temperature profiles, furnace, 346–347, 349,
372

Temperature reservoirs, 140–142
Temperature response error, 819
Temperature scales, 247–249

Celsius, 247–248
Fahrenheit, 247–248
International Temperature Scale of 1990,

248, 249
Kelvin, 247–248
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Temperature scales (continued)
Rankine, 247–248
thermodynamic, 140, 247–248

Temperature-sensitive paints (TSPs), 273,
299

Tension wrapped fins, 381
TESLA cryomodule, 558–560
Testing of heat pipes, 432–433
Tetrafluoroethane, 512
1,1,1,2-Tetrafluoroethane, 509
Theoretical power, 514
Thermal aspects of combustion, 640–644
Thermal comfort, 585–587
Thermal comfort indices, 586–587
Thermal conductivity, 186–192

of cryogenic materials, 556
of furnace materials, 326–328
of gases, 186, 188
of heat pipes, 424–428
of liquids, 186, 188
of saturated liquids, 34
of solids, 186–187
temperature dependence of, 186–188

Thermal control techniques, 478–494
cold plate, 483–486
extended surface/heat sinks, 478–483
spray cooling, 490–494
thermoelectric coolers, 486–490

Thermal design of process heat exchangers
with computers, 403–410

incrementation, 403–404
input data, 407–410
main convergence loops, 404–405
program quality/selection, 406–407
rating/design/simulation, 405–406

Thermal detectors, 809
Thermal diffusivity, 326
Thermal efficiency:

of cogeneration systems, 1048, 1049
of steam turbines, 1034, 1036, 1043

Thermal expansion coefficient, 146, 328–329
Thermal imaging, 278–279
Thermal interface resistance, 470–473
Thermal loads:

building, 589–593
in cogeneration systems, 975–976,

984–985, 987

Thermal modeling of electronic equipment
cooling, 451–464

chip module thermal resistances, 458–464
conduction heat transfer, 451–454
convective heat transfer, 455–457
radiative heat transfer, 457–458

Thermal modeling of forced convection, 456,
473–478

external flow on plane surface, 473
flow across arrays of pin fins, 476
flow across spheres, 474, 475
flow across tube banks, 475–476
flow of air over electronic components,

476–478
Thermal NOx, 665
Thermal radiation, 216
Thermal radiation properties of gases,

229–234
CO2, 229–231, 233
H2O, 229–232
mean beam length, 230, 232
radiative exchanges, 233

Thermal resistance, 187, 190, 197
of chip modules, 458–464
of furnace materials, 327–328
heat pipe, 243–244
internal, 459–460
for packaging materials, 460

Thermal resistance network, 458
Thermal sensitivity, 279
Thermal storage, 976
Thermal system evaluation, 600–604

cost estimation, 603, 604
engineering-level system simulation,

600–602
equation solvers, 603, 604

Thermal system optimization, 559–631
approximation-assisted, 614, 616–631
drivers of, 605–607
methodology, 607–615
symbols used for, 631
toolbox for, 600–607

Thermal transmittance, 590–591
Thermal vapor deposition, 292
Thermistors, 270
Thermoacoustic oscillations, 564–565
Thermochemical cycles, 787
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Thermochemical hydrogen production, 998,
999

Thermochemical properties at 1.013 bar,
298.15 K, 36–37

Thermochromic liquid crystals, 274–275
Thermocompressors, see Ejectors
Thermocouples, 255–267

circuits of, 256
coaxial, 300
in constant heat flux experiments,

302–303
extension leads and compensation cables

for, 266–267
installation of, 262–266
and law of inserted materials, 257
and law of interior temperatures, 257
and law of intermediate materials, 258
modeling fundamental thermoelectric

phenomena with, 258–260
surface-mounted gauges with, 290–293
thin-film, 294–295
tolerances for, 261–262
types of, 260–263

Thermodynamics, 135–156
analysis of engineering system

components, 153–156
of closed systems, 138–142
constructal theory vs., 181–182
definitions used in, 137
energy minimum principle, 142–143
first law of, 135, 138–139
of gas compression, 897–900
of open systems, 143–144
relations among thermodynamic

properties, 144–153
second law of, 135, 140–142
subscripts used in, 136–137
symbols/units used in, 135–136

Thermodynamic charts, 899
Thermodynamic properties:

of ice/water, 23
of liquid/saturated vapor air, 7–8
relations among, 144–153
of saturated methane, 16
of saturated Refrigerant 134a, 19
of saturated sodium, 23
of steam, 1029–1030

Thermodynamic systems, 137
Thermodynamic temperature scale, 140,

247–248
Thermoelectric coolers:

analysis of, 489–490
design equations, 487–488
equations for thermoelectric effects, 487
optimization of, 488–489

Thermoelectric emf, net, 259
Thermographic phosphors, 273–274, 299
Thermometers, 138

bimetallic, 254–255
differential flame, 302
diode, 271
liquid-in-glass, 252–253
platinum resistance, 267–269

Thermometry:
infrared, 275–278
manometric, 253–254
noise, 271

Thermophile heat flux gauges, 290–294
Thermophysical properties of fluids, 3–39

at atmospheric pressure, 16, 17, 26, 27, 32
n-butane, 26
carbon dioxide, 11–13
combustion products, 37–38
conversion factors, 4
on enthalpy–log pressure diagrams, 13, 15,

18, 22
ethane, 26
ethylene, 26
n-hydrogen, 26
ideal gases, 8–9, 37–38
of liquid/saturated vapor air, 7–8
mercury, 14, 15
methane, 16
nitrogen, 26
oxygen, 27
and phase transition data, 4–7
propane, 27
propylene, 27
psychometric chart, 39
ratio of principal specific heats for

liquids/gases, 32
refrigerants, 17, 27–30
Refrigerant 22, 17, 18
Refrigerant 134a, 19, 21–22
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Thermophysical properties of fluids
(continued)

of saturated liquids, 14, 16, 17, 19, 23, 31,
34, 35

of saturated steam/water, 24–25
surface tension, 33
and thermochemical properties at 1.013

bar, 298.15 K, 36–37
and thermodynamic properties, 7–8, 16,

19, 23
of U.S. Standard Atmosphere, 10
viscosity, 35

Thermoscope bars, 272
Thermostatic expansion valves (TXVs),

532–534
Thermosyphons (thermosiphons), 240, 396,

433–434
Thermowells, 265, 266
Thin films, 199, 203, 204
Thin-film evaporation, 425–427
Thin-film heat flux gauges, 292, 298–299,

304, 305
Thin-film thermocouple sensors, 294–295
Third-party ownership of cogeneration

systems, 986n., 988
Thomson effect, 486, 487
Three-dimensional flow:

around a point source in uniform stream,
70–71

around a sphere, 71
boundary conditions for, 63
conservation of mass in, 62
Euler’s equation for, 62–63
ideal fluids in, 62–64, 69–71
irrotational flow-velocity potential in,

63–64
Laplace equation for, 64
Stokes’s stream function for, 69

Three-way valves, 1108
Threshold limit value–time weighted average

(TLV-TWA), 507
Throttles, 153–155
Throttling, 1046
Throughput:

of compressors, 897
control of, in centrifugal fans, 886–887
of gear pumps, 875

generalized head loss with, 865, 866
volumetric, 875

Thrust, 941, 1052
Thrust-specific fuel consumption (TSFC),

941
Time-related wear-out mechanisms, 948,

950
Tip diameter, 931
TLV-TWA (threshold limit value–time

weighted average), 507
Toluene-in-glass thermometers, 253
Topping-cycle cogeneration systems,

965–966, 1048, 1049
Topping turbines, 1041
Torque, shaft, 1046
Torque coefficient, steam turbine, 1044
Toshiba, 1057
Total absorptivity, 221
Total compressor power, 899
Total drag, 78–79, 117–118
Total emissive power, 217
Total flow exergy, 164
Total heat exchange, 583
Total hemispherical absorptivity, 220
Total hemispherical emissivity, 219
Total hemispherical reflectivity, 220
Total hemispherical transmissivity, 220
Total nonflow exergy, 164
Total quantity methods, 126
Total reflectivity, 221
Total transmissivity, 221
Total volatile organic compound (TVOC)

mixtures, 588
Towers, wind, 957
Town gas, 1016
Toxicity:

of hydraulic fluids, 1097
and refrigerant selection, 520–521

Toxicity rating system, refrigerant, 507–510
Traceability, for temperature-measuring

systems, 249
Trains, gas turbines used in, 908
Transesterification, 777, 779
Transient heat conduction, 198–204

in cylinders, 199, 202–203
in plane walls, 199–201
in spheres, 199, 203, 204
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Transient optical methods for measuring heat
flux, 299

Transition boiling, 235
Transmission, hydrogen fuel, 793, 794
Transmissivity, 219–220
Trapezoidal channel, most efficient, 110
Triangles, constructal theory and, 176
Triangular weirs, 132–133
Trichlorofluoromethane, 507, 512
TSFC (thrust-specific fuel consumption),

941
TSPs (temperature-sensitive paints), 273,

299
T thermocouples, 263
Tubes:

diameter of, 408–409
film condensation inside horizontal, 239
film condensation outside horizontal, 239
forced convection in, 477–478
and heat exchanger programs, 408–409
laminar flow for short, 205, 206
layout of, 409
length of, 386, 408
material used in, 409
Navier–Stokes equations for flow through,

77–78
number of, 386
pitch of, 409
turbulent flow in circular, 206–207
types of, 408
vibration in, 399–400

Tube-axial fans, 887, 888
Tube banks:

in cross-flow, 210
film condensation outside horizontal, 239
forced convection flow across, 209–210,

475–476
staggered vs. aligned, 209

Tube diameter (OD), 610
Tube-in-tube condensers, 528
Tubesheets, 375–376
Tubeside flow, 387, 388, 401
Tubeside forced circulation boiling, 396
Tubeside reboilers, 395
Tubular Exchanger Manufacturers

Association (TEMA), 376, 399, 408,
409

Tubular SOFC design, 1078, 1079
Tunnel kiln furnaces, 317
Turbines. See also Gas turbines; Steam

turbines
hydrogen burner, 1020
laws of thermodynamics applied to, 153
micro, 971
wind, 955–962

Turbine stage, 903
Turbofans, 944–946
Turbulent diffusion flame types, 651–655

effect of swirl, 651–652
stabilization methods, 652–655

Turbulent flames:
diffusion-mixed, 650–651
premixed, 645–646

Turbulent flow:
in circular tubes, 206–207
defined, 58
on flat plate, 208
in furnaces, 360
rational formulas for velocity of, 84–86
shear stress in, 72

TVOC mixtures (total volatile organic
compound mixtures), 588

Twin-screw pumps, 876
Two-dimensional flow:

boundary conditions for, 63
complex variables for irrotational flow,

65–66
conformal mapping for, 66–68
conservation of mass in, 62
doublets, 68
Euler’s equation for, 62–63
flow around circular cylinders, 69
ideal fluids in, 62–69
irrotational flow-velocity potential in,

63–64
Laplace equation for, 64
stream function for, 65
streamlines in, 64–65

Two-dimensional steady-state heat
conduction, 193–196

Two-fluid atomization, 658–659
Two-pass shell, 376, 377
Two-phase refrigeration distribution, 530
Two-phase thermosyphons, 240
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Two-way valves, 1108
TXVs (thermostatic expansion valves),

532–534

U
Ultimate analysis (D3176), 710
Ultrasonic atomization, 659
Ultraviolet, 217
Uncertainty, measurement, 250, 307,

819
Unconstrained equilibrium state, 143
Underground sequestration, of carbon

dioxide, 760
Underlapped valves, 1108–1109
Undersea sequestration, of carbon dioxide,

761
Uniform flow:

critical depth in, 111
defined, 58
Manning formula for, 109–110
in open channels, 108–111
specific energy in, 110–111

Uniform stream, point source in, 70–71
Union Pacific railroad, 908
United States:

CFCs banned in, 511
coal resources in, 704
coal uses in, 707
fuel demand in, 319
wind turbine installations in, 955, 956

U.S. Bureau of Mines, 704
U.S. Coal Reserves, 704
U.S. Energy Information Administration,

577
U.S. Geological Survey (USGS), 704,

841–842
U.S. geothermal resource base, 841–843
U.S. National Renewable Energy Laboratory

(NREL), 829
U.S. standard atmosphere, 10, 578
U.S. Standard sieves, 713
United Technologies Company (UTC), 1056,

1058, 1059, 1082
Unsteady flow:

and column separation, 104
elastic theory of, 102, 106–108

in open channels, 113–115
in pipe systems, 102–108
rigid water column theory of, 102,

104–106
Upwind, 955
USGS (U.S. Geological Survey), 704,

841–842
UT-3 cycle, 999
UTC, see United Technologies Company
U-tubes, 376

V
Vacuum generation:

in compressors, 892–894
in ejectors, 891–892

Valves:
ball, 1106, 1107
closed-centered, 1108–1109
control, 1107–1110
critically lapped, 1108, 1109
electronic expansion, 534
expansion, 501, 532–534
flow control with, 866–867, 869
fuel shutoff, 669–670
hydraulic, 1105–1113, 1119, 1121
laws of thermodynamics applied to,

153–155
minor losses in, 95
open-centered, 1108
overlapped, 1108, 1109
poppet, 1106, 1107
proportional, 1111–1112
relief, 1102, 1107, 1108
servo, 1112–1113, 1117–1118
spool-in-sleeve, 1107
three-way, 1108
two-way, 1108
underlapped, 1108–1109

Valve-driven motors, 1092
Vanadium, 687
Vanes, centrifugal fan, 881–883
Vane-axial fans, 887, 888
Vane pumps, 1100–1102
Van’t Hoff equation, 1008
Vapor air, 7–8
Vapor chambers, 436
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Vapor compression refrigeration cycle,
500–501

Vapor compression system:
network representation of, 601
residual equations for, 601–602

Vapor density, 514
Vapor-dominated resources, 842, 844
Vapor flow, temperature drop in, 427–428
Vaporizers:

critical heat flux in, 402
inadequate blowdown in, 403
shell and tube, 392–396
shell and tube heat exchangers,

392–396
Vapor–liquid equilibrium (VLE), 389–390
Vapor–liquid separation, 530
Vapor-phase heat-transfer coefficient, 392
Vapor pressure, 50, 51, 522
Vapor pressure drop, 421–422
Vapor recompression, 890–891
Variable air volume (VAV), 596
Variable-conductance heat pipes (VCHPs),

438
Variable-displacement pumps, 1100,

1103–1105
VAV (variable air volume), 596
VAWT (vertical axis wind turbine), 957
VCHPs (variable-conductance heat pipes),

438
VEETC (Volumetric Ethanol Excise Tax

Credit), 775
Vegetable oil (as fuel), 777

availability of, 783
manufacturing method, 779
production capacity for, 783–784
research on production of, 785
vehicle modification for use of, 779

Vehicles:
hybrid electric, 788
hydrogen, 788–792

Vehicle modifications:
for biodiesel use, 779
for ethanol use, 770–774

Velocity(-ies):
erosion, 407
of fluids, 58, 83–86, 122–126
and furnaces, 355, 356, 358, 359

rotational angular, 58
wind, 961–962

Velocity-compounded stage arrangement,
1036–1039

Velocity convergence loop, 404, 405
Velocity distribution for flow in closed

conduits, 83–86
and development of flow, 83–84
energy and momentum correction factors,

85, 86
rational formulas for turbulent flow,

84–86
Velocity heads, 355–357, 359
Venezuela, 700
Ventilation, 592
Venting, inadequate, 403
Venturi flumes, 131
Venturi meter, 126, 127
Venturi mixers, 362
Verification (approximation-assisted

optimization), 617
Vertical axis wind turbine (VAWT), 957
Vertical ground-loop GHP systems, 854
Vertical plate, 237
Vertical single tubepass, 376, 377
Vertical thermosiphons, 396
Vertical tubes, 391
Vertical turbine pumps, 98
Vertical walls, 214
Vibration, 399–400
View factor, see Configuration factor(s)
View factors for solid-state radiation, 332,

334–337
Vinasse, 770
Viscometers, 119–121
Viscosity:

absolute (dynamic), 48, 49, 119, 870
and centrifugal pumps, 868–870
defined, 48–50
of diesel fuels, 695
of fuel oils, 659, 660
of hydraulic oils, 1095–1096
kinematic, 120, 870
measuring, 118–121
Newton’s law of, 78
of saturated liquids, 35
of secondary coolants, 521
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Viscous fluid dynamics, 71–79
for external flows, 73, 74
for internal flows, 72–73
Navier–Stokes equations in, 73–79

Viscous forces, in dynamic similarity, 80
Viscous limit, 240, 242, 424
Viscous liquid cooling, 401
Visible spectrum, 217
VISPAR parameter, 869
Vitiated air, 639
VLE (vapor–liquid equilibrium), 389–390
Volumetric efficiency, 1043, 1104
Volumetric Ethanol Excise Tax Credit

(VEETC), 775
Volumetric throughput, 875

W
Wabash River Generating Station (West Terra

Haute, Indiana), 743
Wairekei Fields (New Zealand), 844
Washability data, 717, 718
Waste(s):

combustible, 367
radioactive, 367
solid, 754, 982

Waste fuels, 639–640
Waste heat boiler, see Heat recovery steam

generators (HRSGs)
Waste heat recovery systems, 367–371,

443–445
recuperator combinations, 370–371
recuperator systems, 369–371
regenerative air preheating, 368–369

Water:
splitting of, 998, 999
thermal radiation properties of, 229–232
thermodynamic properties of, 23
thermophysical properties of saturated,

24–25, 238
Water-cooled condensers, 528, 529
Water cooled heat flux gauges, 297
Water cooling, 919, 922
Water defrost, 538
Water hammer, see Elastic theory
Water–lithium bromide absorption chillers,

516–518

Water management, 1071–1074
Water Quality Act of 1965, 981
Water quality regulations, 981, 982
Water solubility, 521
Water wash systems, 922
Wave speed, in pipes, 106
Wear-out mechanisms, 947–948
Weight, specific, 43, 118
Weirs, 131–133
Welded plate exchangers, 380
Well water, 529
Westinghouse, 904, 915, 1078
Wet bulb temperature, 579
Wet flue gas desulfurization, 749, 750
Wet scrubbing, 367, 748
Wheels, 903
Wicks:

capillary limits of, 240
effective thermal conductivities of, 425
fabrication of, 428–430
in heat pipes, 239–244
permeability of, 241
porosity of, 421
thermal conductivity for liquid-saturated,

243
Wicking height, 418
Wien displacement law, 218, 809
Wilson, Robert, 1033
Windbox burners, 656
Windows, heating load through, 591
Wind power generation, 955–962

market/economics, 955, 956
power production/energy yield, 957–959
turbine configurations, 955–957
turbine rotor/drivetrain design, 959–960
turbine site selection, 960–962

Wind turbines, 955–962
configurations, 955–957
market/economics, 955, 956
rotor/drivetrain design, 959–960
site selection for, 960–962
turbine power production/energy yield,

957–959
Wind velocity, boundary layer impact on,

961–962
Wires, thin, 199, 203, 204
Wire-wound heat flux gauges, 293–295
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WMO, see World Meteorological
Organization

Wobbe index, 320, 678–679
Work–energy equation:

correction factors for flow in closed
conduit, 85, 86

for internal flows, 72
for one-dimensional flow, 61

Working fluids for heat pipes:
charging of, 429, 431, 432
compatibility of, 432
selection of, 428–429, 431, 432
temperature ranges of, 431

Working standard pyrheliometers,
811

Work of compression, 897–899
Work transfer, 138–139
Work transfer rate, 161
World Coal Study, 703

World Meteorological Organization (WMO):
pyranometer classification by, 813
pyrheliometer classification by, 810, 811,

817
radiation instrument classification by, 808

X
X rays, 217
X-type shell and tube heat exchangers, 377,

378, 389, 391, 407
Xylene-in-glass thermometers, 253

Z
Zeldovich mechanism, 912
Zeotropes, 507, 508, 513
Zinc borohydride, 1011
ZnO/Zn cycle, 999
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